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ABSTRACT

This research is concerned with the developmerat sét of novel sketch-based skeleton-driven 2D
animation techniques, which allow the user to pralealistic 2D character animation efficiently.
The technique consists of three parts: sketch-bageteton-driven 2D animation production, 2D

motion capture and a cartoon animation filter.

For 2D animation production, the traditional way wrawing the key-frames by experienced
animators manually. It is a laborious and time-comsng process. With the proposed techniques, the
user only inputs one image of a character and $let@ skeleton for each subsequent key-frame. The
system then deforms the character according tosketches and produces animation automatically.
To perform 2D shape deformation, a variable-lengtedle model is developed, which divides the
deformation into two stages: skeleton driven de&diom and nonlinear deformation in joint areas.
This approach preserves the local geometric featamed global area during animation. Compared
with existing 2D shape deformation algorithms, éduces the computation complexity while still

yielding plausible deformation results.

To capture the motion of a character from exitinQ Znage sequences, a 2D motion capture
technique is presented. Since this technique ifetskedriven, the motion of a 2D character is
captured by tracking the joint positions. Using lbgeometric and visual features, this problem can
be solved by optimization, which prevents selfusioh and feature disappearance. After tracking,
the motion data are retargeted to a new characteng the deformation algorithm proposed in the
first part. This facilitates the reuse of the chetexistics of motion contained in existing moving

images, making the process of cartoon generaticy &ar artists and novices alike.

Subsequent to the 2D animation production and motiapture, a “Cartoon Animation Filter” is
implemented and applied. Following the animationngiples, this filter processes two types of
cartoon input: a single frame of a cartoon characend motion capture data from an image

sequence. It adds anticipation and follow-throughhe motion with related squash and stretch effect
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Chapter 1. Introduction

CHAPTER 1

INTRODUCTION

1.1 Background

Character modelling and animation involves evergstefforts and extensive
research over many decades since the advent bfgsheomputerized human models
in the 1970s [Isaac 2003]. At present, their appions have spread to a great variety
of fields, including media, biomedicine, militargducation and entertainment.
Human-like virtual characters which congest in caiep games (e.g. “Warcraft”)
and films (e.g. “Avatar”, “King Kong”, “Shrek”, ejcare playing a remarkable role

in modern public media and entertainment.

Generally, character modelling and animation agamed as a challenging and
labour-intensive work that requires both profesai@kills and artistic expertise. To
build and animate a vivid virtual character, thetdages are usually needed in this
process: modelling, motion and deformation. Thesanation production steps
require extensive expertise (mesh modelling, dynamikinematics, physical
simulation, etc), professional software (Maya, 3M8X, etc), special equipments
(3D laser scanner, motion capture system, etc)paaficient computer skills [Fox
2004]. Therefore, ordinary users are hardly givee bpportunity to produce

convincing animation due to lack of appropriatdlskknowledge and resources.
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In addition, for animators, animation productionaisbig systemic project which
involves collaborations among various specialistd production teams [Fox 2004,
Isaac 2003]. For example, a typical CG animatigrelme generally contains three
stages: preproduction (scriptwriting, storyboardingharacter design, etc),
production (modelling, rigging, animation, sceneyolat, rendering, etc), and
postproduction (compositing, video editing, ete).the preproduction process, 2D
artists in the creative team usually design charaappearances and storyboards
through freehand sketching. Next, these drawingsshoryboards are implemented
by 2D/3D modelers and animators in the producteamt through modelling, rigging,
animation, and rendering. In the last stage, tilsesei-finished clips are sent to the
technicians for the final video editing and comgpaogi Therefore, animation
production is usually a big and time-consuming jafjch is too complicated and

overwhelming for a single artist or animator to erteke.

Sketch-based animation, as a useful tool for charamodelling and animation,
provides a good solution to animators and ordingsgrs to avoid the difficulties
discussed above due to its intuitiveness and somypliMany papers [Davis et al.
2003, Thorne et al. 2004, Li 2006, Yuki et al. 2DBave been published and several
techniques have been developed into commerciakamdt e.g. [Igarashi et al. 1999].
With the help of sketch-based techniques, animatanstranslate their 2D drawings
into 3D models. Instead of handling the detailp sig step, the modeller/animator
can visualize and evaluate the fast-prototyped isaatean early stage, which can be

further refined with other 3D tools to meet thestit needs.

Nevertheless, compared with above progress in 3bation, 2D animation (also
can be called cartoon or cel animation) has notefited as much from these
achievement. Up until today, most professional amartstudios still produce huge
amounts of animation (key-frames and in-betweensnhually [Daniel 2006].

Largely overlooked by the computer graphics comityytine 2D animation process
remains laborious, time-consuming and predominateiual, in contrast with the

contemporary 3D animation production process.
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1.2 Research Objectives

This research is aimed at investigating and desggain efficient and easy-to-use
technique for quick articulated cartoon productidmd a functional system is
expected to be developed to cope with the practeglirements in 2D animation.

The research objectives are in the following aspect

Investigating and evaluating the traditional canto@roduction process.
Designing and developing a practical and easy-tosketch-based technique to
generate cartoon animation.

Investigating the existing 2D deformation and arioratechniques for cartoon
character. Developing a new real-time 2D shaperdefbon algorithm to be
used with the sketch-based cartoon strategy.

Designing and developing a useful motion captuik ratargeting technique for
2D character animation.

Developing and implementing an animation systenh wketching interface and
auxiliary functions for cartoon production.

Implementing a “Cartoon Animation Filter” and apiply it to the final cartoon

output from the developed system.

1.3 Framework and Overview

The generation of key-frames and in-between fraanedwo of the most important
and labour intensive steps in 2D animation productiFor efficient use of the
animators’ time, the key-frames are drawn by skiKaey-framers while the in-
between frames are created by those who are Ipssierced and skilful, known as
the in-betweenersAlthough some software tools, e.g. Animo, TooroBi[2008],
have been helpful in generating in-between frarttesy often lack ‘personality’ in
comparison with those created by an animator. Qftean in-betweens generated by
software have to be tweaked by the animator to'@eldonality’ to the animation. In
practice, many in-betweens remain created manu@lly.the same point, if the
animator were able to produce a key-frame mordyeasd efficiently, then he/she

could produce more densely spaced key-frames mguit a much smaller number
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of in-betweens need to be generated. Even if tHeeiweens were generated by
software, it is reasonable to argue that they atikely to need further tweaking,
because the number of in-betweens is so small anddvwhave little effect on the
quality of animation. Our techniques presented his thesis are based on this

argument.

Motivated by the skeleton-driven 3D animation teghes, sketch-based animation
techniques, and recent progress in 2D deformatiertgs, [lgarashi 2005], in this
thesis a novel technique is presented with the aonsmprove the degree of
automation for the production of 2D animation withaacrificing the quality. Our
technigue consists of three parts, Part 1: 2D ammaequence generation by sketch,
Part 2: motion capture and retargeting and PaappBlication of “cartoon animation
filter”. Part 1 can be used independently to createanimation sequence. If it is
combined with Part 2, one can easily reuse theibmbbf an existing animation
sequence and apply it to a different charactert Bas used to add exaggerated
effects to the final result.

The most important issue concerned is how to hah@leomplex shape deformation
of characters. In Part 1, for a character at argorgentation (for example, side view,
front view or back view), the user first generate skeleton by analyzing the
geometry of the boundary curve. Similar to a 3Drabger, the skeleton acts as the
driving structure and controls the deformation bk tcharacter. To deform a
character, avariable-length needle modé$ introduced and an algorithm called
skeleton driven + nonlinear least squares optimaais proposed. The idea is to
divide the 2D shape deformation into two componenke first is skeleton driven
deformation, which is controlled purely by the @mponding segment of the
character skeleton; and the other is nonlineat lE@sares optimization, which is to
compute the deformation in the joint areas whioh associated with the skeletal
joints. Our observation suggests most complex dedtion occurs around the joint
areas of a character during animation. For theesteof computational efficiency,
the skeleton driven deformation is treated simglyadinear transformation. Only the

deformation in the joint areas is solved by nordinkast squares optimization. To
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ensure realistic deformation, properties such asnddary feature preservation,
interior smoothness, the global area preservatienneaximized during animation.
The property of area preservation is also easdgnporated into thgariable-length
needle modelWith our technique, once the first frame is givéme animator can
easily create an animation sequence by drawingskleéeton for each subsequent
key-frame. The system will produce the deformedratier shape automatically,
saving the animator from drawing the whole framedthdugh the primary
application of our technique is 2D animation prdeug it is also applicable to
interactive graphical systems where the user cdarmea 2D shape directly by
moving /deforming its skeleton. Since it is verynple to use, it is anticipated that
this approach is not only of interest to profesalarartoon production studios, but

also to novice 2D animators and artists for crgg®bB moving graphics.

Motion capture and retargeting is another big issuecharacter animation. At
present, most of the research work and academierpap this field focuses on 3D
animation. Although large amounts of video, cart@m traditional 2D moving
images exist, few effective approaches are availtdimake use of these abundant
resources due to the special characteristics andiples of 2D animation [Williams
2001, Isaac 2003]. The main objective of Partt® igatch this obvious gap. Because
our cartoon production technique is skeleton-baedidea of Motion Capture from
3D animation is naturally borrowed to capture tineotion’ of a 2D animation
sequence, and retarget the captured motion tdexetit character. However, instead
of capturing the motion of a performer with a 3Dtimo capture device, the motion
of a 2D character is captured from an image/caftod@o sequence. Another
obvious difference it has from the 3D case is tiat skeleton length of a 3D
performer is constant during animation, i.e. theleslon segments are in essence
rigid. To capture the motion of a performer, the [gbtion Capture Officer embeds
(fits) an animation skeleton into the 3D markemp®iduring the calibration process,
which helps the system compute the rotational amgjleeach skeletal segment
relative to its parent (Autodesk Motion Builder (08)). In 2D animation, changing
length feature in the form of stretching and comspi@en is one of the most powerful

and expressive principles of animation [WilliamsO02D Fortunately, with our
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method, the 2D skeleton can be used to represese titmportant and expressive

transformations.

Retargeting the captured motion to a different abi@r has been extensively studied
in 3D animation, e.g. [Gleicher 1998], and can ppliad to 2D animation with our
method. Here a feature region based tracking mathpesented, commonly used in
computer vision, to extract the motion of 2D obgeict video or an image sequence.
A mixed optimization coupled with template matchiagd Kalman prediction is
applied. After the user has located all the joegions of a character in the first
frame, the system will track the motion of the jsiautomatically in the subsequent
frames. The captured motion information is theranggted to the predefined
skeleton of a new 2D character to generate themhatton (animation). To avoid the
problem of self-occlusion and feature disappearahagng the tracking process,
both visual and geometric features are taken iotount.

In a sense, cartoon animation is the art of maatjg motion to emphasize the
primary actions of character. Experienced animatcas guide the viewers’
perceptions of the motion and literally bring it lite. Isaac Kerlow [Isaac 2003]
introduced twelve principles of animation which eereated in the early 1930s by
animators in Walt Disney Studios. These principleeye used to guide cartoon
design and animation production as well to traia #rt students. These twelve
principles became one of the foundations of hamdvdrcartoon character animation,
which are mostly about five things: directing therfprmance, acting the
performance, representing reality (through mode]lidrawing, and rendering),
interpreting real world physics, and editing a sse of actions [Williams 2001].
Some original principles, such as anticipation folldw-through to the motion with
related squash and stretch, are still useful tdmaause they help us to create more
“animated” characters and motions. In 2006, Jue §Vanh al. [2006] present a
technique named “Cartoon Animation Filter”. It issanple filter that takes an
arbitrary motion signal as input and modulatesnitsuch a way that the output
motion is more alive. The filter only needs the ruge set the desired filtering

strength as the parameters. It can cope with ttiéerent types of motion input
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including: hand drawn motion, video objects andNMBCap data. The superiority of
this technique lies in its simplicity and genesgliivhich provides a good reference
for our work. So in the third part of our work, adified “Cartoon Animation Filter”

was implemented and applied to the cartoon output the first or the second part.

1.4 Contributions

There are five key contributions in this thesis:

1. A sketch-based skeleton-driven 2D animation tealig presented. To produce
new frames, the user only needs to input one inthdbe character and sketch
skeletons for subsequent key-frames.

2. To handle 2D shape deformationyariable-length needle moded developed
and theskeleton driven + nonlinear least squares optimaatalgorithm is
introduced. Compared with other approaches fomalai purpose, it is more
efficient and able to produce plausible deformatesults.

3. A novel skeleton-based 2D motion capture technigygesented. It can extract
the motion from cartoon, video and rendered movimgge sequences by
tracking the motion of the skeleton joints. Usingttb geometric and visual
features, it prevents self-occlusion and featusepearance in moving images.

4. A modified “Cartoon Animation Filter” is implemerdeand applied to the two
types of cartoon output from the developed systenan add exaggerated effect,
such as squash and stretch, to the final resultraalet the animation more vivid.

5. A prototype animation system is developed to im@eithe described
techniqgues above. This system is tested and eedluby several cartoon
examples in experiments. Coupled with assistanttions, it can deal with the

most practical requirements for character cartaqodyoction.

During the period of the research, several relggedlications have produced to

report the technical developments achieved, whieHisted as follows:
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 Pan, J,, Yang, X., Xie, X., Willis, P., and Zhaidg,Automatic Rigging for
Animation Characters with 3D Silhouettéeomputer Animation and Virtual
Worlds 20(2-3): 121-131, Jun. 2009.

« Pan, J., Zhang, J., Zhang, Y., and Zhou, H. X-ragd8l Craniofacial
Visualization and Surgery Simulatiom book: Recent Advances in the 3D
Physiological HumanSpringer-Verlag (LNCS), August 2009, pp.208 -224.

« Chang, J., Pan, J., and Zhang, J. Modeling Rodfilible Biological
Tissues for Medical Trainingn book: Modelling the Physiological Human
Springer-Verlag (LNCS), Jan 2010, pp.51-61.

« Wang, M., Chang, J., Pan, J., Jian J. Zhang. Imhaged bas-relief
generation with gradient operation. Proceedingstlod 11th IASTED
International Conference Computer Graphics and ingadg-ebruary, 2010,
Austria.

e Pan, J. and Zhang, J. Sketch-based skeleton-d2eamimation and motion

capture. (submitted to Visual Computer)

1.5 Thesis Structure

The structure of the thesis is outlined in Figure 1

Chapter 1 is a brief introduction of this thesitiaBter 2 reviews and evaluates the
traditional cartoon production process first, aihfs out places for improvements.
Then the existing techniques in 2D shape deformadiod 2D motion capture are
investigated. In the end, the “Cartoon Animatiotidfi technique is discussed.
Chapter 3 introduces the sketch-based skeletoewr2D animation technique. A
variable-length needle modeind theskeleton driven + nonlinear least squares
optimizationalgorithm for 2D shape deformation are particylaiéscribed. Chapter
4 introduces the skeleton-based 2D motion captoceratargeting technique. The
core content is a joint tracking algorithm based camputer vision. Chapter 5
describes the implementation of the “Cartoon Aniorafilter” and its application

in the final output exaggeration. Chapter 6 intmekithe structure and interface of



Chapter 1. Introduction

this prototype 2D animation system. The animatigstesn is also tested and
evaluated with several practical cartoon examplesexperiments. Chapter 7
concludes the thesis and identifies potential times in future research and

development.

Chapter 1. Chapter 2.

Introduction Related Work

Chapter 3. Chapter 4.

Sketch-based Skeleton-driven | Motion Capture for 2D

2D Animation Character Animation

Modulel ________________ Module2 _______________ .
' Data Preprocessing i >
L e : i Joints Tracking
(mmmmm e ; ! :
i Skeleton Sketching! | | "TTTTTttTToo [ ““““““ !
B A A i
h Shape Deformation :< . Retargeting
. 13 e |
Animation !

l_l} Chapter 6.
System Interface and

Chapter 5. Evaluation

Implementation and

Application of “Cartoon

Animation Filter” Chapter 7.

Module 3 Conclusions and Future Work

Figure 1.1 Structure of the thesis
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CHAPTER 2

RELATED WORK

Research on “Sketch-based Skeleton-driven 2D Amimaiand Motion Capture”

mainly involves two aspects: 2D animation generaiad motion capture. There is
a significant body of previous work concerned witlese two research areas. First,
the traditional cartoon production process is dised. Then the most relevant

developments are reviewed.

2.1 Traditional Cartoon Production

Traditional animation, which can also be called esimation or hand-drawn
animation, was first used for the animated filmgha 20th century. The individual
frame of a traditional animated film is photograghdrawings which firstly drawn

by animators on a paper. To create the performahaaovement, each drawing
differs slightly from the previous one. The aninratodrawings are traced or
photocopied onto a transparent acetate sheet vidicdlled cels. The cels are filled
in with assigned colours or tones on the side oppdbe line drawings. The
completed character cels are photographed one &yimia motion picture film in

front of a painted background by a rostrum camera.

10
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The traditional cel animation production becameotdie at the beginning of the
21st century. Nowadays, animators' drawings and#oigrounds are scanned into
or drawn online directly on a computer. Various pomer graphics softwares (such
as “Toon boom”, “Animo”) are used to colour the wiags and simulate camera
movement and effects. The final animated image esstplis output to several types
of media, including traditional film and newer maduch as digital video. The
visual feeling of traditional cel animation is ktpreserved, and the style of
animators' work has remained essentially the samdedore. Some animation
production studios used the term "tradigital" tsaée the cel animation which
makes extensive use of the computer graphics témimo

According to the survey by Robertson [1994] andd&K2006], there are two kinds

of commercial computer graphics core systemk:and Paintand Automated In-

Betweeningare used to produce 2D animation in professioagbon studios. The

pipeline structure of these two systems is illusttan Figure 2.1 (a) and (b) [Fekete

et al. 1996]. The automatic work done by computersmarked with a dark

background. In both of them, most steps havexgosure shegtvhich lists all the

frames in a scene. Each line includes the phoneorepnced by characters and the

position where the camera will shoot the cartoganriés. Each scene also has a set of

stages, of which only the background can be paimtguhrallel with the animation

stages. These stages include:

Story Board: Splits script into scenesgith music and dialogue.

Sound Track: Records music and dialogue in prototype form.

Sound Detection:Fills the dialogue column of an exposure sheet.

Layout: Manages backgrounds and main character positiatis,specifications for
camera movement and other animation characteristics

Background Painting: Paints the background according to the layout.

Key Frame Animation: Draws extreme positions of characters as spedtfiethe

layout, and provides instructions for the in-betners.

11
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In-Betweening: Draws the missing frames according to the key-framinator’s
instructions.

Cleaning: Cleans up the drawings to achieve final qualityhef strokes.

Paint: Photocopies the clean drawings onto acetate cill@els) and paints zones
with color.

Check: Verifies animation and backgrounds according tol#y®ut and approves
for shooting.

Record: Shoots frame-by-frame on video or film, using amas.

Story Board

Sound Track

Sound Detection

 —————
— Layout
5 Key Frame
g" -> Animation
7]
= In-Betweenin
=3 e & Background
v - - Paint
%  — Cleaning
- Paint
i —— Check

(@)

12
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Story Board

Sound Track

Sound Detection

Layout

|

Key Frame
Animation

Cleaning Background

Paint

PYS aansodxy]

b4

In-Betweening

Paint

Check

|

Shoot

(b)

Figure 2.1 Pipeline structure of two different gyss in cartoon production [Fekete et al.
1996]. (a) Ink and Paint, (b) Automated In-Betwegni

For both of Ink and Paint system andAutomated In-Betweeningystem, all
important artwork (key-fame animation) is still dma manually, which usually
needs 50~300 animators to draw thousands of cleasast different poses with
human hands, and later digitized and managed bydhgputer after the cleaning
stage. Therefore, to significantly reduce the huraour input in the traditional
cartoon making process, a novel sketch-based sketktven cartoon technique is
proposed in this thesis. In this technique, ondenaplate image of a character is
given, the animator can easily create an animaseuence by just drawing the
skeleton for each subsequent key-frame. This stneeanimator from drawing the

whole frame.

2.2 Recent Progress in 2D Animation

Generally, 2D animation can be divided into twossks: one is the traditional 2D

13
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character animation. (It is also called: cartoorceranimation) The other is direct
manipulation on 2D image, such as physical modsétasimulation, which can be
used to generate natural phenomena animation. edimmifjue in our thesis belongs
to the first category, but some techniques in #wsd category are also used. There
Is a significant body of previous work concernedhw@D animation. Here only the

most relevant developments to ours are discussed.

Hsu et al. [1994] developed a system to create @iwidg with “skeletal strokes”.
Its expressiveness as a general brush and efficitarcinteractive use make it
suitable as a basic drawing primitive in 2D moagjliFekete et al. [1996] developed
a system (TicTac Toon) for professional 2D aninratgtudios that replaces the
traditional paper-based production process. It thasfirst animation system to use
vector-based paintings and graph. Kort [2002] preesean algorithm for computer
aided in-betweening. The algorithm is layer-basduchv classify the drawing into
strokes, chains of strokes and relations among.t&eme constraints are introduced
to match the different parts between drawings. e designed a cost function to
determine the correct matching. Agarwala et alOf3Opresented an approach to
track the character contours in video sequenceus$kefirst locates curves in two or
more frames. Then these curves are used as kegdrhgna computer vision based
tracking algorithm. This method combines computsion with user interaction and
solves a space time optimization problem for timaeying curve shapes and user-
specified constraints. From the developed systemideo can be transformed to
nonphotorealistic animation automatically. Howevene disadvantage of this
approach is that it cannot cope with the occlusiordisappearance of contours.
Chuang et al. [2005] presented a method to autcaltisynthesize the “stochastic
motion texture” in still 2D images. It simulated ta@l phenomena relying on
physical models. With this approach, they can atertfae images containing passive
elements with the motion driven by wind, like wateees, and boats. Xu et al. [2007]
inferred motion cycle of animals from snapshotshwdifferent individuals which
captured in a still picture. Through searchingrti@ion path in the graph connecting
motion snapshots, they can infer the order of nmosnapshots and construct the

motion cycle. Then they animated a still pictureaainoving animal group, such as
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birds and fish, by morphing among the ordered dmapgs

2.3 2D Shape Deformation

For the sketch-based cartoon generation, the mgsbriant problem concerned is
how to manipulate complex shape deformation of abjevith free hand drawings.
One popular approach is the FFD (Free-Form Defaoms} presented by
[MacCracken and Joy 1996h this method, the user embeds an object intdtiada
that can be deformed by a few control points. Ttienshape of this object can be
manipulated by moving these associated points.digaelvantage of this approach is
that it needs FFD domains setting (building theidatand setting deformation
parameters), which is a tedious process, and tBe mast manipulate the control
vertices laboriously to deform the object. Anothmpular method is using a
predefined skeleton or control points [Lewis et 2000]. The user controls the
skeleton/points and the shape of character cardjustad according to the related
skeleton/points. In our system, the skeleton issehaas the sketch input because of
its simplicity and intuitiveness for animators (Tb@mments from animators can be

seen in Section 6.4.3).

Most 2D deformation techniques researched @etrol point based. Although
skeletons are incorporated into some commercidtguges, the purpose is primarily
to assist posing a character, not to deform or at@ra character [Toon Boom 2008].
Igarashi et al. [2005] designed an “as-rigid-assfime” animation system which
allows the user to deform the shape of a 2D chardigt manipulating some control
points. In this system, the shape is constructed ts\angular mesh and the user can
alter the positions of some vertices by moving twntrol points. Through
minimizing the distortion of each triangle, the piosis of the remaining free
vertices are computed. This is a non-linear probéerd is typically expensive to
solve. To reduce the computation cost, the auth@sented a two step deformation
algorithm, which simplifies it into two linear lgasquares minimization problems.
As it only approximates the original problem, inceause implausible results in

some cases due to its linear feature. Weng et280G] presented a 2D shape
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deformation algorithm based on nonlinear least iguaptimization. It used a non-
guadratic energy function to represent this problesmch achieves more plausible
deformation results. However, the iterative solutis computationally more costly
than that by Igarashi et al. [2005]. For both mdt&)dhe user needed to define many
control points on the object if the deformatiorcasmplex or for complex characters,
which represents a disadvantage for cartoon pramucSchaefer et al. [2006]
proposed a 2D shape deformation algorithm baselihear moving least squares.
To minimize the amount of local scaling and she&agstricts the transformations of
similarity and rigid-body with moving least squareshich can be derived from the
closed-form formulation. It avoids the input imaggangulation and performs
globally smooth deformation. Later, they also egththis point-based deformation
method to line segments. However, as the authove lmitted, this method
deforms the entire image with no regard to the ltmppof the object. This weakness
limits its use in 2D character animation. Wang lef2008] presented another 2D
deformation technique based on the idea of rigigasg; matching. Instead of using
triangular meshes, they use uniform quadrangulahe®as the control meshes. On
the downside, because rotation transformationasrihin deformation mechanism, it
is difficult to preserve the area of the charactienng deformation. In addition, the

obtained deformation is quite rigid, not a perfigidior soft objects and characters.

All the methods above employ global optimizatiomeOdisadvantage of global
optimization is that the shape of all triangles dseeeecomputing even if a small
posture change happens. This is computationallgrsige and is not necessary in
many cases. In our algorithm, the shape deformaidivided into two components:
skeleton driven deformation and nonlinear deforamaif joint areas. The former
can be treated as a linear transformation andatter lis solved by nonlinear least
squares optimization, but only for local regionsisTlocal optimization scheme

reduces the computation costs and can still aclpiuesible deformation results.

2.4 2D Motion Capture and Retargeting

Most research on motion capture and motion reterggocuses on 3D animation
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[Gleicher 1998; Favreau et al. 2004; Sand et @3R0OMany effective algorithms
have been developed and benefited applicationadimdy computer games and film
special effects. In contrast, little has been don@D animation. Bregler et al. [2002]
presented a method to capture and retarget theigidnshape changes of a cartoon
character using a combination of affine transforamtind key-shape interpolation.
Their work is in principle similar to that of extting and mapping feature
parameters (e.g. motion and deformation) [Pighir08l9 It is effective in
representing the qualitative characteristics (netion in this case). But it is difficult
to be precise. Therefore, although it can be udefutartoon retargeting, it is not
easy for the animator to control the movement amtbrdhation accurately. In
contrast, a skeleton-driven approach gives the ammbetter control of the
deformation during animation. Hornung et al. [20@résents a method to animate
photos of 2D characters using 3D motion captura.datven a single image of a
character, they retarget the motion of a 3D skalétothe character's 2D shape in
image space. To generate realistic movement, tiseytle “as-rigid-as-possible”
deformation [Igarashi et al. 2005] and take proyecshape distortion into account.
In comparison, our method directly transfers the rAbtion data from an existing
image sequence. It does not need the user manspadlgifying correspondences

between 2D pose and 3D pose of character.

2D animation can be regarded as a consistent is@g@ence. Our approach, which
is influenced by several video based approaches d&th Tomasi 1994, Cai and
Aggarwal 1996, Chen et al. 2005, Aggarwal and 1&igg06, Michoud et al. 2007],
tracks the motion of the character’s joints. Shale{1994] present the famous KLT
tracking algorithm in computer vision. Its basiengrple is that a good feature is one
that can be tracked well, so tracking should nosdygarated from feature extraction.
If a feature is lost in a subsequent frame, the cae optionally ask the procedure to
find another one to keep the number of featurestamh So the algorithm divides
the tracking into two stages: good feature extomctind feature matching frame-to-
frame. Compared with KLT tracker, without good feat selection, our algorithm
directly tracks the interested feature region (®invhich is located interactively for

each frame. Cai and Aggarwal [1996] used Multieri&@aussian model to search
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the most likely matches of human subjects betwesmsecutive frames in multiple
fixed cameras. Bregler [1997] presented a visisgetlanotion capture technique to
recover articulated human body configurations withmarkers in complex video
sequences. They used an integration of exponemiggds and twist motions to
estimate the differential motion, which can tracknplex human motions with high
accuracy. Chen et al. [2005] presented a markertestson capture technique to
extract motion parameters of a human figure frosingle video stream. It used the
silhouette as image features and model-based methogtimize the searching in
pose space. With physical constraints and knowleddbe anatomy, a viable pose
sequence can be reconstructed for many live-actases. Aggarwal and Triggs
[2006] described a learning based method for rewoge3D human pose from
monocular image sequences. Using a mixture of ssgre method to return multiple
solutions for each detected silhouette of charad¢her resulting system can track
long sequences stably, and reconstruct 3D humae posn single images in

ambiguous cases.

Most of the approaches above are model-based, vitiels on the motion capture
of human body. However, since our system needsindealith a variety of

characters with different shape and topology, sashhumans, animals, plants,
monsters and other articulated objects with regtdpology structure, the model-
based tracking methods are ineffective and caneotised here directly. In our
techniques, to extract the motion of a charactemengeneral features: colour and

geometry information (position, velocity) of thents are selected.

2.5 “The Cartoon Animation Filter”

How to add cartoon principles, such as anticipasiod follow-through to the motion
with related squash and stretch of geometry, tatliput animation automatically is
another important research topic in computer anonat Isaac Kerlow [2003]
introduced twelve principles of animation which wereated in the early 1930s by
animators in the Walt Disney Studios. They are tyaiabout five things:

representing reality (through drawing, modellingpdarendering), acting the
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performance, directing the performance, editing ejuence of actions, and
interpreting real world physics. These twelve ppies became the foundations of
hand-drawn cartoon character animation. Wang ¢2@06] presented the technique
of “Cartoon Animation Filter”, a simple filter thaputs motion signal, and outputs
the result more “animated” (vivid). In this filtenearly all parameters are set up
automatically. The user only needs to input theriihg strength and the output can
be hand drawn motion, video objects and Mocap date advantage of this
animation filter lies in its simplicity and gendtg] which set a good example for our
research. For completeness, in this thesis, thetibmof this filter is implemented in
the prototype system.

2.6 Summary

In this chapter, the traditional cartoon productimmocess was firstly introduced.

Then the typical techniques for 2D shape deformadiod motion capture, especially
those for cartoon animation purposes, were predeAtgreater attention was paid to
the control point based 2D shape deformation methetl video based tracking

approaches for motion capture. In the end, priesifibr cartoon exaggerated effects

and a “Cartoon Animation Filter” technique haverpbeeviewed.

In the following chapters, the key original contrilons work will be discussed. In
Chapter 3, the sketch-based skeleton-driven 2D atiom technique will be
described. It includes a new algorithm for 2D shdp®rmation. In Chapter 4, the
skeleton-based 2D motion capture and retargeticignique will be introduced. The
core content is a computer vision based joint iragknethod. Chapter 5 is the
implementation of modified “Cartoon Animation Fifteand its application in our

developed animation system.

19



Chapter 3. Sketch-based Skeleton-driven 2D Anonati

CHAPTER 3

SKETCH-BASED SKELETON-DRIVEN 2D

ANIMATION

In traditional cartoon production, animators needdtaw the whole picture of the
character manually for each key-frame, which is thest laborious and time-
consuming work in animation making procest this chapter, the sketch-based
skeleton-driven 2D animation technique is discus¥®¢ith this technique, animators
or ordinary users can produce fast cartoon animdijoonly sketching the skeleton

of a 2D character.

3.1 Overview
Our technigue consists of five steps. Given an tigharacter image, known as the

original template model, the algorithm proceedf#sws:

1. The silhouette of the original template model igedeed with the marching
squares algorithm [Lorensen and Cline 1987].
2. The curve skeleton (medial axis) of the model entdied using the Hilditch's

thinning algorithm [Cornea, et al. 2006].
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3. The animation skeleton guided by the extractedegkeleton is generated. This
process is called the skeletonization.

4. The mesh vertices are decomposed into regions,aaghich is associated with
a segment of the animation skeleton using a Euatideetric. This process is
called decomposition or skinning.

5. After the animation skeleton has been construcheela and shape preserving
deformation is achieved by using a combinationha variable length needle
model and a non-linear optimization based on rataéind scale invariant (RSI)
Laplacian coordinates, mean value coordinates dgé &ngths. The character
model can be animated/ deformed by sketching amation skeleton for each

key-frame using our prototype system.

In the following, the technical detail is discussewl a popular cartoon figure: mm

(Figure 3.1 (a)) is used to illustrate the result.

3.2 Silhouette Detection and Triangulation

As the input to our prototype cartoon generatiosteay, the user first imports a 2D
character serving as thariginal template modelwhich can be represented by
BMP/JPEG or vector graphics format. The requiremerhat the boundary of the
object should be represented by a closed polygon. BMP/JPEG images, the
background is currently removed manually. Its sikfbe is detected with the
marching squares algorithm detailed below, formenglosed polygon (Figure 3.1
(b)). Then the discrete uniform sampling is condddnside the silhouette (Figure

3.1 (c)) to make the distance between neighbourcesralmost equal.
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) (b (©)

Figure 3.1 Experimental result of silhouette detecfor a cartoon character. (a) Original

image, (b) Vector graphic for silhouette, (c) Veds after discrete uniform sampling

The marching squares algorithm for silhouette trgds similar to the marching
cubes algorithm [Lorensen and Cline 1987]. It cendescribed as follows. In the
binary segmented image, assuming that the objewists of a set of black pixels
and the background is white, the algorithm examifoes adjacent pixels each time
in a 2 x 2 grid. The search is anticlockwise. FHoy given position in the image, the
2 x 2 grid is in one of 16 possible cases showrignire 3.2. For example, if the grid
is in the object, all pixels are black. If it istime background, they would all be white.
For positions on the edge of the object, the 2 grid belongs to other 14 cases
which can be used to determine which position m ithage is examined next as
indicated by the arrow. The process is repeateid thettest grid reaches its starting

position. Then the silhouette is traced and the keominates.
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Figure 3.2 16 possible cases and direction of theimg 2 X 2 grid on the next iteration

Distributing discrete points allows the polygon fee triangulated. Many
triangulation algorithms exist. Igarashi et al. J8D used a particle based algorithm
which performed better manipulation results by gsiear-equilateral triangles with
similar sizes across the region. In our systemjnglse but effective method is
designed to achieve the same result. Starting witdé standard Delaunay
Triangulation [Shewchuk 2008) connect all the vertices (including interior egs
and boundary vertices) (Figure 3.3 (a)), all theéemal triangles outside the
boundary are classify and deleted to generateithétfiangle meshes. This process
achieves the same experimental result of the Cainstt Delaunay Triangulation,
which is shown in Figure 3.3 (b). The sampling dgnis adjustable at the user’s
will to form sparser or denser meshes dependinthemequirements. To make sure
a character shape is properly triangulated, theksen model should be expanded or
the limb occlusion is solved beforehand using imagapletion techniques [Drori et
al. 2003, Sun et al. 2004].
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Figure 3.3 Process of our designed Constrained ubala Triangulation. (a) Standard

Delaunay Triangulation, (b) Final result after dielg the external triangles

3.3 Skeletonization and Decomposition

After the silhouette detection and triangulatioo, guide the animation skeleton
production, the curve skeleton (medial axis) of thedel is first identified using a
2D thinning algorithm. This process is callskeletonizationln our system, the

curve skeletois generated by the Hilditch's thinning algoritf@ornea, et al. 2006].

Hilditch’s thinning is an algorithm that can be dsBr a binary image. It can
produce clean curve skeleton without unexpectedilaseor branches. It can be
described as the following operations, which areedaon the configurations of the

neighbourhood for each pixel.

Fora3 3 pixel region which is shown in Figure 3.4,Af=1(the centre pixel is

black) and it is 8-neighbourhood of piXél, the following four conditions are

defined:

1. 2EB(R)£6
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2. A(R)=1
3. BXR R 9o A(R) =1
4. BxP R ®or A(R) =1

Where A(P) is the number of 0,1 patterns in the sequence
P,.R, PR, R, P R R, P, B(P) is the number of non-zero neighbours of
P . If all the four conditions above are satisfiede tpixel P, will be removed

(change black to whit&, = 0). This iteration is repeated until no more pixeds

be removed in the binary image.

P3 P2 I:)O
Rl R R
PP |P

Figure 3.4 33 pixel region in a binary image

To produce aranimation skeletgnthe user locates the joints either on the curve
skeleton or the mesh vertices. An example of theecakeleton is shown in Figure
3.5 (a). Some end points of the curve skeletondres (red points in Figure 3.5 (a))
can be used as skeletal joints directly. After stalization, every vertex is attached
to its nearest skeleton segment. This is calledddm®mpositioror skinning which
classifies the vertices into differeparts Our algorithm is similar to the KNN (K-
Nearest-Neighbour) classification [Dasarathy 19€kje important difference is that
in our method when computing the minimum distanesvien vertices and skeleton

segments, it should not be intersected with siltteu&his can be expressed as:

I(v;) = min{ distancé v segmen},( T[1, ]k (3.1)

non-intersected
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where distanceg v, segmerjidenotes the Euclidean distance between veviend
e

non-intersect

the skeleton segmengegment, and it should not be intersected with silhouefte

object;k represents the total number of skeleton segmé{u9.gives the minimum
among all the Euclidean distances between verdgxand the skeleton
segmentssegment jiT [LK]. Supposd (V) is the distance between vert¥xand

skeleton segmergegment, vertex V; will be attached tcsegment and its new

coordinates will be determined by the position lbistskeleton segment during
animation. The decomposition result for the exangalgoon character is shown in
Figure 3.5 (b). In this figure, there are 16 skmlesegments, which have been
colour-coded to represent the associatedex regionsAs our method is based on
the shortest distance classification, the decontipasalgorithm may occasionally

classify some vertices in a wrong region. The as@rrefine the final decomposition

result through interactive adjustment (Section.6.3)

(b)
Figure 3.5 Result of skeletonization and decomjmrsi{a) Curve skeleton, (b) Skeleton and

decomposition

Based on the classification of all the verticemngles can now be classified into
two types,interior trianglesandjoint triangles If the three vertices of a triangle are
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of the same colour, i.e. they are all associated ame skeleton segment, the triangle
Is an interior triangle. Otherwise the triangle asjoint triangle. Both types of
triangles are shown in Figure 3.6. Meanwhile, tlegtiges can also be sorted into
three categoriesilhouette vertices, interior verticesdjoint verticesillustrated in
Figure 3.6. Silhouette vertices form the contouth& object. Except for silhouette
vertices, if all the neighbouring triangles of ate& are interior triangles, this vertex

is aninterior vertex otherwise it is goint vertex
interior verte»

silhouette vertex

<[FAAX/
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Figure 3.6 lllustration of our definition for diffent types of vertices and triangles

interior triangle

joint triangle joint vertex

3.4 2D Shape Deformation

Shape deformation is crucial to the quality of aatilon and it is an essential step in
our technique. The main objective of our algoritdesign is both to minimize the
boundary change, interior shape distortion and caatpnal overheads. A 2D
character is deformed in two stages: skeleton drideformation for each vertex
region (Stage 1) and nonlinear deformation forjtiat areas (Stage 2). For Stage 1,
since the computation involves simple transfornmejoit incurs only a small
overhead. Stage 2 minimizes implausible deformatiéithough the computation is

more complex, it involves only a small portion bétvertices.

3.4.1 The Variable-Length Needles Model

The variable-length needles model represents tbmgey of the deformable object
using a collection of variable-length needles. Eadgedle links a vertex to its

attached skeleton segment. Each needle originades the skeleton and extends
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outward in a fixed angle. The vertex is at the pooht of a needle. The length of a

needlel (v,) is the Euclidean distance between the vertex aedctirresponding

skeleton segment. The computation formula is giwe(8.1). Figure 3.7 illustrates

an example of the variable-length needles model.

I L. !
r Su w—i_m -=mn =

A
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Figure 3.7 Variable-length needles model for acmartcharacter

3.4.2 Stage One: Skeleton Driven Deformation

In skeleton driven deformation, the geometry ofvaitices is determined only by

the position of the corresponding skeleton segm@etause the points are close to
the skeletal segment, it is reasonable to regadchéedles to be subject to the affine
transformations of the skeleton segment during ahon. Rotation and scaling are
legitimate transformations here. During transfoioratthe length and direction of

the needles relative to the skeleton segment achamged if the length of the

skeleton segment is constant, leading to fast ctettipn of the new coordinates of

the mesh vertices.
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Cartoon characters often exhibit significant squagland stretching deformations.
An advantage of using our needle model is thatatlea enclosed by the boundary
can be maintained mostly by ensuring the changheflength of a needle to be
reciprocal of the change of the linked skeletalnsexgt length. Because the needles
cover the character’s surface, this simple methemtly preserve the global area of
the character. Figure 3.8 demonstrate the effetitisfglobal area preservation. One
skeletal segment is used to deform the bottle. @aweloped animation system
supply two deformation options for users: One ithvdrea preservation (middle).

Another is without area preservation (right).

Figure 3.8 Deformation with (middle) and withoutgfit) global area preservation. The

original object and variable-length needle modelsitown on the left

Figure 3.9 illustrates this deformation process.cAs be seen in Figure 3.9 (e), the
deformation is quite realistic. However, the tegtand contour curve in some joint
areas is not sufficiently smooth, and some joiaintgles even overlap. This suggests
that to minimize shape distortion, the joint areasd to be concentrated and ensured
the deformation conforms to the original model. ¢dsome important geometric
properties of the 2D model shape, such as the &agle features of the contour, the
interior shape smoothness and local area need tprdmerved. This process is

described in the next section.
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Figure 3.9 Deformation process. (a) Original chimad¢b) Sketched skeleton, (c) Deformed
character displayed as a variable-length needleem@tie blue lines represent the skeleton
of the original template model before deformatigd) Mesh and skeleton after the

deformation of Stage one, (e) Character after #ferchation of Stage one, (f) Character
after the deformation of Stage two

3.4.3 Stage Two: Nonlinear Deformation in Joint Areas

As mentioned in Related Work, there are quite fppraaches on shape deformation,
such as FFD (Free Form Deformation), physicallyebasmethod. Here, as it is
without parameter setting and fast in convergetioe,gradient domain techniques

are applied to solve deformation as an energy niaaition problem.

The energy function usually contains a term foosifon constraint and a term for a
detail-preserving constraint. The detail-preservoanstraint is usually nonlinear
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because it involves both the differentials for locdetails and the local
transformations which are position dependent. Thgeemetric constraints are
employed to prevent shape distortion. They aratiart and scale invariant (RSI)
Laplacian coordinates [Sorkine 2004]; mean valuerdinates [Floater 2003] and
edge length of the triangular mesh. The first c@mst preserves the local shape
feature of the contour curve; the second constmaigerves the interior smoothness;
the third are used to achieve local area preservdgtiVeng et al. 2006]. Our

algorithm can be viewed as a combination of thireeal and nonlinear optimizations.

Let (V ,E) be the 2D graph of a character's mesh model, eMeandE are the
sets of vertices and edges respectivdlycan be divided into three subsets:

silhouette verticesV, joint vertices:V,, and joint vertices.\/q Assumes that the

quantity of vertices i1, V, containsk silhouette verticesy, containsMm joint

vertices, anlsl’q containsn- m K interior vertices. In Stage two, the coordinates o

all the interior vertices are fixed. As discusseadier, the RSI Laplacian coordinates
are used to minimize the silhouette distortion he joint areas. The mean value
coordinates are used to minimize the shape distodi the joint areas. And the edge

length of triangular mesh is used to minimize theal area change.

a. RSI Laplacian Coordinates

The curve Laplacian coordinate of vertéxis computed using the equation (3.2)
below, which formulates the difference with the rage of its neighbouring vertices.
d=Lp(v) =V - (Y.o+ ¥)/2 (3.2)
Lp is called the Laplace operator of the curvg, and Vv, are the vertices
adjacent tov, on the curve. As the ordinary Laplacian coordinaesot account for

rotation and scaling of the curve, here rotatiod acale invariant (RSI) Laplacian
coordinates [Sorkine 2004] is used to handle tHerdwtion of silhouette. Given
that the joint areas where visible distortions ocme mainly interested, so only the

silhouette vertices in the joint areas, denotedvbyare need to constrain. To

31



Chapter 3. Sketch-based Skeleton-driven 2D Anonati

preserve the local features of the curve concerfadidwing objective function is

minimized:

ITM)- T IF (3.3)

vl Vi
wherer(vl)stands for the RSI Laplacian coordinates Wfbefore deformation and
T(v) stands for the RSI Laplacian coordinates 4f after deformationV, is the

vertexi before deformation anlxii is the vertex after deformation.

b. Mean Value Coordinates
Mean value coordinates can be regarded as a geatical of barycentric
coordinates to k-sided polygons [Floater 2003]. &se they are based on the Mean

Value Theorem for harmonic functions, mean valuerdmates can be used to
reinforce the relative position of each vert¥xn Vp with its neighbouring vertices

V;in the nonlinear deformation area. Formula (3.4used to compute the mean

value coordinates of a vertex in the polygon bynigsghbouring vertices [Floater
2003].

_tan@, /2)+ tang ., /2
V- v |

[ (3.4)
whered  is the angle between vecto¥sV, and V,,,V . Each weight™; is then

normalized by the sum of all weights equal to 1foron the mean value coordinates
of V. with its neighbouring vertices. According to theoperty of mean value

coordinates, for all joint verticés | Vp , there is:

Vi - w;y=0 (3.5)

vivil E

To preserve the mean value coordinates in the jameq, following objective

function is minimized:
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“V| T WJ\{ |F (3.6)
where VVj is the edge betweev) andv; .

c. Edge Lengths
The following energy function is used to penaline edge length variance for the

joint triangles:

V.- v+ Iv- v If (3.7)

YTV vy E
where|V, - \/ | is the edge length of;V; before deformation, anfv, - Vi lis the

edge length oMV, after deformation.

Combining (3.3), (3.6) and (3.7), our overall olijee function can be rewritten in

the following matrix form:

V\é.”TVsQ?- TVS¢||2+W2 ”M F\)/ p ﬁ +V\é HIV EHV p Tl (38)

VS¢ represents the coordinates lofvertices inVS. . Tis ak® k'RSI Laplacian
coordinates matrbM , isam” m mean value coordinates matrix which can be pre-
computed before deformatiok, is the edges set of all joint vertices. Suppostag i

size is r,His ar” m edge matrix which is used to compute the edge vecid

joint triangles. The sum of weightwy, w,and W, are normalized to 1 and in the
experiments, equal weighting is used for each tetosvever, it is useful that the
user is given the freedom to adjust the weightmgmphasize certain geometric

property.

Here to solve this nonlinear optimization problefficeently, an iterative Gauss-
Newton method mentioned in [Press et al. 2007]digpted. Since only the joint

areas with a small number of mesh vertices aregssmm, using this approach does
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not significantly impact on the overall performancais algorithm can be described

with following formula:

min ||AV“*-bV “ [f (3.9)

Vk+l
In 3.9,A =(TM pI-I )T, b=(TV,OHV p)T .V¥is the point position solved in
the k -th iteration andv*** is the point positions to be computecai-th iteration.

SincebV" is already known at the current iteration, (3.8h de solved through a

linear least squares system:
VKt =(ATA) A bV ¢ (3.10)

WhereA is dependent only on the geometry before defoonatiWith a feedback

substitution in each iteration, this optimizatiaipem can be solved automatically.

The result is shown in Figure 3.9 (f) where both silhouette and the texture inside
the object are smoothly deformed compared withrésellt of Stage one. For this
particular example, the computation converges \Bhiterations. The number of
iterations varies with many factors including theyse of the model, the number of
vertices and the magnitude of the deformation. Um experiment, the average

number of iterations across all the examples iarad@5.

3.5 Depth Adjustment and Fine Tuning

Collision detection is a practical problem for theformation of cartoon characters.
When different parts of a character overlap, if ttlepths are not assigned
appropriately, the overlapping parts may interpextet(Figure 3.10a). Moreover,
assigning static depth values for vertices [Igarastal. 2005] does not work in all

possible situations. In our system, the dynamidldegjustment is allowed through
interaction. Upon the generation of a new deforrmediel, user monitors the mesh
for self-intersection and set an appropriate depter to the overlapping parts.
When the user clicks any vertex in an overlappi@agt,pall the vertices in this

decomposed region will have the same depth valubeaslicked one. Figures 3.10

(b) and (c) give an example of two different depdijustment results.
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(@) (b)
Figure 3.10 Depth adjustment. (a) Deformed resedote depth adjustment, (b) Deformed

result after depth adjustment, (c) Depth adjustmestlt with a different depth order

Our system also allows the user to fine tune tlsallgeometric details of the model
in two ways: sketch curves and point dragging. $ketch curves are used to fine
tune the silhouette of an object. Similar to thareset neighbour method, the start
and end points of the silhouette segment alongothject contour (the shortest
Euclidean distances from the start and end poegpeactively to the sketch curve)
are searched. For each vertex on the silhouetteesggof the variable-length needle
model, the angle between the needle and the skedegment, and change the length
of the needle to move its end point to the new tmosion the sketch curve. This

process is illustrated in Figure 3.11. In Figurﬁel&% and % are the start and end
vertices of silhouette segmef§} (blue line). Q) and 91 are the start and end points
of sketch curve®G, (red line). Sis one vertex in the silhouette segm&$ and
$is its new position in the sketch curve after itd'fsformed.cj and CJ+1 are two
nearest neighbour points @on the sketch curve. The coordinatessﬂf:an be

interpolated by the position &ﬁ and CJ+1.
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Figure 3.11 Sketch map of the fine tune process sketch curve.

An example is given in Figure 3.12 (a) where thefif@ of the right arm is altered

with a sketch curve. Point dragging is more strayivard. The user can pick and
drag any points to reshape the character. It ig useful to edit or generate detailed
shape changes after the main skeleton-driven detaymis complete, such as facial
expressions. Figure 3.12 (b) shows two examples. [&ft one changes the face

expression and the right one creates a hedgehogtika.

@)
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(b)

Figure 3.12 Fine tuning local geometric detail. $&tch curve fine tuning, (b) Deformation

through point dragging

3.6 In-betweens

In-between frames are generated by interpolatiegiéformation produced from the
two stages discussed above, skeleton-driven defanméStage 1) and non-linear
deformation in the joint areas (Stage 2). Manyrpéation techniques can be used.
In this Section, the generation of in-betweens lmed key-frames is explained.
Suppose the animation tinheés from 0 to 1fstar, fskeleton-driven@nNdfeng represent the
shape of the initial frame before deformation, $hape generated with the skeleton-
driven deformation only and the shape of the eramné&, respectively. The
computation of each in-between franig) consists of two elements. The first
describes the skeleton-driven deformation whichsidved by spherical linear
interpolation (slerp). The second element repraséihné non-linear deformation
which can be computed by the linear interpolatibrthe geometry displacement

betweenskeleton-ariveraNdfeng . The algorithm expression can be described 44)3.

f(t) :Slerp[fstart, (]: t)- fskeleton driv;n tﬂ (f end f skeleton dri,vgnt (3-11)

t1[0,1]

Figure 3.13 gives three in-between frames produgddour system.
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t=0 t =0.25 t=05 t =0.75 t=1

Figure 3.13 Generation of in-between frames

3.7 Experiments and Comparison

Firstly, two experiments are made to compare ogorghm with two previous
methods: [lgarashi et al. 2005] and [Weng et aD&0which are relevant to 2D
animation and represent important references foresearch. The first experiment
is to deform a long thin elastic object appearetha work of both [Igarashi et al.
2005] and [Weng et al. 2006]. The skeleton consi$tsvo segments (Figure 3.14
(b)) and the result is given in Figure 3.14 (f)guie 3.14 (d) and (e) are the results
from [lgarashi et al. 2005] and [Weng et al. 20@8jpectively. Figure 3.14 (c) is the

target to achieve. The result achieved by our #lgoris the closet to the target.

(@) ) (b (€)

(d) ) (e (f)

Figure 3.14 Comparing our algorithm with the appfress in [lgarashi et al. 2005] and
[Weng et al. 2006]. (a) Original object, (b) Decamjion result, (c) Target result, (d)
Deformation result by [Igarashi et al. 2005], (ef@mation result by [Weng et al. 2006], (f)
Deformation result with our algorithm
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The second experiment is to comparatively studycthraputational complexity of
our algorithm. In this experiment, a 2D flower mbaedeformed by our algorithm
into four similar postures to those in [Weng et28l06]. The deformation results are
shown in Figure 3.15. From left to right, the fifigjure is the original model before
deformation and the other three figures are therdefd one. Our deformation
algorithm is tested on a 3.2GHz Pentium 4 workstatvith 1GB memory. Table 3.1
gives the comparison results. Since our deformasilgorithm does not perform
nonlinear shape deformation for all triangles, mathod takes about a quarter of the
time in iteration. This is especially significanthen performing larger and more

complex animations.

(@)

(b)

Figure 3.15 Flower model deformed by our algorittamd [Weng et al. 2006]. (a)
Deformation results with [Weng et al. 2006], (b)f@enation results with our algorithm

(from left to right, original template, decompositiresult and deformed figures)
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Table 3.1 Comparison of data statistics anéhim

Cartoon model: Flower Method in [Weng et al. 2006] Our deformation algorithm

Boundary vertices 114 123
Interior vertices 256 27 (Joint vertices)
Precomputing time 22ms 9ms
Iteration time 0.589ms 0.143ms

Our third experiment is to investigate the relatlmtween the deformation visual
performance and the quantity of vertexes. The ¥alg figures illustrate the results
of deforming a cartoon character to a same pode difterent sampling density. In
Figures 3.16 (b), (c) and (d), the object contdi88, 244, 498 vertexes respectively.
From the experimental results, the deformationgeglly in the area of left arm,
becomes smoother when the vertex number incre8sgsthe shape distortion in
joint area becomes more obvious as the nonlindarmation concentrates in joints
area. The shape distortion is comparatively enthrgdnen the size of triangle
become smaller. And the computation complexity eases too. So to achieve a
balance in appearance and computation efficienapedium vertexes number is
generally used in discrete sampling. Currently,uh#orm sampling method is used
in triangulation. One way to improve the problenowd is to use the non-uniform
sampling to generate more vertices in characteifst§ area. It can perform better

deformation result in stage two.
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(@) (b) (©) (d)

Figure 3.16 Deformed results with different samplidensity of cartoon character. (a)
original model, (b) deformed figure with 186 vemsx (c) deformed figure with 244

vertexes, (d) deformed figure with 498 vertexes

3.8 Summary

A sketch-based skeleton-driven 2D animation teamig described in this chapter,
which is concerned with the fast production of Ziamacter animation by sketching
the skeletons only. This technique consists of Bweps: silhouette detection and
triangulation, skeletonization and decompositiol 8hape deformation, Depth

adjustment and fine tuning, and In-betweening.

Given an original image of a character and thecélegt skeleton sequence, our
prototype system will generate a deformed charastéth different poses
automatically. In comparison with the conventiopahctice where all key-frames
are hand-produced, our method requires much lessinisut without depriving the
animator of controlling the artistic quality. It msuch faster and less labour-intensive
to create a sequence of 2D animation. The prelimminaer tests with our prototype

system support this assertion (seen Section 6.4).

Our theoretical contribution in this respect in@ada variable-length needle model,
which can nearly preserve the area of a charaaiengl animation. This is an

essential property for exaggerative effect in 2Dvetion; and the skeleton driven +
nonlinear least squares optimization algorithm. Kégidea is to deform linearly the

areas clearly associated with each skeletal segarehto deform non-linearly the
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areas around a skeletal joint by preserving thalloontour features, the interior
smoothness and local area. Experiments demonshti@teur method is much faster

than the previous methods and also performs pleusidnlinear shape deformations

successfully.
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CHAPTER 4

MOTION CAPTURE FOR 2D CHARACTER

ANIMATION

Motion capture and retargeting is an importantaedefield in computer animation.
However, most research on motion capture and mogtargeting focuses on 3D
animation. Although large amounts of video, carteowl other traditional types of
moving images exist, few effective approaches aaglable to make use of these
abundant resources due to the special charaaterestid principles of 2D animation
[Williams 2001, Isaac 2003]. The objective of thikapter is to fill this obvious gap.
Since our cartoon production technique is skel&ased, the idea of motion capture
from 3D animation can be naturally borrowed to oaptthe ‘motion’ of a 2D
moving images sequence, and retargeted the captwtdn to a different character.
On the basis of the sketch-based skeleton-driverdBation discussed in Chapter
3, a 2D motion capture and retargeting technigyaraposed. With this technique,
animators can establish a 2D motion database byaatixtg the motion
characteristics from existing images sequence dnaty video, cartoon and other
types of moving images, allowing this enormous tagsbe archived and reused.

4.1 Overview

Given an initial frame of an image sequence coirigian animated character, users
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are able to capture the motion by tracking theetkel joints of each frame. The user
identifies the skeleton joints of the initial framBo avoid the problem caused by
temporary loss of texture information mainly dueoikexlusion of articulated body

parts, our tracking algorithm makes use of bothngetoic and visual features. The
displacements of these joints can then be eadiéygeted onto a model using the

skeletal deformation technique described in Se@idn

4.2 Preconditions

Once the first frame is identified from a movingage sequence, the curve skeleton
is automatically extracted in the same way as vessribed in Section 3.3. Based on
this curve skeleton, the animator marks the jomsthe image. To capture the
motion from the subsequent frames/images, the tegyis to track the positions of
the joints. Since users are concerned with 2D irs/agenes, it is reasonable to
assume that the texture change of the joints idl dseween any two consecutive
frames. Our design therefore is to track the jpwgitions using texture as the visual
cue. Our technique will capture the motion ofacaiginal characterand retarget it to
the target character To ensure it works effectively, the image segesnand the

target character should satisfy the following preitions:

1. The image sequence is consistent, i.e. the chaegeebn two consecutive
frames is relatively small.

2. The target character has the same topology andhidasipose to the original
character in the first frame of sequence.

3. There is no occlusion for all the feature jointghe first frame.

What needs pointing out is that our motion captueghod is not limited to cartoon

sequences only. It can motion capture a cartooneseg, a video sequence and a

rendered 3D animation sequence.

4.3 Initialization
For a given image sequence or video as the inpet,system first subtracts the
background for each frame using the Interactiveedi€utout system in [Wang et al.

2005]. Figure 4.1 (b) shows the result. The usen fbcates all the joints by marking
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small rectangles on the original character to iaiche joint positions, using the
automatically generated curve skeleton as a guidgife 4.1 (c)). The size of the
rectangle for each joint is variable and can betrolied by the user. Here the

Hilditch's thinning algorithm mentioned in Sectid:3 is still adopted to generate the
curve skeleton.

(@) (b)

(c) (d)

Figure 4.1 Initial setup for motion capture. (a)igbral video in the first frame, (b)
Background subtraction result, (c) Curve skeletenggation, (d)Original character in the
first frame and located joints (Copyright: Disney)
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Figure 4.1 (d) shows the joints locationasfginal characterto be tracked. The red
rectangles represent the located joint regions.n€cting all the joints leads to the
generation of an animation skeleton. To identife @keleton in the subsequent
frames, our idea is to track the joint positionghiase frames. To map the captured
motion to a target character, the target charasterequired to have a similar
topology and pose to those of the original charaéligure 4.2 shows an example of

target cartoon character. And the skeletonizatrmhdecomposition are also made.

(@) (b)
Figure 4.2 Target character. (a) A cartoon chargtieSkeleton and decomposition result
(Copyright: SEGA)

4.4 Tracking

Moving images of static objects can be relativehsye to track with colour
information alone. But it is not sufficient for extlated characters. This is because
parts of a character may overlap from time to t{eng. Figure 4.7 frame 6, 12, 18)
where colour information disappears. In order tbayeund this issue, two types of
features: visual and geometry are used. The vimalre can be regarded as the
template matching. The geometric feature allowsjtin@ positions to be predicted

in a next frame by estimating the velocity of thijs.
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4.4.1 Visual Feature: Template Matching

For the visual feature, an n dimensional feature vector

C =]c

;
. y--.C I is used, wheré, , is the texture matrix

c

1t? 2t 1 "

., C

mt
of the mth rectangle region at frante The joint (the centre of the corresponding
rectangle) is tracked between consecutive framesehyching the closest match of
the joint region in the previous framd. Therefore (4.1) can be used to describe the

searching.

minF (C.,.,C..1) (4.1)

s.t. F(c,..C,.,) = RedDiff(c.)+ GreenDifc_)+ BlueDif{c,)

u

RedDiff(c,)=  (pixel][ I rec- c, [1[ Ij re}?
GreenDiff(c,) = o ( pixe[ I[ J. green ¢ [ 1 gregrd

i=0 =0

u

BlueDiff(c.)=  (pixel[i[ ] blue- ¢ [T J blug?

i=0 j=0

where PIXEL[I[ ] represents each pixel in the moving rectangle amért.
F(Cmt,Cmt_l) represents the colour difference of moving rederfg, between

framet and frame-1. The length and height of moving rectan§lg are fixed for

each frame. This process is similar to the temphadtching in image processing.
Figure 4.3 gives an example of tracking the lefekmf character to illustrate this
colour feature matching process. The moving featsirthe blue rectangle in the

images.
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mt

frame frame+1

Figure 4.3 Colour feature matching of joint regﬁm from framet to framet+1

During colour feature matching, the start pointthe predicted position of the
moving rectangle centre in the current frame (Sde&2)l Then the 8 neighbourhood
pixels of centre point will be searched in anti@atse. The searching route is

illustrated in Figure 4.4.

Figure 4.4 Searching route in colour featuegaming
One problem needs solving in colour feature matghithe rotation of moving

rectangle, especially for the joints of charactembk. Figure 4.5 illustrates the

rotation of moving rectangles for a limb joints.
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framet framer1

Figure 4.5 Rotation of moving rectangles fomalijoints

In Figure 4.5,0, A B are the moving rectangles for a limb at fram@¢ A ¢B are
the corresponding moving rectangles at frame & and/ are the rotation angle

of Aland B(. Then (4.2) is used to compug and 7 .

Dx =(X.. (A9 - %, (OB- (X(A W D).Dy =(%a(A9 - ¥.(ON- (Y( A& Q)

a = 2arctg(Dy/ Dx) 4.2)
Dx¢=(X.,(BF- X,( A% (X( B X A,Dye=(y.(BF- Y. (AF (¥Y(B XA

b = 2arctg(Dy¢/ Dx¥

f=a-b

In (4.2), x.(P) and y,(P) are the centre coordinates of moving rectanBlés X and
Y orientation at frame. x,,(P)andy,,,(P)are the predicted centre coordinates of

moving rectangle® at framet+1. For sub-pixel problem in the image rotation, the

re-sampling method [Jain 1989] is used to solve it.

4.4.2 Geometric Feature: Position Prediction
Geometry is another useful feature for the tracklog to its consistency during the
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motion. Here the position of joint is used as thergetric feature. One effective way
to track the object with the position informatia; Kalman filter [Kalman 1960],
which is widely used in computer vision. Firstlypaef introduction of its working

principle is given.

a. The Kalman filter

The Kalman filter can be regarded as a recursitimmatr, which is based on linear
dynamical systems discretized in the time domaleyTare modelled on a Markov
chain built on linear operators perturbed by Garssioise [Grewal and Angus
2001]. This means that only the estimated state from theigus time step and the
current measurement are needed to compute theadéstifar the current state.
Kalman filter is purely used in the time domain.islfeature is different from many
other filters (for example, a low-pass filter), whiare formulated in the frequency

domain and then transformed back to the time dorf@nmplementation. In the

following, the notatioan|m represents the estimate ¥f at time n given

observations up to timm. The state of the filter is represented by twaoaldes:

Xy is the estimate of the state at tikngiven observations up to and including time
k

Pk|k is the error covariance matrix

The Kalman filter has two distinct phases: Prediotl Update. The predict phase
uses the state estimate from the previous timetstppduce an estimate of the state
at the current time step. In the update phase, une@&nt information at the current
time step is used to refine this prediction toverrat a new, more accurate state
estimate, again for the current time step. Figuéeiltlistrates a simple work flow of

the Kalman filter.
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Initial estimates .| Predict Update .| Outputx andP
forx, , andP, ;

A
A

Figure 4.6 Operation of the Kalmatefil

b. Simplified Prediction Model

The 2D moving image sequence can be treated aramilgal system. The position
of interested tracking point B=(x,y)", and can be describedRs P, +/. P,is

the ideal position of the interested poiRt.is the tracked position of this point by

the Kalman filter. # is Gaussian noise. Covariance matrixRis. The state
vectorS= (P, Pt P§, P¢=(x 8y)¥, x¢and ydare the velocity of tracking points in

X and Y direction.P¢& (x 8¢)", x¢and y¢are acceleration of tracking points.

Then the state function can be expressed as:

S =F§+0Qn (4.3)
L, 1t i1z? 11,2
where F=0 I, It : Q= .t . tis the frame sequence
0o 0 |, l,

number.l,is the 2 2 identity matrix.t is the time interval between consecutive

_ Xt
frames.Nt = N expresses the Gaussian noise of acceleration innK
yt

direction and with a mean value equal to 0. Sottheking point is in a uniformly

variable rectilinear motion in an interval.

Assuming that there ame joints (interested point) to be tracked in eacmiathe
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positions of the rectangle centres at frarfeem a geometric feature vector:
G, =101 900 Gmes-Gne I =06 Wo O oo Oy Yo deo 0§ ¥ U -

Because the interval between frames is small, thlewiing simplified prediction

model is used to compute the centres of the jeigionsG, (X, V)
— _ 2
Gt(xm’ym):Gt-l()ﬁn’ym)+vmt1[+Amt{ /2 (4.4)
Vm,t—l = [Gt-l(xm’ yrr) ) Gt— 2(Xm yn)]/[

Am,t-l = [Vt-l(xm’ ym) B Vt— 2(Xm yn)]/[

whereG,_; (X Ym) , Vi 1vA me 1 @re the tracked centre position, velocity and

acceleration of themth joint at framet-1. G,(X,,V,) is the predicted centre

position of them-h joint at framd.¢ is the time interval between adjacent frames.

4.4.3 Mixed Optimization

Considering both visual and geometric feature desdrabove, a joint (the centre of
the corresponding rectangle) is tracked betweeseamirtive frames by searching the
closest match in the previous frame. Using Baye# with a uniforma priori

distribution case [Jain 1989], the matching is eglant to finding the maximum of

P(F, | ), whereF denotes a feature vector of the character at frame

denotes the feature parameters corresponding ttrdbked result at framel.
Here the whole feature space is divided into tw-spaces: visual and geometric
spaces as follows:

P (Ft | ) = Pc (C t | c ) Pg (G t I g ) (45)
where P(C,| ) and P,(G,| ,) are PDFs (Probability Density Functions)
corresponding to the visual and geometric featuragspectively.

MaximizingP (F, | ) can be described as the following mixed optimorati

problem, which is to minimize the sum of Mahalasotiistances in the sub-spaces,

i.e.

52



Chapter 4. Motion Capture for 2D Character Animiati

min D, (4.6)

m=1

s. t. Dmt =W, Dc,mt+ W, Dg mi

Dc,mt = F(Cmt’ Cmt l)
Dg,mt = (th B th)2+ (ymt_ ymt)2

Where Dc,mt and Dg,mt are the Mahalanobiglistances of visual and geometric
features of then-th joint region.W, and W,, are the weights used to normalize the
corresponding distances. In our wokl,, is 1/(255)2 andW, is(1/r)?, wherer is

the radius of the search ran@e,mt represents the colour difference in RGB

space.Dg,mt represents the Euclidean distance between the mogstangle centre

and the predicted joint region centre.

Figure 4.7b illustrates the tracking result of euder in Figure 4.1. Four tracked
frames are selected in an 18 frame image sequéscean be seen from frames 6,
12, 18, the problem of self-occlusion is effectivedolved due to the position
prediction. However, this tracking method is notthsut limitations. Since the

frame-by-frame tracking is inherently subject tooeraccumulation, the accuracy is
limited to a small number of frames. One effectivey to solve this problem is to
divide a large image sequence into a number of satgrwhich consist of fewer
frames, and the user correct the tracking errorualn for the first frame in each

segment. Therefore, our system also allows the @oi® interactively adjust the

tracking result at any frame if appropriate.
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framel frame6 framel2 framel8

(@)

(b)

(c)
Figure 4.7 Tracking and retargeting. (a) Origimaage sequence, (b) Joint tracking result, (c)

Deformed target character

4.5 Retargeting

The target character should be of the same topaoglyin a similar pose to that of
the original character at the first frame. To rg&dra captured motion to the new
character, a skeleton is first generated as destiilo Chapter 3. There is a lot of
existing work in retargeting on 3D animation, suah [Gleicher 1998], which is

directly applicable to our case. In this thesissimple method is implemented to

demonstrate the retargeting process. For a 2D cteayaa skeleton can have both
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linear (length) and angular (orientation) displaeeits during motion, i.e. a skeleton
segment can stretch / squash and rotate. The Imesc of our simple motion
retargeting is to map the captured increments tf ngth and orientation angle of

a skeletal segment, which are computed by:

Dl =I_./l Da

mt Tmt!/ T men mt —Amt "4 me1 4.7)

where'm,t, a4 . represent the length and orientation angle of rthth skeleton

segment at frame For the target model, the Ienglnﬁ,t and orientation angla ¢,

of them-th skeleton segment at frarhean be trivially computed by:
Ir(nl:,tzlm(,]:t-lu m t ar%t:amq:t-l-l-m mt (4.8)

Figure 4.7c illustrates the retargeting resulttha target character in Figure 4.2.

4.6 Experiments

Our motion capture method is not limited to cart@@guences only. It can motion
capture video sequence and rendered 3D animatiagersequence as well. Figure
4.7 illustrate the example for a video sequence fbilowing two experiments are
used to test our motion capture method in cartoequence and rendered 3D

animation image sequence.

The first experiment is to track the joints of anjping cartoon man and retarget the
motion to a new character. The hat and the mantrasted as two objects, and
tracked separately. Figure 4.8 illustrates the ltedihere are 16 frames in this

sequence.
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Figure 4.8: Motion of a jumping cartoon man retéegdeto a new character. (Left: original

image sequence; Middle: joints tracking result;HRigetargeted new character)
The second experiment is to track the joints oDar@nning horse (rendered as a 2D

image sequence using Maya) and retarget it intcardoen gazelle. Figure 4.9

illustrates the result. There are 32 frames ingbguence.
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Figure 4.9: Joint tracking of a running horse meadered 3D animation image sequence and
retargeting to a cartoon gazelle. (Left: originalape sequence; Middle: joints tracking

result; Right: retargeted new character)

From the results, the problem of self-occlusioefiectively solved. However, this
experiment also shows a drawback of our techni§uee only a simple retargeting
method is implemented and it hardly consideredptablem of scaling and foot-
ground constraints, the running cartoon gazelles ame look natural in some frames
compared with the original running horse sequenteeveals the direction to

improve further in the future.

4.7 Summary

A skeleton-based 2D motion capture technique wasried in this chapter. Once a
skeleton is established in the first frame of a mgumage sequence, all the joint
positions from each subsequent image are trackedidering both visual and
geometric features of the object. This process banregarded as a mixed

optimization with a template matching and the posiprediction by Kalman filter.

Our 2D motion capture technique can be appliedattous types of moving images,
including 2D cartoon animation, videos and imageguseces of rendered 3D

animations. In the experiment, examples of alléhygpes of image sequences have

65



Chapter 4. Motion Capture for 2D Character Animiati

been demonstrated. Using the 2D shape deformatgoritam discussed in the
previous chapter, retargeting a capture motionrnewa 2D character is applied once
the skeleton of the target character is obtainedrrédtly our implementation
incorporates a simple retargeting of joint angled akeleton length changes to the

new character.
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CHAPTER 5

IMPLEMENTATION AND APPLICATION
OF “CARTOON ANIMATION FILTER”

Cartoon animation is the art of manipulating motimn emphasize the primary
actions of character. Experienced animators cadegthe viewers’ perceptions of
the motion and literally bring it to life through set of animation principles
[Williams 2001, Isaac 2003]. These original prineg such as anticipation and
follow-through to the motion with related squastd atretch, are still useful today
since they can help animators to create more lkadlievcharacters and motions. In
2005, Wang et al. [2005] presented a technique dad@artoon Animation Filter”.

It is a simple filter that takes an arbitrary matisignal as input and modulates it in
such a way that the output motion is more "alivBfie superiority of this technique
lies in its simplicity and generality, which proesia good reference for our work. In
this Chapter, our aim is to implement this “Cartdammation Filter” and applied it

to the cartoon output from our system. It can adadggerated effect to the final
result and make the animation more vivid. Accordiaghe category of animation
output, two different strategies are used in im@etation. First of all, the working

principle of “Cartoon Animation Filter” is brieflintroduced.

5.1 Working Principle

In [Wang et al. 2005], the filter is described hg following mathematical formula:
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X (1) = x(t) - o) (5.1)

where x(t) is the signal to be filtered, andit)is a smoothed version of the second
derivative ofx(t) . This approach is equivalent to convolving the iorossignal with
an inverted Laplacian of a Gaussian (LoG) filterdivg et al. 2005]:

X (1) =x(t) A (- LoG (5.2)
Figure 5.1 is the graph of this inverted LoG filtBecause of the negative lobes that
precede and follow the main positive lobe whiclnishe center of curve, the filter

can add the effect of anticipation and follow-thghuo the final signal output [Wang
et al. 2005].

Figure 5.1 The cartoon animation filter [Wang et28105]

In (5.1), the second derivative of the sigx@) is convolved with a Gaussian and

then subtracted from the original motion signal:

—_— . _ 2
Q) = x (GA Aé (/o3P0 (5.3)
In (5.3), Ais the strength of the filter amis the Gaussian standard deviation, the

width of the smoothing kernel. The time sh#¥tcan be used to create the stretch and

squash effects by applying the filter shifted foravar backward in time domain.

Figure 5.2 shows an example of applying the filtea translational motion. In this

example, a ball stands still, then moves with astamt speed to the right, then stops.
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By applying the cartoon animation filter to the lbaéntroid without time shifX |
the ball will move slightly to the left at the diag point to accumulate more
acceleration, and overshoot at the stop pointlease its inertia. So the anticipation
and follow-through are added to the motion.

(@) (b) (©)

Figure 5.2 Anticipation and follow-through effedtea filtering [Wang et al. 2005]. Up:
original 1D translational motion on a ball. Dowriltéred motion on the ball centroid with

follow-through and anticipation effects. (a) Stagtipoint, (b) Stop point, (c) Graph &ft)

5.2 Implementation and Application
In [Wang et al. 2005], they use (5.3) as the sed®ri/ative of the signai(t). The

time shiftDX is used to create stretch and squash effects Hyiaghe filter shifted
forward or backward in time domain. However, in @aystem, the designed 2D
shape deformation algorithm can naturally presemnes global area, which can
exhibit squashing and stretching effects direc®edtion 3.4.2). So a simplified
version of (5.3) as the cartoon animation filterdesigned. It can be expressed as
(5.4).

— ' _ 2
X0f) = x (GA Ag V) (5.4)
In (5.4), Ais the strength of the filter alis the Gaussian standard deviation. In

our system,s is a fixed parameter andis controlled by the user.

There are two kinds of animation output in our egst The first is the single frame
of deformed character generated by sketches (Ghapt&he second is the new 2D

animation frames captured and retargeted from @stiey image sequence (Chapter
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4). According to the category of animation outgutp different strategies are used

to implement this cartoon animation filter.

5.2.1 Filtering Single Frame of Cartoon Character
For the single frame of deformed character genétayesketches, an interactive way
is used to filter the output. Figure 5.3 illustsathis process.

(a) (b)

(©) (d) (e)

Figure 5.3 Filtering single frame of cartoon ché&ac(a) Original image, (b) Original
skeleton with acceleration and fixed vertex seit{iey The deformation of skeleto(d) The

comparison of original image (black one) and fégtimage (red one), (e) Filtered image

This example is a cartoon character at the stagigt to run towards right. The
cartoon animation filter effects to the skeletontrnode of the character (centroid).
The user draws an arrow-headed line (acceleratemtor) on this root vertex to
express the expected acceleration. The directiorector indicates the acceleration
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orientation. The length indicates the magnitudaatfeleration. Then the user locates
the fixed vertex according to the constraints. ijuFe 5.3(b), because of the ground-

constraint, the fixed vertex is on the right fokbte( yellow point).

Figure 5.3(c) illustrates the deformation of sketeduring filtering. Here, in this
approach, only the skeleton segments connectedfiwéti vertex is deformed. So in
this example, the deformed limb is the right lednich consists of three skeleton
segmentsOC , CD and DB, from root node to fixed vertex. These skeleton

segments are treated as a whole group and defdogether. These are:

OA+ OB= OB
OB=0C+ CD+ DE (5.5)
OBt=0OC¢ CD£ DB

OAis the acceleration. The transformation@iB (OC+ CD+ DB) can be split to

two stages. The first stage is to rot@8 to the orientation ddB{. The second

stage is to scal®B along the orientation @B(. After OB is transformed, the

coordinates of¢D are also determined. Finally, sinBeis the fixed point, the

deformed character should be translated to mBketurn to the position oB

(Figure 5.3(d)). All steps above are automatic pkdbde acceleration and fixed
vertex setting. During filtering, though the lengtii skeleton segments may be
changed, the global area is still preserved. FiguBée) gives the result after filtering.

It can be seen that the right leg is stretchedthedjlobal area is almost invariable.

Figure 5.4 gives another example of filtering agnframe cartoon character. It is a
cartoon man starting to jump. The expected acd@aras put on the root node of
skeleton. There are two fixed points in this chemadBoth left and right feet are the
constraints with the ground. From the filteringuksn Figure 5.4(c), it can be seen

that the legs are benter and squashed which camadate more energy.
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(a) (b) (©)
Figure 5.4 Filtering a jumping cartoon man. (a)gbval image, (b) Original skeleton with

acceleration and fixed vertex setting, (c) Filteiredge

5.2.2 Filtering Motion Capture Data

For the motion capture data from an input imagaisege, (5.1) and (5.4) are used
to filter the motion data for each joint of the cdeter. According to the descriptions
in Chapter 4, there are two types of transformatmna skeleton segment: rotation
and scaling. So two motion parameters: the lengthaientation angle of a skeletal
segment are processed separately as input sigmatg diltering. Following formula
is used to compute the second derivative of them:

1§ =00 1n)/t 18¢=0,&1,9/¢ (5.6)
arg,t =(a mt~ @ mtl)/[ a%:(am,g:'a mtq)/[

Where'm,t, a . represent the length and orientation angle of rhth skeleton

segment at frame ¢ is the time interval between adjacent frames. Galyeras
there is no time interval for the first frame, thigering is started from the second

frame.
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frame 2

frame 6

frame 10

frame 14

frame 18
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frame 22

frame 26

frame 30

Figure 5.5 Filtering motion capture data from imagequence. (Left: original image
sequence of running horse; Middle: retargeted nmrmartoon gazelle without filtering;

Right: retargeting result after filtering)

Figure 5.5 illustrates an example of applying tagaon animation filter to a motion
capture data. It is based on the second experime@hapter 4 (Section 4.6). To
show the difference of retargeting result befolteriing and after filtering, 8 frames
are chosen from the sequence with 32 frames. Thagth of the filter @) is 1.5.

Though the change of skeleton segment bend angdléeagth are relatively small,

the squash effect in frame 22 and 26 can stilldem sfter filtering.

5.3 Summary
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A technique named “Cartoon Animation Filter” is ilemented and applied in this
chapter. It is a simple filter that takes an adsitrmotion signal as input and make
the output motion more "alive”. Its working prinégais briefly introduced first. Then,
according to the practical requirement of our ariomasystem, a simplified version
of its mathematic expression is designed and appiigwo different types of input:
single frame of cartoon character and motion captiata from image sequence. The
experiments show that the filter can add anticgratand follow-through to the

cartoon output with related squash and stretclceffe
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CHAPTER 6

SYSTEM INTERFACE AND EVALUATION

From Chapter 3 to Chapter 5, the sketch-basedtsketiven 2D animation, motion
capture and the application of “Cartoon AnimationlteF’ are introduced
respectively To implement these techniques, a complete and-teasse 2D
animation system has been developed. In this chape structure and interface of
the system will be introduced, including the intéhze operations and auxiliary
functions. In the end, through practical animat@sting, the system will be also

evaluated and discussed.

6.1 System Structure
There are three modules in this prototype systewdWNe 1 is sketch-based skeleton
driven 2D animation. Module 2 is the motion captaral retargeting. Module 3 is

the cartoon animation filter. Figure 6.1 illustitts pipeline structure.
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Figure 6.1 Pipeline structure of system

In module 1, the user first imports a 2D charaetena template model, which can be
represented by a BMP/JPEG image or vector grapRmsBMP/JPEG images, the
backgrounds are removed manually and the silhoisetatomatically detected with
the marching squares algorithm. According to theomatically generated curve
skeleton (Section 3.2), after discrete samplingdmshe silhouette and triangulation
in Stage 1 (Section 3.2), the user places skglatds at mesh vertices to build a 2D
skeleton. Then the system will attach all the eedito corresponding skeleton
segments through decomposition (Section 3.3). &yé&e, the user draws the sketch
skeleton with different poses in the interface. Mliee system will generate a new
deformed figure automatically according to the sketl skeleton (Section 3.4).
When an overlap happens in the deformation, a dimdepth setting is needed in
Stage 4 (Section 3.5). In the end, the user selbrte sub key frames. The system
will generate the final key-frame animation througimixed interpolation (Section
3.6).
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For motion capture, according to the steps of stagad stage 2 in module 1, the
user first processes the skeletonization and deacsitign of the target character. For
a given image sequence or video, the user loclitdesegoint regions of the original
character in the first frame (Section 4.3). Thea thotion of the joints will be
tracked automatically in the following frames (Sewct4.4). Finally the motion is
retargeted and the predefined skeleton of targatacter is deformed to generate

cartoon animation (Section 4.5).

In module 3, the cartoon animation filter is apglie add exaggerated effects such
as anticipation and follow-through to the motiorthwielated squash and stretch. It
can process two types of input. One is the singlené of cartoon character from
module 1 (Section 5.2.1), the other is the motiaptare data from module 2
(Section 5.2.2).

6.2 Interface and Interaction
Figure 6.2 gives a screenshot of our prototypeesysnterface from module 1 to

module 3 respectively.

(@)
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(b)

()

Figure 6.2 Interface of the prototype system. (adie 1: sketch-based skeleton driven 2D
animation, (b) Module 2: motion capture for 2D @wer, (c) Module 3: cartoon animation

filter
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Four main interactions are manipulated through thisrface, as discussed in the

following:

a. Skeleton sketchingTo generate new poses for a character, the usérhss the

skeleton at the bottom right window as shown inukeég6.2(a). The black lines
denote the drawn skeleton segments and red lingsabe the direction and length of
the corresponding original skeleton segments oteéheplate model. The differences
of length and direction between the pairing blankl &ed lines indicate the amount

of rotation and scaling in the new pose.

b. Skeleton generation:The user can place joints guided by the generatedec
skeleton to construct the animation skeleton fertdmplate model.

c. Initial setup for motion capture: When tracking the motion of a character from
an image sequence, the user needs locating ghitite in the first frame according
to the extracted curve skeleton. Using the mouse uber specifies the size of

rectangle regions whose centres represent thelgmations (Figure 6.2(b)).

d. Acceleration and fixed vertex settingWhen processing single frame of cartoon
character with cartoon animation filter, the usestfdraws a red arrowheaded line
(vector) on the skeleton root to express the expkeatceleration (Figure 6.2(c)). The
direction of vector indicates the acceleration magion. The length indicates the
magnitude of acceleration. Then the user locatesfifed vertex according to the
constraints. The skeleton of 2D character is diggd at the bottom right window as
shown in Figure 6.2(c). The green lines illustrdtte skeleton segments which will

be deformed. The blue lines illustrate the fixedlston segments.

6.3 Auxiliary Functions
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To cope with practical problems in cartoon produttiour system also contains

some important auxiliary functions for better igtetion

a. Decomposition correction

In some cases, our automatic decomposition algoritiay map some vertexes to
wrong skeleton segments since it is based on tbeest distance classification. So
to fine tune the final decomposition result, intéhge manipulations from animators

are also needed. Figure 6.3 illustrates such aafad&compaosition correction.

______

(@) (b) (c)

Figure 6.3 Decomposition correction. (a) Origimabge, (b) Original decomposition result

before correction, (c) Decomposition result afemrection

In Figure 6.3(b), our decomposition algorithm ciiss the vertexes on the stick in
left hand into three classes. In fact, the stictotally rigid during deformation and
should be all mapped to the skeleton segment dethband. In correction, the user
draws a closed curve (the red dashed line) by mtusaclose the vertices which
need adjustment. Then the user selects a skeletpnest to which all the enclosed
vertices will be attached. Figure 6.3(c) shows tlesult after decomposition

correction.

b. Depth adjustment
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When self-intersection occurs during deformatiomfeation, the user needs to set
the depth values to avoid this problem. For exaple hand of a character can be
either at the front or back of the body, but it gllonot be of the same depth as the
body. During deformation, the system monitors thesimfor self-intersection and set
an appropriate depth order to the overlapping p#vtsen the user clicks any vertex
in an overlapping part, all the vertices in thisa®mposed region will have the same

depth value as the clicked one.

c. Fine tuning by sketches
In Module 1, the system also allows the user te fime the final deformed mesh by
sketch curve and point dragging to perform someiapeeformations as described

in Section 3.5.

d. Key-frame setting
During in-betweens generation, the user can settdted number of frames and

choose any of them as the key pose.

e. Joint tracking correction

In Module 2, the frame-by-frame tracking methodused to capture the motion of
character joints. However, since it is inherentljpject to error accumulation, the
accuracy is limited to a small number of framese@ffective way to solve this

problem is to divide a large image sequence imaraber of segments which consist
of fewer frames, and correct the tracking errortfa first frame in each segment.
Therefore, our system allows the user interactialjust the tracking result at any

frame if appropriate.

6.4 Evaluation and Discussion

A group of three animators is invited to test owotptype system. This test focus on
the Module 1 in our system: sketch-based 2D ananatvhich is most related to the
animator’s work. The aim is to evaluate the visgahlity and efficiency of our

system in cartoon animation production.
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6.4.1 Testing Procedures

The testing comprised four stepstroduction, system demonstration, performance
testing anduser feedbackFirst, animators are given a brief introductidmginutes)
about the research object and the main functioisi®animation production system.
Then, a demonstration (15 minutes) was providechow to use this sketching
interface to draw sketch skeletons and generatefrkeye animations. During the
demonstration, the animators were told how to maatp the skeleton location,
depth adjustment, sketch-based fine tuning andfiteaye setting. After this step, the
animators are invited to run the software for naentan 15 minutes to be familiar
with it. Then, the animators were requested to ggreshort animations for two
cartoon characters by sketches. All the originalozan images were acquired from
the Internet. Animators just need to sketch threg postures, and the system will
deform the character automatically. Then animatiorsh the depth setting and fine
tuning. The step of performance testing is usuaky more than 30 minutes.
Animators can ask questions anytime if they neetp.heFinally, after the
performance testing, animators were asked to gimeescomments, suggestions and

fill in a questionnaire (Appendix A) to answer someatine questions.

6.4.2 Testing Result

Figure 6.4 gives the sketch skeleton and the qooreding deformed object as the
key frames for six cartoon characters. All the ioiad) figures are the popular cartoon
character which can be downloaded from Interne¢ gdse and sketch are provided
by animators. For each figure, the first row is trginal template model and the
decomposition results with a skeleton. The nexhéssketch skeleton drawn by the
animators and the corresponding deformed charastkey frames.
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@)
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(b)
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(©)
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(d)
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(e)
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Figure 6.4 Six groups of cartoon characters anithéie our system, from top to bottom:
original template model, decomposition results wtkeleton, sketch skeleton and
corresponding deformed figures. @) Mm, (b) Spidarm
(www.gzmigi.com/cp.php?nowmenuid=87533), (c) Black cat sergeant
(www.cctv.com/kids/special/C15750/04/index.shtml)(d) Monkey king  (www.js.

xinhuanet.com/10/content_4256139.htm), (e) Sasuki http:(/bbs.qglwb.com.cn/
uploadfile/2005-3/200532518920291.jpg), (CopyrighSEGA) (f) Running horse
(http://www.cjwy.net/Photo/UploadPhotos/200605/20968115116155.jpg)

6.4.3 Feedback

In the user feedback, the animators were first dskegive their overall comments
on our sketch-based skeleton driven 2D animatia@hnigue, followed by some
routine questions (Appendix A) regarding the irded design and system
functionalities. In general, the consensus among #mimators was that the
sketching-based cartoon process is easy and fugy fdund our technique to be
much more efficient than the current practice addph many commercial cartoon
production houses, as sketching a skeleton is nfiaster than drawing a whole
frame, and that our design is consistent with tleimation practice. To create a
key-frame, often the animator would first sketcstiak figure (i.e. the skeleton) and
then overlay the body shape on top guided by tle& 8gure. This process is called
the deep structure Sketching the skeleton alone relieves them frdm time-
consuming part, i.e. to draw the whole charactetybdn terms of the interface
design, animators enjoy its clean and graphicautinConsidering the further
developments, one animator suggested that it ierotd add a time line in the
interface, and use a sketch pad (tablet) as art dgxuice so that the user can sketch

directly with a pen.

6.5 Summary

In this chapter, our developed animation systehescribed, including the pipeline
structure, the interface and the auxiliary functidihere are three modules in our
prototype system. They are: sketch-based skeletimerd 2D animation, motion

capture and retargeting, and the cartoon animdiiten. There are five interactive
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operations through the interface, which consistssétleton sketching, skeleton
generation, depth adjustment and fine tuning,ahgietup for motion capture, and
acceleration and fixed vertex setting. In the ehchugh practical system testing and
evaluation from animators, our system is found @ontore efficient. The possible

areas of further development in future are alsotedi out.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

Sketch-based animation is one of the most popwdaearch fields which have
attracted a great deal of attention from the coerpgtaphics research community.
Many papers have been published in this area ameé $echniques have even been
developed into commercial software. However, comgawith sketch-based 3D

animation, the area of 2D animation has not pradfiteich from these achievements.

2D animation is a long sought research topic botart and computer graphics. The
generation of key-frames and in-between framestla#etwo most important and
labour intensive steps in 2D animation productidithough some software tools,
e.g. Animo, Toon Boom [2008], have been helpfufj@merating in-between frames,
they often lack of ‘personality’ in comparison withose created by a human in-
betweener. Often, the software-generated in-betsvéve to be tweaked by the
animator to give back the ‘personality’ to the aatimn. So in practice, up until now,
most professional cartoon studios still produceehagiounts of animation (key-

frames and in-betweens) manually.

In this thesis, motivated by the skeleton-driven &mmation techniques, sketch-

based animation techniques, and recent progresgDindeformations,a novel
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technique is presented with the aim to improving degree of automation for the
production of 2D animation without sacrificing tgeality. Our technique consists of
three parts, Part 1. sketch-based 2D animationrggae (Chapter 3); Part 2: motion
capture and retargeting (Chapter 4) and Part 3o@maranimation filter (Chapter 5).

Part 1 can be used independently to create an #amsequence. If it is combined

with Part 2, one can easily reuse the ‘motion’ mfeaisting animation sequence and
apply it to a different character. Part 3 is use@dd exaggerated effect to the final

animation output.

The first part is concerned with the fast productaf 2D character animation by
sketching only the skeletons. Given an originalgmaf a character and a sketched
skeleton sequence, our prototype system generagdéornted characters with
different poses automatically. In comparison with tonventional practice where all
key-frames are hand-produced, our method requingshnhess user input without
depriving the animator of controlling of the ariistjuality. It is much faster and less
labour-intensive to create a sequence of 2D animaflhe preliminary user tests

with our prototype system support this assertieerisSection 6.4.3).

Our first theoretical contribution in this partasvariable-length needle model, which
can mostly preserves the global area of a charakteng animation. This is an
essential property for quality 2D animation. Anatleentribution is the skeleton
driven + nonlinear least squares optimization atgor. The key idea is to divide the
2D shape deformation into two components: skeledonen deformation and
nonlinear deformation in the joint areas. For thterest of computational efficiency,
the former is treated simply as a linear transfdioma where the latter is solved by
nonlinear least squares optimization. To ensurksteadeformation, properties such
as boundary feature, local area preservation aedion smoothness are maximized
during animation. Compared with other approachas,atgorithm is more efficient

and able to produce plausible deformation results.

The second part is concerned with the developmeatskeleton-based 2D motion

capture technique. As our cartoon production tegnmiis skeleton-based, naturally
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the idea of motion capture is borrowed from 3D aation to capture the ‘motion’ of
a 2D animation sequence, and retarget the captacghn to a different character
with the deformation algorithm described in Partriltheory, a feature region based
tracking method is presented, commonly used in eempvision, to extract the
motion of 2D objects from an image sequence. Ongleeleton is established in the
first frame of a moving image sequence, all thatjgositions are tracked in each
subsequent image considering both geometric aniisatures of the images. This
2D motion capture technique can be applied to waritypes of moving images,
including 2D cartoon animation, videos and imageusaces of rendered 3D
animations. In Chapter 4, examples of all threeesymf image sequences in
experiments have been illustrated. Retargeting @uca motion to a new 2D

character is applied once the skeleton of the tanggracter is obtained.

The third part of our work is the implementationdaapplication of the “cartoon
animation filter”, which is a simple filter thatkes an arbitrary motion signal as
input and makes the output motion more "alive”. éwtng to the requirement of
our animation system, a simplified version of thilser is used and interactive
operation is added to it. The modified filter caa dpplied to two different types of
animation output in our system: single frame ofaam character and motion capture
data from image sequence. From the experimentaltsest can add anticipation and

follow-through to the motion with appropriate sguasd stretch effect.

In the end, the developed software package isdotied. It is an easy-to-use
prototype 2D animation system which implementedtadl algorithms and functions
mentioned above. Through the interface, the user @anduct quick cartoon
production by sketching or from existing image s&we. Through a practical test
and evaluation from animators, the efficiency awlamtages of this system are

proved.

7.2 Limitations and Future Work

94



Chapter 7. Conclusions and Future Work

Despite the advantages of the current work, oueareh experience also reveals
several limitations which need further technicaprovement in the future.

(1) The core problem relates to the texture infaromaof the template image.
Because there is no 3D information of a 2D charatagge pose change can result in
loss of correct texture for subsequent frames. Algih some research in matting,
image completion and texture synthesis [Efros aedng 1999, Sun et al. 2004,
Drori et al. 2003] has attempted to solve this f@oh it is still an open problem for
all 2D deformation techniques. | plan to use imaggrging techniques [Irani and
Peleg 1991] to solve this problem in the futureoer alternative is to use multi-
template images, one for each typical pose. The them selects the most similar

image to deform.

(2) Another limitation is the error accumulation tracking. Currently the tracking
error is corrected at the first frame of each sagaesegment. | plan to use more
robust tracking approach or tracking feature sihi@den Markov Mode]Cappé

et al. 2005] to solve this problem.

(3) Our decomposition method also will be improvAttaching each vertex to only
one skeleton segment is computationally efficibat,can be a little too rigid. Multi-

weight skinning may help reduce shape distortioarnimation.

(4) In our technique, the triangulation method @sdd on uniform sampling. Non-
uniform sampling will generate more vertices in reltéer's joints area than

elsewhere. This will achieve more optimal deforimatiesults in stage two.

(5) There is a large space for further researchetargeting. Our current simple
approach is only to demonstrate our motion captuetehod. It would be desirable to
incorporate a 3D animation technique (e.g. [Gleict#98]) to treat retargeting as a
space-time optimization problem. The motion editieghniques [Gleicher 2001]

developed for 3D motions are also relevant to aturé work.
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(6) In system development, the animators who testgdsystem also gave some
good comments. One is the time line. Currently, system does not provide the
time line. Another suggestion is to use a sketah(pablet) as an input device so that

the user can sketch directly with a pen. Thesetions will be added in future.
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APPENDIX A

QUESTIONNAIRE

QUESTIONNAIRE

This questionnaire is designed to seek the reqeinésn and comments for
developing a “sketch-based skeleton driven 2D atmasystem”, which can
transfer the sketch skeleton from animators orces/into deformed key-frames and

generate the animation automatically.

SECTION 1: General Questions about Sketching Cartao Character
1. What is/are the most significant point(s) you skidagar in your mind to create a
“right” cartoon character sketching? (Please rahknt according to their

significance)

A) Skeleton structure

B) Balance

C) Proportion

D) Exaggerated effect

E) Others (Please specify)
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A)
B)
C)
D)

. What object would you prefer to sketch when youing a cartoon character at

the first stage?

Skeleton
Contour
Special parts of the character

Others (Please specify)

To draw a key-frame of cartoon character, pleasgcrd®e your sketching
procedures in order, e.g. Reference lingpine skeleton joints profiles,
etc.

SECTION 2: Specific Questions about Sketching Cartan Character

4.

How do you normally maintain the proportion of cheter body during drawing?
Give your answers for different scenarios by seigctone or more of the
following choices:

A) Use some rules of thumb for an “average” bodypprtion (e.g. using the size of

head as the main reference, so 1 body equals % treaght approximately, the

shoulder is usually 3 heads wide, etc.)

B) Measuring by some drawing devices (e.g. pencil)

C) Following the intuition

D) Others (Please specify)
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() When you draw a cartoon figure with imagesefsrences
A

(i) When you draw a cartoon figure by memory
A

(i) When you draw a cartoon figure in creativeagination
A

5. To draw a cartoon character, how do you normallynaga the projection

foreshortening of different body parts?

6. What is your solution for drawing overlapped gaments?

A) Draw the visible one (the one in front) first
B) Draw the blocked one (the one behind) first
C) Ignore the blocked one

D) Others (Please specify)

7. How do you normally express the exaggerateccisffeuch as squash and stretch

in drawing a cartoon character? Is there any rug the global area is preserved)?
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8. How do you express the relative position amoegesal symmetrical body
components (e.g. left/right arm, left/right leg) evhsketching the skeleton? (Please
tick multiple if applicable)

A) Draw one thicker, the other one relatively trenn
B) Draw one longer, the other one relatively shorte
C) In a special order (e.g. first left, then right)

D) Others (Please specify)

SECTION 3: Questions and Comments about the systeand interface

9. Compared with other commercial cartoon softwgra used, do you feel it is
more efficient and convenient to draw the sketabletlon of cartoon character first,
then the system generate the deformed charactematitally? How about its

accuracy?
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10. For the reference skeleton segments (red lmes)ded by the system, do you
think it is helpful when you sketching the skeletordeform the character?

A) Yes, it is very useful
B) Not bad, a little useful
C) No, it is unnatural

D) Others comments

11. For the fine tuning by sketches provided bysystem (including through curves
and point dragging), do you think this functiorhipful?

A) Yes, it is very useful
B) Not bad, a little useful
C) No, it is unnatural

D) It doesn’t matter

E) Others comments

12. Do you think it is helpful for other auxiliafynctions of our system, such as
decomposition correction, depth adjustment, fimeng by sketches? Please give the

comments.
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13. Please list the advantages of this system wmr yapinion compared with

traditional cartoon making process.

14. Please list the disadvantages of this system.

15. Please give your suggestions and comments aisutystem and interface for

our further development.
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APPENDIX B

SOME SKETCHES PROVIDED BY
ANIMATORS

Following figures are some sketches used to guitk direct cartoon making in

system test and evaluation (Section 6.4).

B.1 Sketches Provided by Animator 1
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Figure B.1Key-frames of the throwing.

B.2 Sketches Provided by Animator 2

(@)
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(b)

Figure B.2 Key-frames of the robot walking.
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