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Abstract 

A novel approach which has potential to improve quality of patient care on 

general hospital wards is proposed. Patient care is a labour-intensive task that 

requires high input of human resources. A Remote Patient Monitoring (RPM) 

system is proposed which can go some way towards improving patient monitoring 

on general hospital wards. In this system vital signs are gathered from patients and 

sent to a control unit for centralized monitoring. The RPM system can 

complement the role of nurses in monitoring patients’ vital signs. They will be 

able to focus on holistic needs of patients thereby providing better personal care.  

Wireless network technologies, ZigBee and Wi-Fi, are utilized for transmission of 

vital signs in the proposed RPM system. They provide flexibility and mobility to 

patients. A prototype system for RPM is designed and simulated. The results 

illustrated the capability, suitability and limitation of the chosen technology.  
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CHAPTER ONE 

1 Introduction 

An ageing population and the associated prevalence of chronic disease continue 

putting increasing demands on medical and healthcare resources. There are 

currently more than 650 million people across the world over the age of 65, a 

number that will double over the next 10 years (Population Reference Bureau 

2007). The rapidly growing ageing population has resulted in an increase of 

chronic age-related diseases, such as, congestive heart failure, arthritis and so on 

(Fass 2007). The World Health Organization (2010) indicates that elderly people, 

who frequently suffer from chronic disease, require a highly effective and 

efficient provision of care.  

Health organizations and hospitals have been active in applying appropriate 

technologies to improve patient care; however there are still many areas, which 

can benefit from further improvement. National Institute for Health and Clinical 

Excellence (NICE) (2007) indicated that there are inefficiencies in patient 

monitoring, particularly on general hospital wards. This is supported by the 

Commission for Healthcare Audit and Inspection (CHAI) (2008), which indicated 

that patients on general wards in the United Kingdom (UK) believed that there 

was insufficient monitoring; some patients felt 'abandoned' whilst others 

experienced being left unattended for varying lengths of time. The CHAI (2009) 
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argues that the two major concerns of healthcare within the UK today are poor 

care of patients within general wards and inequality in treatment. 

It is claimed that the healthcare system has long been plagued with problems, such 

as diagnoses being written illegibly on paper, doctors not being able to easily 

access patient information, as well as limitations on time, space, and personnel for 

monitoring patients (Meingast et al. 2006). These issues are compounded as 

healthcare organizations have to provide better quality services to a continually 

increasing number of patients within hospitals and nursing homes.  

Medical personnel, nurses in particular, are fundamental to high-quality 

healthcare, as they have the greatest contact with patients over the twenty-four 

hour period (Department of Health 2008a). Part of this role within the hospital 

environment is the monitoring of patients, which will include gathering vital 

signs. Also, the frequency of nurses’ visits depends upon patients’ needs. These 

are based upon the severity of patients’ conditions judged by nurses, which can be 

subjective.  

Modern Intensive Care Units (ICUs) have employed an impressive array of 

technologically sophisticated instrumentation to provide detailed measurements of 

the physiological state of each patient (Heldt et al. 2006). This has been largely 

achieved utilizing Remote Patient Monitoring (RPM) systems; yet despite the 

success of this, the development of RPM on general wards is evolving at a rather 

slower pace. An RPM system for a general ward cannot replace the functions of 
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nurses; however, it can be used to complement them and improve efficiency in 

patient monitoring. A RPM system is perceived to be more convenient and cost 

effective than traditional care, since it enables healthcare organizations to monitor 

and manage patients remotely whilst being looked after professionally (Barlow et 

al. 2005). It is indicated that adopting RPM technologies could not only improve 

healthcare services, but also reduce nurses’ visits by 30-50%, and it is claimed 

that this is very effective in terms of costs and time consumption (Kuraitis 2007).  

Further, early detection of abnormalities of patients on general wards can improve 

recovery and reduce mortality rates during hospitalization. It is recognized that 

hospitalized patients who suffer cardiac arrest and require unanticipated 

admission to ICU often exhibit premonitory abnormalities in vital signs (Smith et 

al. 2006). Early detection of abnormalities of vital signs has significance in 

healthcare, particularly in patient monitoring. Many hospitals are now using a 

process called Early Warning Scores (EWS) in order to aid the early detection of 

patient deterioration; these operate by noting changes in patients’ vital signs. 

However, it is argued that monitoring patients’ vital signs is typically viewed as a 

mundane aspect of nursing care which is frequently delegated to healthcare 

assistants, whose varying levels of training provoke concerns regarding accuracy 

and interpretations of data (Al-Qahtani and Al-Dorz 2010).  

It can be argued that innovation in healthcare ultimately has to be justified on 

three grounds, namely efficacy, efficiency and safety (Gardner et al. 2010). These 

three grounds determine the requirements of RPM on general hospital wards. In 
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spite of the complexity in analyzing the requirements, provision of the right 

information, in the right place, at the right time are the fundamental in RPM.  

However, the current uses of wired sensing devices as well as their connections to 

network systems are not suitable for long-term RPM, as their usage restricts 

patients’ mobility. Advances in biomedical sensors and wireless network 

technologies have made it possible to develop a wireless RPM system. Such a 

wireless RPM can provide enhanced mobility and comfort to patients during 

hospitalization.  It will empower patients to be monitored   

It should be highlighted that although some aspects of wireless RPM have already 

been developed, a fully automated RPM system for general hospital wards with 

the capability of monitoring a large number of patients for identifying 

abnormalities is yet to be developed. Moreover, a suitable wireless technology for 

networking of biomedical sensors to support RPM systems is yet to be determined. 

Bluetooth, ZigBee and Wi-Fi are possible technologies for wireless RPM systems. 

However their suitability and capability for RPM require further investigation.  

Objectives of this research   

� Analyze basic requirements for RPM on general hospital wards 

� Investigate the suitability and reliability of wireless technologies to support 

RPM on general wards  

� Propose a system framework for RPM on general wards 

� Design a prototype to demonstrate the functionalities of the proposed RPM   
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� Evaluate the application of the proposed RPM system for general wards in a 

simulated environment   

Research Methodology 

In order to achieve the objectives, following methods were applied: 

� Literature review 

Extended literature review was conducted. In the initial stage, healthcare audit 

reports, surveys and review papers were used to identify problems in patient 

monitoring on general hospital wards. There were two key findings from 

literature review: 1) There was inefficiency in current approach of patient 

monitoring; 2) RPM had potential in improving patient monitoring and quality 

of patient care.  

� Interview hospital staff  

In order to verify the key findings, several hospitals were subsequently visited. 

Hospital staff was interviewed. They included doctors, nurses and hospital IT 

staff. During the interviews, pre-prepared questions were used, for example, 

what do you think about using RPM on general hospital wards; do you think 

RPM would improve patient care, etc.  

The interviewees provided information about current approach of patient 

monitoring on general wards. They confirmed that RPM had not been utilized 

on general hospital wards in their hospitals; however they believed an 
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automated RPM had potential in improving patient monitoring on general 

hospital wards. 

In addition, the requirements of using RPM on general wards were discussed 

with hospital staff. They indicated that a system would be validated on the 

premise of supporting long-term RPM as well as providing enough mobility 

and comfort to patients. Whilst they agreed that wireless RPM could provide 

enhanced mobility and comfort to patients. However usability and reliability 

were two main concerns.  

� Experimental study 

The experimental study was adopted to investigate technical feasibility of using 

wireless network technologies for data transmission in RPM. The focus was to 

study transmission reliability, especially in the presence of interferences and 

channel overlaps. A prototype system was used to explore distance range of the 

chosen wireless technology.  

� Consultation of hospital staff 

Hospital staff was consulted during the design of the prototype RPM and the 

result was discussed with them. They gave suggestion on further improvement 

of the prototype RPM system.  
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It should be noted that iteration of prototype design and consultation was 

carried out with intention to develop a RPM system to meet the required 

standard. 

� Modelling and simulation of the proposed wireless RPM system 

The focus of modelling and simulation was to investigate transmission 

reliability of using wireless network technologies in RPM. During the 

investigation, shortfalls of wireless technologies (e.g. ZigBee and Wi-Fi) were 

identified. Partial solutions for using these technologies in RPM are offered.  

Finally, a wireless RPM system for general hospital wards was proposed.  

The organization of the thesis follows the sequence of achieved objectives. In 

addition to this chapter, there are eight other chapters:  

Chapter 2 discusses patient monitoring on general hospital wards.  

Chapter 3 evaluates available sensors which can be used in RPM. 

Chapter 4 evaluates three types of wireless network technologies, Bluetooth, 

ZigBee and Wi-Fi in respect of suitability for RPM on general hospital wards.  

Chapter 5 discusses the applications of wireless network technologies in RPM. 

Some of the existing technologies which can be used for wireless RPM are 

evaluated. 
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Chapter 6 discusses the proposed RPM system and its functional components.  

The relevant issues associated with the functionality and performances of the 

system are discussed. 

Chapter 7 discusses the prototype which is used to demonstrate the functionality 

of the proposed RPM system. Some experiments based on the designed prototype 

are introduced and the results are evaluated.   

Chapter 8 discusses the simulation of the proposed RPM system. The focus of the 

simulation is on the reliability of transmission using wireless network 

technologies in RPM. Simulation results are presented followed by the evaluation 

of the suitability of using the proposed RPM system on general hospital wards.    

Chapter 9 concludes the thesis and highlights future research. 
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CHAPTER TWO 

2 Patient Monitoring on General Hospital Wards 

2.1 Introduction 

Although many types of illnesses currently can be managed in an outpatient 

setting, there are clearly medical conditions that require more intensive care and 

treatment in a hospital. Generally, patients are either brought to an emergency or 

urgent care department for acute diagnosis and management or a general ward to 

receive non-urgent treatment. The diverse healthcare environments generate 

different requirements of health monitoring. These requirements should be 

carefully considered for further development in the healthcare system. In this 

chapter, basic requirements of patient monitoring on general wards will be 

discussed followed by the discussion of the approaches used for monitoring 

patients on general wards. 

2.2 Physiological monitoring on General Wards 

A general ward is a non-specialist hospital unit offering a range of treatments to a 

variety of patients. Advances in medical technology have led to patients living 

with much more complex health issues, leading to an increase in the variety of 

patients being managed within the general ward setting. Therefore, patients may 

require different level of care and attention; some require frequent visits by 

medical personnel whilst others who are in stable condition require less.  
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Physiological monitoring is an essential part of management and care of patients 

on general wards. The purpose is to identify and record changes that occur to vital 

signs, as this may be helpful in preventing deteriorations of patients’ condition. 

The frequency of monitoring may also vary depending on the severity of the 

patient’s condition. Varshney (2006) suggested some basic requirements that 

should be considered in physiological monitoring on general wards. Table 2.1 lists 

these requirements. 

Table 2.1 – Basic requirements in physiological monitoring on general wards 

Patient-related 

Required vital signs  

Frequency for monitoring  

Patients’ comfort and usability issues 

Healthcare provider-related  

Number of patients per provider and cognitive 

overload 

Liability and reliability issues  

Security and privacy of patient information 

Cost for deployment and maintenance  

NICE clinical guidelines (2007) stated that as a minimum, the following vital 

signs should be recorded at the initial assessment and as part of routine 

monitoring: 

• Heart rate  

• Oxygen saturation 

• Systolic blood pressure 

• Respiratory rate 

• Body temperature  
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NICE clinical guidelines (2007) also recommended that the vital signs should be 

monitored at least every 12 hours, unless a decision has been made at a senior 

level to decrease this frequency for an individual patient. Hospitals have made 

their own regulations to determine the frequency of monitoring of vital signs. 

Medical staffs confirmed that in spite of the variance of the regulations, the 

frequency of monitoring should increase if a symbol of deterioration is detected.  

2.3 Conventional Approach for Patient Monitoring on General 

Hospital Wards 

Practice at present is that in general a nurse or healthcare assistant visits a patient 

to observe and record vital signs and compare them with the data taken previously. 

The frequency of visits may relate to a suggested schedule. However, it may also 

depend on the severity of patient’s condition, and the nurses’ judgment, which can 

be subjective. In addition, when the nurse realizes that a patient’s condition is 

deteriorating, it is most likely that the frequency of the visits will increase. This 

will only happen if the patient is monitored frequently and effectively. Figure 2.1 

shows the role of nurses in this context. 

 

Figure 2.1 - Role of nurse in a patient monitoring process 
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Patient monitoring is a labour-intensive activity, and human resources are the 

most important input into this provision (Bloor and Maynard 2003). To record the 

patients’ vital signs, it may take about 15-30 seconds to get pulse rate; another 

half minute for respiration rate and so on. The utilization of electronic instruments 

can improve the efficiency in vital signs measurement. However these instruments 

are commonly large in size and are not readily to move, which restricts their usage 

on general wards.  

Vital signs are normally recorded in chart forms, which doctors often view daily 

during their ward rounds. In addition, other healthcare personnel may also view 

the charts and input their suggestions. Adler (2004) stated that “typical charts are 

120 pages and viewed by 70 individuals in routine monitoring”. 

The ratio of medical staff to patient has also an impact upon the effectiveness of 

patient monitoring. This is more evident in small hospitals, where there is a 

smaller number of medical staff. This can result in many patients on general 

wards not receiving expected care and attention (Commission for healthcare audit 

and inspection 2008).  

In the UK, the ratio of both medical and nursing staff to patient is relatively lower 

than in some other countries, where healthcare system are mainly funded by 

governments. Table 2.2 shows comparative healthcare employment ratios in five 

of these countries. 
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Table 2.2 - Comparative healthcare employment in five countries adapted from 

(World Health Organization 2009) 

Countries 
Practicing physicians per 1000 

population 

Practicing nurses per 1000 

population 

Australia 3 10.7 

France 3 6 

Germany 3.4 9.6 

Sweden 2.9 8.4 

UK 1.8 4.5 

Due to the low ratio of medical staff to patient, medical staffs have to work under 

pressure caused by the heavy workload. Occasionally extra work shifts need to be 

covered to address the lack of medical staff. It has been recognized that there is a 

potential link between increased medical errors and a cognitive overload of 

medical staff (Varshney 2006). Therefore, it can be argued that one major issue in 

patient monitoring is the number of patients per medical staff and the potential 

cognitive overload.  

To improve patient care on general wards, Early Warning Scores (EWS) systems 

were introduced in many hospitals. These systems vary in terms of choice of 

physiological parameters, assignment of scores to physiological values and trigger 

thresholds. However they are trying to achieve the same mission, which is to 

ensure timely identification of patients with potential or established critical illness 

and to ensure early attendance by appropriately skilled staff (Department of 



 

14 

 

Health and NHS Modernization Agency, 2007). Figure 2.2 shows an overview of 

the information flow in a typical EWS system. 

 

Figure 2.2 - Information flow in a typical EWS system 

Most EWS systems are still paper-based and there are problems associated with 

them. For example, diagnoses are written illegibly on paper; doctors not having 

easy access to patient information, as well as time and personnel constraints for 

monitoring patients (Meingast et al. 2006). In addition, even when EWS systems 

are used, the recording of vital signs and completion of patient charts remain sub-

optimal; in such a case vital signs are missing and charts are incomplete, which 

ultimately affects the validity of the system (Smith et al. 2006). Indeed, it is 

argued that most of the existing EWS systems provide inadequate sensitivities 

(Smith et al. 2008a), which seem to suggest that a high number of patients 

requiring intervention are likely to be missed. After reviewing the in-use EWS 

systems, Gao et al. (2007) indicated that incorrect/incomplete vital signs record or 

the record not being completed on time and inappropriate settings of the warning 

threshold are two main problems which lead to the inefficiency in existing EWS 

systems.  
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The paper-based EWS systems are gradually being replaced with electronic-based. 

Some hospitals, particularly in the United Kingdom, have adopted a PDA-based 

EWS system in critical care units (such as intensive care unit or high dependency 

care unit). This may be extended to general wards.   

2.4 Development of PDA-based Patient Monitoring Systems 

In recent years, healthcare providers have sought suitable methods for improving 

the efficiency of patient monitoring. Many approaches have been adopted to 

improve the processes of recording and disseminating patient’s vital signs to 

medical personnel. PDAs with wireless capabilities have been introduced in 

hospitals to assist in vital signs recording and transmission.  

In the UK, a pilot study of a PDA-based system, to record clinical data, concluded 

that the system presented a viable alternative to a paper-based one (Gardner et al. 

2001). In using such a system, medical staffs carry PDAs to record patient’s vital 

signs, which are then transmitted through a wireless network to a database in the 

hospital. This is an improvement upon paper-based patient recording, which can 

now be stored in PDAs and transmitted wirelessly. 

Apart from easy recording of patients’ vital signs, Lu et al. (2005) claimed that 

“PDA-based systems offer portable and unobtrusive access to clinical data, which 

could improve access to information and enhance workflow in patient 

monitoring”. An implementation of a wireless network and PDA-based system at 

the Western General Hospital Trust, in Edinburgh was reported by Turner et al. 
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(2005). In addition to supporting medical staffs to use PDAs to download 

patients’ record from a database, this system took advantage of ad-hoc wireless 

network, which allow medical personal to share patients’ health information in a 

peer-to-peer mode (Turner et al. 2005). Thus, it provided increased access to 

patients’ health information. 

In addition an integrated patient monitoring and vital signs recording system 

based on PDAs was developed by Smith et al. (2006), which was an improvement 

to a paper-based EWS system. A set of EWS were integrated to the PDAs. When 

medical personnel input a patient’s vital signs in to a PDA, it will do some 

calculation locally based upon the EWS. The output from the calculation can 

assist medical personnel to judge the condition of a patient. The PDA can also 

communicate with a central database through a wireless LAN system to upload 

patients’ current record or download history record. Prytherch (2006) stated “this 

PDA-based system can facilitate vital signs recording as well as speeding up 

decision making”.  

Furthermore a conceptual plan of using PDA in health care has been presented by 

Akhgar (2009), which was to provide support for a portable diagnostic healthcare 

platform based on Lab-On-Chips technology. The concept is based on creating a 

host environment that combines mobile phones/PDAs with the Near Field 

Communication (NFC) wireless technology to further support mobile diagnostic 

healthcare applications. 
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PDA-based systems also have been used for gathering vital signs. The idea was to 

integrate biomedical sensors to a PDA. In such a case, the PDA can gather vital 

signs from the sensors automatically. A representative invention was introduced 

by Lin et al. (2005). In that system a PDA was connected to several biomedical 

sensors as shown in Figure 2.3. This system was used during transportation of 

patients within hospital. A nurse could use the PDA for local display of vital signs 

as well as sending a short period of recorded data wirelessly to a control room for 

RPM. Power consumption was a major issue in long-term operation; “the battery 

life could only last for a maximum of two hours in the test of gathering and 

displaying data continuously” (Lin et al. 2005).  

 

Figure 2.3 - A Wireless PDA-based monitor (Lin et al. 2005) 

PDA-based systems have advantages compared to the paper-based systems. 

However they cannot support real-time patient monitoring, which may be required 

on general wards. Although the system invented by Lin et al. (2005) has the 



 

18 

 

capability of automatic gathering of vital signs, the data was only displayed 

locally. A patient could not be monitored in the absence of a nurse. Therefore 

such a system is not suitable for patient monitoring on general hospital wards 

(Bardram et al. 2006). An automated RPM system is desired to gather vital signs 

from each patient in real-time for recording and analysis. In this respect, nurses 

would be able to focus upon the holistic needs of patients to improve quality of 

patient care.   

2.5 Summary 

Physiological data monitoring is a fundamental task in patient monitoring on 

general hospital wards. Approaches of patient monitoring on general wards were 

discussed in this chapter. The conventional approach is labour-intensive, human 

resources are the most important input into the provision of patient monitoring. 

The use of paper-based “Early Warning Score” system improves patient 

monitoring by ensuring timely identification of patients with potential 

deteriorations. PDA-based system is gradually replacing paper-based system; 

however, patient monitoring still relies on nurses’ visits. An automated RPM 

system would provide further improvement and holistic care to patients on general 

wards. In the next chapter, sensors that can be used to measure vital signs in RPM 

will be discussed.  
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CHAPTER THREE 

3 Evaluation of Sensors for RPM 

3.1 Introduction 

Vital sign measurement is the initial and the most important task in RPM. The 

existing instruments are commonly equipped with cable-based sensors, which 

make them bulky, intrusive and inconvenient. These sensors may not suit for 

long-term monitoring of vital sign in RPM on general wards. To improve comfort 

and mobility of patients, wireless biomedical sensors are considered. They are 

normally small in size and have wireless communication capability. This chapter 

evaluates sensors that can be used to measure vital signs in RPM on general 

hospital wards.  

3.2 Sensors for Heart Rate Monitoring  

Heart rate is very important in patient monitoring. In traditional medicine, heart 

examination and monitoring was carried out by stethoscopes, through which 

medical personnel listened to a patient’s heart sound and made decisions based on 

their knowledge and experience. The development of electronics and digital 

signals processing techniques have made it possible to use a small microphone to 

record cardiac sound and use a computer to analyze it. However noise cancellation 

is yet under research to ensure the accuracy of heart sound monitoring.  
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Budinger (2003) indicated that heart rate can also be measured by electrical 

waveform as well as pressure detection and electromagnetic flow. In this section, 

some sensors that can be used to measure heart rate are evaluated; they are ECG, 

heart-rate chest strap and oximeter. 

3.2.1 Electrocardiograph (ECG) sensor 

ECG is primarily a tool for examination of cardiac diseases (Dagtas et al. 2007). 

An ECG sensing device commonly consists of a group of electrodes to detect 

electrical events of a heart. Shnayder et al. (2005) indicated that the most 

prevalent ECG sensor involves the connection of 12 electrodes (also referred to as 

leads) to a patient’s chest, arms and right leg via adhesive foam pads. The sensor 

records a short sampling (no more than thirty seconds) of the heart’s electrical 

activity between different pairs of leads. Each pair of leads provides a unique and 

detailed picture of the cardiac rhythm by detect the change of electrical energy 

and referenced to a ground signal.  

Pettis et al. (1999) indicated that computer-based applications and the 

development of wireless technology had allowed the transmission of 12-lead ECG 

waveforms from remote locations to a hand-held computer carried by a 

cardiologist. For example Khoor et al. (2001) developed a wireless ECG sensor, 

which could send 12-lead ECG signal through Bluetooth or GSM for RPM. 

Figure 3.1 shows such a wireless 12-lead ECG. The hand-held device is for 

wireless transmission of ECG signal to a PC nearby or in remote location.  
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Figure 3.1 - A wireless 12-leads ECG (LifeSync 2010) 

The 12-lead ECG is also called full-lead ECG. In some situations that do not need 

as much data recording, subsets of 12 leads ECG can be used. In RPM one or two 

leads ECG are commonly considered to reduce data transmission and increased 

flexibility. For example, Kho et al. (2005) employed a two-lead ECG in their 

Bluetooth-enabled ECG monitoring system. Yu et al. (2005) proposed a RPM 

system that includes a one-lead ECG sensor. A ZigBee-based ECG was designed 

by Auteri et al. (2007). 

However there have been disadvantages of using ECG in RPM. Haghighi-Mood 

and Torry (1995) indicated that “the timing between electrical and mechanical 

activities in a cardiac cycle is not exactly constant for all patients due to a variety 

of pathological conditions”. In addition, Nigam and Priemer (2005) argued that 

the presence of a reference signal requires additional hardware that might not be 

readily available in using ECGs for RPM.  
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3.2.2 Heart-rate Chest Strap 

Techchee (2010) stated that “current heart-rate chest strap is based on a tiny 

piezoelectric sensor to detect heart beat” (as shown in Figure 3.2). A micro-

processor is integrated to transfer detected signal into heart rate. The heart rate is 

then sent by an integrated transmitter to a wrist-mounted device for display. The 

wrist-mounted device usually has local warning and wireless transmission 

capability. In the event that the wearer’s heart rate goes beyond the threshold of a 

preset safe range, the wrist-mounted device will warn locally as well as sending 

an alert signal to a physician. In contrast to ECG sensors, the strap can be simply 

placed on a patient’s chest for measuring heart rate without the assistance of 

skilled medical personnel. A heart-rate chest strap does not affect a patient’s 

mobility; however the comfort needs consideration for long-term monitoring. 

Currently it is mainly used for patients with some degree of chronic disease who 

may require regular exercises and self-monitoring (Casio 2010). 

 

Figure 3.2 - A heart-rate chest strap (adapted from (Techchee 2010)) 



 

23 

 

3.2.3 Pulse Oximeter 

The pulse oximeter was invented for patient monitoring in the early 1970s 

(Tremper and Barker 1989). It can be used to examine two types of vital signs: 

heart rate and blood oxygen saturation (also referred to as SpO2). These 

parameters yield critical information, particularly in emergencies when sudden 

changes in the heart rate or reduction in blood oxygen saturation can indicate a 

need for urgent medical intervention. With advanced warning, patients could get 

treatments to avoid hypoxemia before they manifests physical symptoms 

(Shnayder et al. 2005).  

A pulse oximeter typically incorporates a plastic housing, which contains an array 

of LEDs and an optoelectronic sensor opposite. By detecting the amount of light 

absorbed by haemoglobin in blood with two different wavelengths (typically 

650nm and 805nm), the level of oxygen saturation can be measured. In addition, 

heart rate can be determined from the pattern of light absorption over time, since 

blood vessels contract and expand with the patient’s pulse. Computation of heart 

rate and SpO2 from the light transmission waveforms can be performed using 

standard digital signal processing techniques.  

There are two types of oximeters, transmittance pulse oximeters and reflectance 

oximeters. The applied position of transmittance pulse oximeters is limited to the 

peripheral tissue, such as the fingertip, ear lobe, or toe. On the other hand a 

reflectance oximeter can measure SpO2 from various parts of the body such as the 
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forehead, cheek, wrist, etc. Nevertheless transmittance pulse oximeters are 

popularly applied in patient monitoring to obtain highly precise arterial oxygen 

saturation measurements (Severinghaus and Naifeh 1987).  

Wireless oximeters are now available in the market, for example Nonin 4100, a 

Bluetooth-based oximeter (Nonin 2010). This type of oximeter can send measured 

data to a PC server, a PDA or a mobile phone wirelessly using Bluetooth. Then 

the data can be displayed or relayed on for RPM. Figure 3.3 shows a wireless 

oximeter for RPM.  

 

Figure 3.3 - A wireless oximeter based RPM system (Nonin 2010) 

The pulse oximeter has advantages to be preferred for using in RPM. The major 

advantage is that one sensor provides two types of vital signs at a time. Hence it 

would offer more flexibility and convenience in RPM. An oximeter can be simply 

placed on a patient’s finger for monitoring (as shown in Figure 3.3); professional 

skill is not required for placement compared to ECG sensors. Supported by an 
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appropriate wireless technology, pulse oximeter can be utilised in RPM on general 

hospital wards.    

3.3 Sensors for Measuring Blood Pressure  

Budinger (2003) indicated that “there are five common methods for measuring 

blood pressure: auscultation, palpation, flush, oscillation, and transcutaneous 

Doppler”. Furthermore Budinger (2003) pointed out that only the oscillation and 

transcutaneous Doppler can be adopted in remote monitoring by incorporation of 

sensors for pressure oscillations or Doppler shift in the pressure cuff around the 

wrist or finger.  

Typical blood pressure sensors used in clinical are designed to measure systolic 

and diastolic blood pressures utilizing the oscillometric technique. A blood 

pressure sensor is usually used together with a pump bulb and a standard adult 

size adjustable cuff (typically 25 to 40 cm) that can inflate and deflate 

automatically (Omron 2010). In addition, wrist-worn blood pressure measuring 

device, which is portable and user-friendly, has already been utilized in current 

practice of patient monitoring. This type of device includes a memory storage that 

makes recording measurements easy, but they do not include communication 

capability for RPM. 

Some efforts have been made to design a wireless sensing device for remote 

monitoring of blood pressure (Husemann 2004). A prototype has been built on a 

large wristwatch to measure blood pressure by IBM. It can measure blood 
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pressure and send it via Bluetooth to a mobile phone or a laptop of medical 

professional for RPM. Figure 3.4 shows the prototype of such a wireless blood 

pressure sensing device, which can be considered for RPM on general wards.  

 

Figure 3.4 - Wireless blood pressure sensor designed by IBM (2004) 

3.4 Sensors for Monitoring Respiration Rates  

Respiration is also an important vital sign for patient monitoring. Cooley and 

Moser (1973) pointed out that “monitoring respiratory rates is ostensibly a simple 

task; the sensor needs to be neither linear nor accurate, but rather merely capable 

of recognizing respiration as such”.  

The following provides information on respiratory rates and some of the sensors 

currently used for their measurement: 

1. Brady et al. (2005) stated that “a pneumotachograph can be used to measure 

respiratory rates by detecting the rate of airflow to and from the lung”. When 



 

27 

 

using this clinical apparatus, patients need to wear a head-mounted respiration 

tube. This type of device has an advantage that it can provide detailed information 

on volume and direction of breath. However, it is too big to be employed in a 

portable RPM system.  

2. A plethysmograph was introduced by Brady et al. (2007), which can be used to 

record respiration rates by measuring volume changes around the chest to 

determine lung capacity. However, though sophisticated, “these devices require 

hard-wired interconnections to external equipment and cannot be used outside a 

specialized clinical environment” (Brady et al. 2007).  

3. A wearable sensor that can be used to measure respiration rate by combining 

wireless sensor with wearable technology is now available. The sensor has been 

tested with a range of 10-40 breaths per minutes and shown a satisfied 

performance in term of accuracy (Dunne et al. 2005). However, the wearable 

sensor has some limitations. One is that careful placement of the sensor is 

important for the quality of data gathered, since the position is crucial to their 

sensitivity. Furthermore movement during the monitoring phase may insurer 

incorrect result (Brady et al. 2007). But the potential of this kind of sensor should 

be realized, since it is wearable, mobile, and offer user much personal 

convenience. 

4. Another approach was proposed by Johnston and Mendelson (2004) for 

extracting respiration rate from information gathered by a wearable pulse 
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oximeter. A pulse oximeter worn by a patient is used to record 

photoplethysmographic signal, which can then be processed by a time domain 

filtering and frequency domain Fourier analysis to extract respiration rate. Further 

investigation is required to validate its reliability. It could promote flexibility of a 

RPM system, since an oximeter can be used to measure three fifth vital signs, 

namely, oxygen saturation, pulse rate and respiration rate.  

From the evaluations of respiration rate sensor, it can be concluded that currently 

wearable sensor may be an option for RPM on general wards with respect to 

accuracy of measurement and supported mobility. However more work may be 

required to address the issue of placement of respiration rate sensors.   

3.5 Sensors for Measuring Body Temperature 

Simpson and Greening (1965) summarized that body temperature can be 

measured by three types of sensors:  resistance thermometer, thermocouple and 

thermistor. Among them, thermistors are widely used for portable devices in 

patient monitoring (Fogelson et al. 1996). They are resistance elements with a 

high negative coefficient of resistance. Some wireless body temperature sensors 

are based on it. Figure 3.5 shows a typical wireless body temperature sensor. It 

has wireless capability. When attached to a patient, it can measure the patient’s 

temperature and send the measurement to a nearby instrument for display and 

monitoring.  
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Figure 3.5 - Wireless body temperature sensor (Mobiitech 2010) 

3.6 All-in-one Device for RPM 

A device integrating several sensors for measuring vital signs from a patient has 

been proposed for RPM in recent years. These types of devices are usually 

defined as all-in-one. AMON is one of the best examples of all-in-one devices 

proposed by Anliker et al. (2004). It is a wrist-worn device (as shown in Figure 

3.6) which includes sensors for blood pressure, skin temperature, SpO2, and one-

lead ECG. The device is capable of measuring vital signs and sends them to a 

remote clinical centre via GSM/GPRS. Although it can provide multiple 

measurements of vital signs, the accuracy of measurement is suboptimal. 

Varshney (2009) indicated that the skin temperature measured by AMON may not 

be a reliable estimate for body core temperature; one-lead ECG may not be able to 

produce high quality ECG signals needed for complex medical decisions. 

Therefore the AMON device may not be suitable for RPM on general wards, 

where high accuracy measurements of vital signs are fundamental.  
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Figure 3.6 - AMON all-in-one device (Anliker et al. 2004) 

WIHMD is a prototype of wrist-worn integrated health monitoring device 

proposed for RPM of elderly patients (Kang et al. 2006). Compared to AMON, 

WIHMD can also include respiration rate measurement. In addition it can be 

integrated with Globle Position System (GPS). Patients’ vital signs and their 

location can be sent through the commercial cellular phone network to medical 

professionals at a distance.   

WEALTHY is another type of all-in-one device introduced by (Paradiso et al. 

2005). It uses a textile wearable interface implemented by integrating sensors and 

connections in a fabric form. The sensors can measure respiration, three-lead 

ECG, temperature and movement activity. However it cannot measure all the five 

vital signs, which is required for RPM on general wards. 

All-in-one monitors have advantages to be considered in RPM. They are capable 

of satisfying the demand of monitoring vital signs without affecting mobility of 

patients. An all-in-one device is easy to use, as it can be worn on the wrist like a 

watch. However accuracy of measurement and power consumption are two issues 



 

31 

 

need to be resolved. Although the “all-in-one” devices are likely to improve in 

their accuracy with further technological advances, using multiple wireless 

sensors for gathering vital signs may be suitable for RPM on general wards. In 

that case each sensor can be placed in an appropriate position focusing on one or 

two specific type of vital signs, which can lead to more precise measurement in 

monitoring. 

3.7 Summary 

Accurate and timely measurement of vital signs is vitally important in RPM.  

Relevant sensors that can be used to measure vital signs were discussed and 

evaluated in this chapter. These sensors can be used to measure patients’ heart 

rate, oxygen saturation, blood pressure, respiration rate and body temperature. 

All-in-one devices are capable of measuring multiple vital signs, which were also 

discussed. To achieve more precise measurement, multiple sensors are suggested 

to place in appropriate positions for measuring vital signs in RPM on general 

wards. In the next chapter, wireless technologies that can be utilized for 

networking biomedical sensors will be discussed. 



 

32 

 

CHAPTER FOUR 

4 Wireless Network Technologies for RPM  

4.1 Introduction 

The advance of wireless technologies has led to the design, development and 

deployment of different types of wireless networks. These networks are usually 

classified by their capabilities and properties. Based on their characteristics, 

wireless network technologies can be used for specific applications. Wireless 

Local Area Networks (WLANs) based on Ethernet technology have been widely 

used to provide connectivity to hosts (computer, machinery or systems) that 

require rapid deployment in a local area environment. Low-power wireless 

network technologies were introduced to serve a more specialized purpose such as 

networking battery-powered sensing devices in healthcare. This type of 

technology permits short-distance communication. Therefore it is referred to as 

Wireless Personal Area Network (WPAN) technology. The application of WPAN 

technology in RPM has received increasing interest in recent years. It empowers 

patients to be monitored with enhanced mobility and comfort. In this chapter, 

three types of wireless network technologies are discussed. They include 

Bluetooth, ZigBee and Wi-Fi. Their technical aspects which are mainly 

summarized from the specifications of the IEEE standards are presented.  
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4.2 Bluetooth   

Bluetooth is an industry standard developed by Ericsson, which later was adopted 

by the IEEE 802.15 work group as a WPAN standard, IEEE 802.15.1. It can 

enable several devices to communicate with each other, overcoming problems of 

synchronization. Bluetooth is specifically aimed at short-range ad-hoc networking 

without the need for a pre-determined infrastructure. A summary of some key 

features of Bluetooth is provided in Table 4.1, which is extracted from IEEE 

802.15.1 specifications (2003). 

Table 4.1 - Key features of Bluetooth 

Connection Spread Spectrum(Frequency hopping) 

Frequency band ISM 2.4 GHz 

MAC Scheduling FH-CDMA 

Transmission Power >20 dBm 

Aggregate Data Rate 0.723-1 Mbps 

Typical Transmission Range 1-10m 

Supported Stations 8 active devices 

Voice Channels 3 

Data Security-Authentication key 128 bit key 

Data Security-Encryption key 8-128 bits (configurable) 

4.2.1 Bluetooth protocol stack 

Figure 4.1 shows the Bluetooth stack layer. According to IEEE 802.15.1 (2003), 

the devices set up links, which are then managed by the Link Manager (LM) layer. 

This layer operates above the baseband layer and physical layer (PHY). It uses 
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Link Manager Protocol (LMP) to negotiate features, and administer connections 

between users. The data sent by user needs to be reformatted into small packets 

before transition over the Bluetooth link, which is one of the main responsibility 

of the Logical Link Communication and Adaptation Protocol (L2CAP).  

 

Figure 4.1 - Bluetooth protocol stack (adapted from (Rathi 2009)) 

4.2.2 Physical Layer 

Bluetooth radio operates at Industrial, Scientific and Medical (ISM) 2.4 GHz 

frequency band. It uses frequency hopping (FHSS) technique to spread spectrum. 

This technique provides processing gain, which improves the chance of successful 

packet delivery in the presence of interference. Figure 4.2 shows the Bluetooth 

channel frequency hopping mechanism. 79 channels are used. Each channel has 1 

MHz bandwidth. During communication, a Bluetooth system can make 1,600 

hops per second evenly spread over the 79 channels according to a pseudorandom 



 

35 

 

pattern. Therefore if the system transmits on a bad channel, the next hop (which 

will occur 625 µs later), will hopefully be on a good channel (Gehrmann et al. 

2004). In general, faster hopping between frequencies provides more spreading to 

resist interference. However, it will increase the complexity in implementation. 

Gehrmann et al. (2004) stated that “the hopping rate chosen for Bluetooth is 

considered to be a good trade-off between performance and complexity”. 

 

Figure 4.2 - Bluetooth basic operation mechanism – frequency hopping 

It should be noted that the frequency hopping mechanism mentioned above is 

used in most countries. However some countries such as Spain and France have 

frequency range restrictions, therefore, they use special channel hopping 

algorithms. Table 4.2 lists the frequency range and the used channel frequencies 

in these countries and across the world. 

Table 4.2 - Frequency spectrum of Bluetooth 

Geography Regulatory Range Channels Frequencies (F) 

Most countries 2.400-2.4835 GHz F=2402+ k GHz 0< k< 78 

Spain 2.445-2.475 GHz F=2.445+ k GHz 0< k< 23 

France 2.4465-2.4835 GHz F=2.4465+ k GHz 0< k< 23 
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Gehrmann et al. (2004) stated that “a typical raw data transmission rate of 

Bluetooth is 1 Mbps, but due to various protocol overheads, the user data rates do 

not normally exceed 723 Kbps”.  

Bluetooth supports three power classes, higher power class leads to longer 

transmission range. Table 4.3 lists the three power classes and their corresponding 

transmission range.  

Table 4.3 - Power classes of Bluetooth 

Class Signal strength Expected transmission range 

Class 1 100 mw (20 dBm) Long range up to 100m 

Class 2 2.5 mw (4 dBm) Ordinary range up to 10m 

Class 3 1 mw (0 dBm) Short range up to 10cm 

4.2.3 Topology and Medium Access Control 

A Bluetooth networks is often referred to as Piconet. A maximum of eight 

simultaneous devices can participate in a Piconet, which can comprise of one 

master device and one or more (up to seven active) slave devices. Each Bluetooth 

device is capable of assuming the master or slave role, depending on its 

configuration. The role of each device is determined during the initial connection. 

Usually a device that sends request for connection is determined as the master (i.e. 

the device that initializes the formation of the Piconet). Bluetooth provides both 

point-to-point and point-to-multipoint connections. Several Piconets can be 

connected together to form Scatternets (as shown in Figure 4.3). In a Scatternet, 
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one or more devices participate in more than one Piconet. However, they can only 

send and receive data in one Piconet at a time. In addition a master in one Piconet 

can be a slave in another Piconet. 

 

Figure 4.3 - Overlapping Bluetooth Piconets (or Scatternets)  

Information exchange within the Piconet is accomplished by sending packets back 

and forth between Bluetooth-enabled devices (IEEE 802.15.1 2003). Full duplex 

communication is accomplished using a time division duplex mechanism. The 

master node within each Piconet determines which device can have access to the 

communication channel by addressing a slave. This slave will then have the right 

to send its data in the next time slot. 

Bluetooth Piconet only permits master-to-slave and slave-to-master 

communication. Slave-to-slave traffic must to go through a master. Gehrmann et 

al. (2004) argued that this property is suboptimal with respect to the aggregated 

system throughput.  

In principle, a Bluetooth device can participate in more than one Piconet 

simultaneously (as illustrated in Figure 4.3). Different Piconets can work using 

time sharing scheme. “However it can cause practical problems, such as timing 
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issues and fulfilling Quality of Service (QoS) when a device is absent from the 

Piconet” (Gehrmann et al. 2004).  

4.3 ZigBee  

ZigBee conforms to IEEE 802.15.4 standard. The ZigBee alliance was formed 

prior to the formation of the IEEE 802.15.4 group. Later, the ZigBee Alliance and 

the IEEE 802.15.4 group decided to join forces and use ZigBee as the commercial 

name for this technology. However, the two groups still work on different parts of 

the technology. The IEEE 802.15.4 group has standardized the physical- (PHY) 

and the medium access control (MAC) layers (IEEE 802.15.4 2003), whereas the 

ZigBee alliance concentrates on the development of the upper layers and the 

overall development. Figure 4.4 shows the ZigBee protocol stack and the relations 

between IEEE 802.15.4 and the ZigBee Alliance in terms of the protocol. 

 

Figure 4.4 - ZigBee protocol stack 
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IEEE 802.15.4 defines two types of devices, Full Function Device (FFD) or a 

Reduced Function Device (RFD). An FFD can be configured to operate in three 

different modes: a coordinator, a router or an end device (IEEE 802.15.4 2003). 

An RFD on the other hand can only be used as an end device. Figure 4.5 shows 

device roles in the IEEE 802.15.4 and ZigBee standards. Today, most available 

ZigBee sensors are implemented as FFDs, which is also the case for the sensors 

used for experiments presented later herein. RFDs are intended to be even 

simpler, less expensive and more power efficient.  

 

Figure 4.5 - Device Roles in the IEEE 802.15.4 and ZigBee Standard 

In a ZigBee network, there is only one coordinator acting as a master node; all the 

other nodes including routers and end devices are slaves. The master node is in 

charge of channel selection and allocation to slave nodes. The reason being that a 

single radio transceiver is normally used, which cannot simultaneously work with 

more than one channel. To establish connection with end nodes or routers, the 

master node scans for channels that are not being used by other master nodes. If 

all channels have been occupied, the one which has the least energy level will be 

selected (IEEE802.15.4 2006). This channel will then be allocated for 

communication with the end nodes or the routers within the network. Thus to 
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communicate, the nodes in a ZigBee network use a single channel. Due to 

contention within the channel, transmission delay and data loss may occur. 

Therefore, it is important to limit the number of nodes in the network. 

4.3.1 Physical Layer (PHY) 

ZigBee standard offers three choices for the PHY for low-power operations. The 

differences in the choices lie in the frequency band used. They differ with respect 

to the data rate supported as shown in Table 4.4.  

Table 4.4 - ZigBee specifications 

Technology ZigBee 

IEEE Specifications 802.15.4 

Frequency Band  868 MHz 915 MHz 2.4 GHz 

Applied Area Europe America Worldwide 

Maximum Data Rate 20Kbps 40Kbps 250Kbps 

Typical Range Indoor 10-100m 

Transmit Power 1-100 mW 

Receiver Sensitivity -92dBm -92dBm -85dBm 

Number of Channels 1 10 16 

Channel Spacing 2M 2M 5M 

It is worth noting that IEEE 802.15.4 introduced two optional specifications in 

2006, which support high data rate up to 250 kbps, for the 868 and 915 MHz 

bands. However, due to their complexity in implementation and channel 

limitation, 2.4 GHz is popularly used for higher data rate. In the 2.4 GHz band, 
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the spectrum is divided into 16 equally spaced frequency channels as shown in 

Figure 4.6. Channels 1 to 11 are reserved for the lower frequency bands.  

 

Figure 4.6 - IEEE 802.15.4 operating channels in the 2.4GHz band 

The centre frequency of each band can be found from: 

�� � 2405 � 5 	 
� � 11�                               (4.1) 

where k is the channel number in the 2.4 GHz band (11-26). 

The standard requires a receiver sensitivity of -85 dBm, and the defined transmit 

power from 0 dBm (1 mW) to -25 dBm (100 mW).  

Transmission range relates to many factors including transmission power, and 

receiver sensitivity. Farahani (2008) calculated the estimated transmission range 

using:  

� � 10������������	�	�����
�����	����.!!
��	� "

   (4.2) 

#$: Transmit power (including the antenna gain, if any) in dBm 

%&: Fade margin in dB 

#': Receiver sensitivity 

(: Path-loss exponent 

�: Signal frequency 
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For example, if a node transmits a 2450MHz signal with 0dBm (typical) output 

power to a receiver, whose sensitivity is -92 dBm (typical) in an environment with 

a path-loss exponent of 2.8 and a fade margin of 10dB, the estimated range is 

about 24 metres. 

Increasing transmission power and improving receiver sensitivity can provide a 

longer transmission range; however, these will raise power consumption and 

complexity of sensor devices.  

It should be noted that theoretically the highest data rate supported by a ZigBee 

channel is Cp = 250 kbps. However the calculation of this value does not take into 

account header bytes, CSMA waiting times, etc. Sun et al. (2005) stated the actual 

channel capacity (C) can be less than 142.86 kbps. The calculation of this value 

can be found in Appendix 1. 

4.3.2 Medium Access Layer (MAC) 

The MAC layer provides service to the upper layers, and enables the transmission 

and reception of MAC Protocol Data Units (MPDU) across the PHY data service. 

According to the IEEE 802.15.4 standard, features of the IEEE 805.15.4 MAC 

layer include beacon management, channel access, guaranteed time slots (GTS) 

management, frame validation, acknowledged frame delivery, association and 

disassociation. 

Two different modes of operation are allowed; the beacon mode and the non-

beacon mode. The latter is simpler, where the coordinator does not send out a 
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beacon. It should be noted that transmission of beacon will put extra payload on 

the network as well as consume more power. With intention of saving power and 

bandwidth, non-beacon mode is suggested for transmission of vital signs in RPM.  

The channel access mechanism supported by the IEEE 802.15.4 MAC is Carrier 

Sense Multiple Access with Collision Avoidance (CSMA-CA) (IEEE802.15.4 

2003). There are two types of CSMA-CA: slotted and unslotted. Slotted CSMA-

CA is referred to as performing CSMA-CA while there is a superframe structure 

in place. A superframe divides the active period into 16 equal time slots. The 

back-off periods of the CSMA-CA algorithm need to be aligned to specific time 

slots for transmission. The unslotted CSMA-CA algorithm is used when there is 

no superframe structure; consequently, no back-off slot alignment is necessary. A 

nonbeacon-enabled network always uses the unslotted CSMA-CA algorithm for 

channel access. 

In using the unslotted CSMA/CA algorithm to access the channel, before 

transmission, a ZigBee node performs Clear Channel Assessment (CCA) to sense 

the allocated channel to ascertain its availability. Some parameters (e.g. 

Maximum backoff number (NB) and Minimum backoff exponent (BE)) are used 

to control the number of attempts to sense the availability of the channel before 

declaring a channel access failure. More information on the effects of these 

parameters can be found in the work taken by Ko et al. (2006). Minimum back off 

exponent (BE) and maximum number of back offs (NB) are used to control the 

operations of CCA. If a sensor node detects the allocated channel is occupied, it 
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delays the transmission and waits for a random number (between 0 and 2BE-1) of 

unit periods to sense the availability of the channel again. NB controls the times 

of planed CCA operation. If a sensor still cannot access the channel when the 

value of NB get to its upper threshold (which is 4 in default), the sensor will 

declare a transmission failure and discard the waiting packet, resulting in data 

loss. Figure 4.7 illustrates the algorithm of unslotted CSMA/CA.  

 

Figure 4.7 - Unslotted CSMA/CA algorithm 

There are three main types of data transmission: from a coordinator to an end 

device, from an end device to a coordinator and between two coordinators. The 
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mechanisms for these transmissions depend on the mode. Figure 4.8 illustrates the 

data transmission mode between a coordinator and an end device, which is 

commonly used in a ZigBee WPAN.  

 

Figure 4.8 - Data transmission modes in a ZigBee WPAN 

4.3.3 Topologies  

The upper layers of ZigBee are responsible for the routing algorithms and for the 

gathering of data into packets. Two topologies are possible. They are Peer-to-Peer 

or Star. Based on Peer-to-Peer topology, ZigBee defines Mesh topology and 

Cluster Tree topology. Figure 4.9 shows these topologies. 

Star topology is commonly used in RPM. A star-based ZigBee network uses the 

master (coordinator) and slaver (end devices) mode. The master node is usually 

put in the centre of a WPAN. It initiates the WPAN and control communication 

within the WPAN. Each WPAN has a unique WPAN Identifier (ID), which is 

used to distinguish data from other WPANs. A WPAN based on star topology is 
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commonly assisted by other communication networks like Ethernet to delivery 

information across distance.  

 

Figure 4.9 - Network topologies of ZigBee 

Mesh network utilizes routers to relay message. This method can extend the range 

of the network. Sometimes it is referred to as multi-hopping because a message 

hops from one node to another until it reaches its destination. However the higher 

coverage comes at the expense of potential high message latency. 

4.4 Comparisons between ZigBee and Bluetooth 

Although ZigBee and Bluetooth are both short-rang communication technologies 

for WPANs, they have different characteristics. To understand the suitability of 

these technologies for RPM applications, several criteria need to be identified, 

such as: data rate, transmission range, power consumption and so on. 
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Comparisons of theses aspects of Bluetooth and ZigBee can be found in Table 4.5. 

The table also includes the properties of Wi-Fi used in wireless LANs to illustrate 

possible frequency overlap, which is discussed later in this chapter. It can be 

observed that Bluetooth offers a higher data rate than ZigBee, it supports both 

data and voice communication. In contrast, ZigBee is designated for low-rate 

applications and it is not capable of sending large documents and audio. Both 

ZigBee and Bluetooth are short-range wireless technologies; however ZigBee 

have longer transmission range than Bluetooth. In addition ZigBee supports more 

active nodes in a WPAN than Bluetooth.  

Table 4.5 - Properties of Bluetooth, ZigBee and Wi-Fi  

Technology Bluetooth ZigBee Wi-Fi (802.11g based) 

IEEE Specifications 802.15.1 802.15.4 802.11 

Frequency Band 2.4 GHz 
868/915 

MHz 
2.4 GHz 2.4GHz 

Supported data rate 1 Mb/s 250 Kb/s 54 Mb/s 

Range (Indoor) 2-10 m 10-30m 38m 

Support 
communication 

data and voice data Mainly for data 

Typical transmit 
power in mW 

10 0.01-3.2 32-100 

Size of stack  250kbits 4-32kbits n/a 

Basic cell Piconet Star BSS 

Max number of cell 
nodes 

8 255 n/a 

Low power consumption is a remarkable feature of ZigBee. A ZigBee node can 

survive for months powered by a primary battery making it suitable for some 

long-term self maintained applications. A ZigBee node sleeps most of the time 
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saving battery power, and then wake up, send data quickly, and go back to sleep 

again. Even sleeping nodes can achieve suitably low latency, because ZigBee can 

transition from sleep mode to active mode in 15 msec or less (Farahani 2008). In 

contrast, wake-up delays for Bluetooth are typically around three seconds, which 

is far larger than 15 msec. 

By reducing the need for associated processing, ZigBee conserves still more 

power. ZigBee protocol stacks occupy very little memory that consumes less 

power than Bluetooth. The stack of a full function ZigBee device, as mentioned in 

the previous section, needs about 32 Kbits, and the stack of a reduced function 

device needs only about 4 Kbits. Those compare with about 250 Kbits for the far 

more complex Bluetooth technology (Legg 2004). In addition, ZigBee stack is 

free to public making it low-cost for implementation.    

The ability to communicate with an Ethernet-based LAN allows WPAN devices 

to take advantage of services such as Internet access, file sharing and so on. Both 

Bluetooth and ZigBee have protocols that enable LAN access. Bluetooth has a 

profile that allows LAN access using the Point-to-Point Protocol (PPP). It does 

not provide LAN emulation or other methods of LAN access, just the features that 

are standard in PPP such as compression, encryption, authentication and multi-

protocol encapsulation (Thraning 2005).  

ZigBee supports LAN integration in order to send data to a longer distance. It can 

be argued that the increasing demand for integration of WPAN and WLAN may 
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drive the development of protocols for WPANs to enable access to wireless 

Ethernet directly. In current stage, a device that can be used as a bridge between 

ZigBee and LAN is required for integration. This type of devices normally 

includes two transmission modules to support ZigBee and LAN communication 

separately. Its size and power constraints may need further development to 

promote the integration. 

Bluetooth and ZigBee, due to their characteristics, are suitable for different 

applications. In this section the comparison of them is restricted to the techniques 

that they employ. The suitability of their application in RPM will be further 

discussed in Chapter 5.  

4.5 IEEE 802.11 Wireless Local Area Network (WLAN) 

In contrast with technologies which use WPAN, wireless LANs have been used in 

a range of applications for many years. The IEEE 802.11 WLAN, also known as 

Wireless Fidelity (Wi-Fi), is mostly deployed for WLAN applications (Coleman 

and Westcott 2006).  

A WLAN may either consist only of so called stations (STAs) running in ad-hoc 

mode, or it may consist of STAs and access points (AP) in infrastructure mode. 

These two modes are distinguished by the use of an access point (AP). An 

infrastructure Basic Service Set (BSS) networks has an AP to provide access to a 

wired LAN and distribution services like association within the WLAN. The AP 
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is used for all communications within the network, including communications 

between mobile nodes in the same service area.  

Since the 802.11 has been standardized by IEEE, a number of task groups have 

been formed to add functionalities and improve performance of 802.11 WLAN. 

IEEE 802.11b, 802.11a, 802.11g and 802.11n are currently used for WLAN 

applications. Their key characterises are summarised in Table 4.6.  

Table 4.6 - Summarized IEEE 802.11 standards 

 802.11b 802.11a 802.11g 802.11n 

Spectrum 2.4GHz 5GHz 2.4GHz 2.4/5 GHz 

Max data rate 11Mbps 54Mbps 54Mbps 144/300Mbps 

Typical Power 30mW 25mW 30mW 30 mW 

Protocol for 
Transmission 

DSSS OFDM OFDM MIMO-OFDM 

Typical radius 38m 25m 38m 70m 

Backward 
compatibility 

With 802.11 None 
With 802.11 and 
802.11b 

With 802.11a/b/g  

Major advantage 
Widely deployed 
High transmission 
range  

Higher bit rate in a 
less crowded 
spectrum 

Higher bit rate in 
2.4 GHz/ Higher 
range than 
802.11a 

Highest bit rate 
Highest range  
5 GHz mode 
enabled benefit 
low interference 

Major 
disadvantage 

Bit rate not 
enough for 
emerging 
applications 

Smallest range of all 
802.11 standards 

Limited number 
of co-located 
wireless LANs 

N/A 

Current status Widely Used Limited use Widely Used Emerging 

In this thesis, the focus is on the high bit rate extension, 802.11g (IEEE Std. 

802.11g 2003), which allows for data rates of up to 54Mbps. The data rate is 

defined in terms of available bit rate, i.e. no overhead in the form of encapsulation 
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of data, collisions in the wireless media or processing delays in WLAN equipment 

are taken into account. The higher bit rates of 802.11g are achieved by using more 

advanced frequency modulation schemes, Orthogonal Frequency Division 

Multiplexing (OFDM). This scheme utilized multi-carrier modulation methods. A 

number of orthogonal sub-carriers are used to carry data to cope with severe 

channel conditions (e.g. narrowband interference, frequency-selective fading, etc.)  

The IEEE 802.11n is an amendment to IEEE 802.11-2007 to improve network 

throughput over the two previous standards - 802.11a and g. It offers significant 

increase in the maximum raw data rate from 54Mbps to 600 Mbps by using 

Multiple Input and Multiple Output (MIMO) and 40 MHz channels. In addition, 

IEEE 802.11n can operate at 5GHz frequency band, which may benefit its usage 

in present of other wireless system using 2.4GHz, such as Bluetooth and ZigBee.  

4.5.1 IEEE802.11 MAC Layer 

The MAC layer of IEEE 802.11 is responsible for providing equal access to 

shared wireless media. Although the media is shared, two transmissions cannot 

occur at the same time, since both transmissions would probably fail because of 

interference. Access to the shared media is regulated by an Inter-Frame Space 

(IFS) time period that has to pass between the transmissions of each frame. The 

IFS takes on different values depending on the type of frame being sent. The 

operation of transmitting one frame is atomic, which means the operation has to 

finish before the next frame can be sent. A frame received from upper layers is 
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called a Service Data Unit (SDU), which is referred to as a MAC-SDU (MSDU) 

on the MAC layer. It is encapsulated by a header and checksum before being 

passed down to PHY as a MAC Protocol Data Unit (MPDU). The 802.11 general 

frame format can be seen in Figure 4.10. 

 

Figure 4.10 - General 802.11 Frame Format 

There are three different frame types. Management frames, used for exchanging 

management information between STAs, control frames that controls the access to 

the media and data frames that are used for data transmission. The MAC layer is 

also responsible for encryption of the frames and fragmentation of the frames, if it 

is needed. 

Two operating modes are offered, the Distributed Coordination Function (DCF) 

which is mandatory, and the Point Coordination Function (PCF) which is 

optional. In the simulation of using wireless LAN in RPM (in Chapter 8), only 

DCF is considered. DCF in turn offers two access methods, Basic Access (BA) 

which is mandatory and ready to Request/Clear to Send (RTS/CTS) which is 

optional.  
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DCF is sometimes referred to as contention mode, since each sender has to 

contend for access to the media. Carrier Sense Multiple Access with Collision 

Avoidance (CSMA-CA) protocol is used to control media access, which is also 

utilized by ZigBee MAC layer (please refer to section 4.2.3). This protocol is 

designed to avoid collisions on the media by having a sender check whether the 

media is busy prior to sending data. However a collision could still occur because 

of the hidden STA problem. In addition severe contention on the transmission 

media will result in data loss and increased transmission delay, which will be 

discussed in Chapter 8.  

Prioritized access may be useful in the contention mode. It is worth mentioning 

that the 802.11e group defined a set of Quality of Service enhancements for 

WLAN applications through modifications to the MAC layer. Priority of access to 

the wireless medium has been considered in this standard, which could be useful 

in some applications that data transmissions have different urgent levels. For 

example, in a hospital WLAN, transmission of patients’ vital signs can be critical, 

which should get higher priority, compared to other applications like network 

printing.  

4.5.2 IEEE802.11 Physical Layer 

The Physical layer (PHY) of 802.11 acts as an interface between the MAC layer 

and the wireless media. As such, it is responsible for the actual transmitting of 

frames and for sensing whether the channel is idle or not and reporting this back 
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to the MAC layer. The 802.11 standard supports three different PHYs, of which 

the Direct Sequence Spread Spectrum (DSSS) is the most common used. DSSS 

works in conjunction with different modulation schemes to represent data bits as 

symbols before transforming and spreading the energy of the transmitted signal in 

a wider frequency range. This makes it easier for the receiver to pick up the signal 

and recover the frame sent.  

Table 4.6 shows the specification of IEEE 802.11 standards. It can be found that 

IEEE802.11g uses ISM 2.4GHz frequency band and provides 13 channels. 

Among them, channels 1, 6 and 11 are commonly used, with 25MHz separation. 

Sharing the frequency band with other technologies (for example Bluetooth and 

ZigBee) can create interference.  

4.6 Interference Issues of WLAN on WPANs 

Operation in the 2.4 GHz ISM band provides the convenience of an unlicensed 

band with availability worldwide. Wireless devices used by WLAN and WPAN 

technologies (Bluetooth or ZigBee) operate on this frequency band, which can 

create interference. The interference will degrade the performance of the wireless 

system. In particular, due to higher power level used, Wi-Fi signals can create 

significant noise for the devices used in WPANs. Therefore careful consideration 

should be taken in using both WPAN and Wi-Fi technologies for transmission of 

vital signs in RPM. In this section, the interference issues caused by Wi-Fi on 

Bluetooth and ZigBee are discussed.  
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4.6.1 Interference of Wi-Fi on Bluetooth  

Bluetooth and Wi-Fi have already been widely used to support various wireless 

applications. Both of them work at licence-free ISM2.4GHz band. Bluetooth uses 

the FHSS method to spread their signals, whereas Wi-Fi uses DSSS to provide 

processing gain, which improves the chance of successful packet delivery when 

interference is present. However, due to the higher transmission power used by 

Wi-Fi, it creates higher noise level to Bluetooth signal (Ullah 2009).  

Figure 4.11 shows the channels used by Wi-Fi (a) and Bluetooth (b). It can be 

argued that a Wi-Fi channel has 22 MHz bandwidth which may cause interference 

on at least 22 Bluetooth channels. Therefore, if a nearby Bluetooth device is using 

all 79 channels for frequency hopping, the chance of interference between a single 

Wi-Fi STA and a Bluetooth node can be 22 out of 79 hops, which is 

approximately 28%.  

 

Figure 4.11 - Channel overlaps between Wi-Fi and Bluetooth channels (a) Wi-Fi 

channel (1, 6 and 11), (b) Bluetooth channel 
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The interference between Wi-Fi and Bluetooth does not entirely block each 

other’s transmissions. However the interference can degrade the performance of 

both technologies. To improve the performance in the presence of interference, 

the IEEE 802.15 coexistence Task Group 2 (TG2) was formed in order to address 

the issue of coexistence of Bluetooth WPAN with WLAN (IEEE 802.15.2 2003). 

In addition, the Bluetooth Special Interest Group (SIG) formed its own task group 

to study techniques for alleviating the impact of interference (Golmie 2006). 

A collaborative scheme called Bluetooth interference aware scheduling (BIAS) 

was proposed which intended for Bluetooth and IEEE 802.11 protocols to be 

implemented in the same device (Norgall et al. 2004). This scheme is based on 

MAC scheduling, for example the priority is given to Bluetooth for transmitting 

voice packets, while IEEE 802.11 is given the priority for transmitting data. 

However, an applicable solution is still required, which can allow the integration 

of Bluetooth and Wi-Fi network technologies for seamless data transmission.  

Adaptive Frequency Hopping (AFH) technique was developed (Hodgdon 2004). 

It identifies the channels where interferences are present and marks these channels 

as “bad channels”. Then the sequence of hops is modified such that the frequency 

channels with high-level interference are avoided. The bad channels in the 

frequency-hopping pattern are replaced with good channels via a lookup table. 

The Bluetooth master may periodically listen on a bad channel and if the 

interference has disappeared, the channel is remarked as a good channel. 

Bluetooth slaves can also send a report regarding the channel quality to the master 
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if necessary. The AFH method not only improves the performance of the 

Bluetooth network, it also reduces the effect of the Bluetooth network on other 

nearby networks working on 2.4GHz. 

An experiment was carried by Golmie et al. (2005) to investigate the efficiency of 

AFH in the presence of Wi-Fi interference. The results showed that the packet 

loss rate of Bluetooth was 16.3% initially. By using AFH, it was dropped to 7.5%. 

Another study carried out by Shuaib et al. (2006) showed that Wi-Fi throughput 

dropped 4.6% due to Bluetooth interference, whilst Bluetooth throughput dropped 

17% due to Wi-Fi interference. Both studies were carried with the assumption that 

Bluetooth devices worked alongside a Wi-Fi device (with distance 1-2 metres).  

Therefore it can be argued that due to the high packet loss rate caused by the 

interference problem, Bluetooth is not suitable for transmission crucial 

information such as vital signs in an environment, where Wi-Fi signal may be 

present.   

4.6.2 Interference of Wi-Fi on ZigBee  

An IEEE 802.11b/g node has typical transmitter output power between 12 to 18 

dBm, sometime it may be as high as 30 dBm (IEEE 802.11 2003). This is 

significantly higher than the typical output power of a ZigBee node (0 dBm). 

Therefore a WLAN can be the source of severer interference with a ZigBee 

network. However, Farahani (2008) indicated that ZigBee may utilize some 

methods to improve its coexistence performance, for example:  
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Dynamic RF Output Power Selection 

This method is to adjust the RF output power of the transmitter based on the 

channel condition and the distance between the nodes. Typically, the RF output 

power is set to the lowest level which corresponds to an acceptable level of 

communication reliability. Reducing the transmitter output power decreases the 

interference with other nearby wireless devices, but the recipient of the signal 

becomes more susceptible to the interference. If several attempts to deliver a 

packet have failed, the transmitter RF output power can be increased to improve 

the signal to noise radio. Increasing the signal power can improve the chance of 

successful packet delivery at the potential cost of increasing interference with 

other wireless nodes. However this method may cause decrease on battery life. It 

has been rarely employed by current industry.  

Frequency Channel Selection 

Changing the frequency channel when the energy of the interferer signal in the 

desired channel is unacceptable can be a simple way of addressing the 

interference problem. ZigBee Professional version (ZigBee Pro) provides 

frequency agility capability that allows the entire network to change channels in 

the face of interference (ZigBee Alliance 2007). However this version has not 

been widely adopted, most commercially available ZigBee modules do not 

support frequency agility.  
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Farahani (2008) stated “if the frequencies of operations and bandwidths of the 

interfering signals in the nearby networks are known, the frequency channel of the 

ZigBee network can be selected accordingly to minimize the effect of interfering 

signals”. For example, if three non-overlapping Wi-Fi channels 1, 6 and 11 are 

used, there are certain frequency bands that stay unoccupied and can be used by 

the ZigBee network. As shown in Figure 4.12, ZigBee channel 15, 20 25 and 26 

are four interference-free channels. With channel allocation mechanism, a ZigBee 

WPAN can easily find one of the four interference-free channels. In this case a 

ZigBee WPAN can operate alongside a WLAN, as well as communicating with 

them. Figure 4.12 also shows the channel overlaps between ZigBee and other Wi-

Fi channels.  

 

Figure 4.12 - Channel overlap between IEEE 802.15.4 and IEEE 802.11g 

Collaborative methods 

The above methods are called non-collaborative methods. There are collaborative 

methods for improving the coexistence performance of ZigBee networks. In 

collaborative methods certain operations of the ZigBee network and the other 
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network (e.g., an IEEE 802.11b/g network) are managed together. For example a 

ZigBee network and an IEEE 802.11b/g network are synchronized; every time 

one network is active, the other network stays inactive to avoid packet collisions. 

Fundamentally it is a Time Division Multiple Access (TDMA) method, which has 

been considered for implementation. For example, Jung et al. (2008) proposed to 

adopt an interference mediation scheme with a fairness-based TDMA scheme to 

optimize ZigBee network performance. This scheme could benefit ZigBee 

networks to work alongside Wi-Fi networks. However, Sahandi et al. (2010) 

believe the future replacement of current IEEE 802.11g with IEEE 802.11n could 

resolve this problem completely, because IEEE 802.11n can operate at 5 GHz. In 

that case, an integrated wireless RPM system can be developed for general 

hospital wards.  

4.7 Security Issue 

In a wireless network, the transmitted messages can be received by any nearby 

listener, including an intruder. In very simple applications the security might not 

cause serious problems, however in other applications an intruding device 

capturing the messages or resending modified messages can cause issues. In a 

wireless RPM system, patients’ privacy can be violated if unauthorized people 

gain access to the server for storing patients’ information at any time.  

Security issue could be understood to encompass two aspects: confidentiality and 

integrity. Gehrmann et al. (2004) indicated that confidentiality of data can be 
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implemented by transforming the original data (also referred to as the plaintext) 

into the ciphertext. After a parameterized transformation, the ciphertext does not 

reveal the content of the plaintext, while the plaintext can be recovered from the 

ciphertext. This transformation is called encryption.  

“Integrity is about ensuring that data has not been replaced or modified by an 

eavesdropper during transport or storage” Gehrmann et al. (2004). User 

authorization can be planed to improve data integrity.   

Bluetooth Security 

In general Bluetooth security aspects can be divided into three modes: 

• Mode 1: non-secure 

• Mode 2: service level enforced security 

• Mode 3: link level enforced security 

In Mode 1, a Bluetooth device does not take any security measures. In Mode 2, 

“security procedures, namely authentication, authorization and optional 

encryption, are initiated when a Logical Link Control and Adaptation Protocol 

(L2CAP) channel request is made” (Haataja, 2006). The difference between Mode 

2 and 3 is that in Mode 3, the Bluetooth device initiates security procedures before 

the channel is established. 

Bluetooth supports authorization and encryption for encoding exchanged 

information between two devices. In the initial stage of Bluetooth security option, 
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a Personal Identification Number (PIN) code (1~16 bytes in length) is used by two 

communicating devices which use Bluetooth (Haataja 2006). The devices then use 

this PIN with their Bluetooth 48-bits device addresses and an unencrypted 128-bit 

random number to generate an initialization key. The initialization key is then 

used for securing the generation of other 128-bit random numbers (link key) 

during the next phases of the event chain. A combination key is derived from this 

information of both devices. It is used in the next phase for challenge-response 

authentication. During each authentication, a new unencrypted random number is 

exchanged. The claimant returns a signed response to the verifier. The verifier 

compares the value of received signed response with its calculated value for 

authentication. If they are matched, both devices compute an authenticated 

ciphering offset, which is then used in generating an encryption key for symmetric 

encryption. Figure 4.13 illustrates the operation of Bluetooth security.  

However, Scarfone and Padgette (2008) pointed out that Bluetooth has some 

security vulnerabilities. For example: short PINs are used for the generation of 

link and encryption keys, which can be easily guessed; PIN management is 

lacking. Link keys are stored improperly, that can be read or modified by an 

attacker etc. These vulnerabilities can be used for Bluetooth-related attack, for 

example Bluesnarfing, Bluejacking, Bluebugging and so on (Khan and Siddiqui 

2009). It can be argued that the attacks are threatened to the safety of using a 

Bluetooth-based health monitoring system, where confidentiality and integrity of 

vital signs should be secured.   
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Figure 4.13 - Bluetooth security operation (adapted from (Haataja 2006)) 

ZigBee Security 

The ZigBee standard supports the use of Advanced Encryption Standard (AES) 

(Farahani 2008). In AES, each encryption algorithm is associated with a key. The 

algorithm itself is public knowledge and available to everyone, but the value of 

the key in each transmission is kept secret. There are different methods to acquire 

a security key. For example, the key can be embedded in the device itself by the 

manufacturer. Alternatively, a new device that joins a network may get its security 

key from a designated device in the network. Figure 4.14 shows the concept of 

using encryption.  
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Figure 4.14 - The use of encryption 

The key used for encryption is a binary number. The number of bits in a key will 

determine the level of security. ZigBee supports the use of 128-bit keys, which 

means there are 2128 (approximate 3.4×1038) possible keys. Farahani (2008) 

believed that it is computationally infeasible to try 2128 different keys. Although it 

can be argued that rapid development of computing technique would support the 

calculation of the 128-bit keys in the future, new encryption approach may also be 

available to improve ZigBee security.  

The receiver in Figure 4.14 is using the exact key as the transmitter to perform 

decryption, which is known as the symmetric key method. The ZigBee standard 

supports only symmetric key cryptography. The ZigBee standard provides 

methods to establish keys and share the keys between two or more devices. 

Considering that the algorithm itself is known by the potential intruder, the main 

effort is to ensure that the key is not distributed beyond the intended recipients. 

The AES algorithm itself is a series of well-defined steps that use the provided 

key to shift and mix a block of data to create an encrypted version of the same 

block of data. In AES, the size of this block of data is always 128 bits. But the key 
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can be 128, 196, or 256 bits. The ZigBee standard uses the 128-bit key option. All 

these steps are invertible and the receiver that holds the correct key can perform 

the reverse steps to recover the original message. The AES has been announced as 

a standard by the National Institute of Standards and Technology (NIST) in 2001. 

According to the committee on national security systems, the design and strength 

of the AES algorithm is sufficient to protect even classified information up to the 

secret level (Sikora and Gorza 2005). 

The ZigBee standard supports both device authentication and data authentication. 

The new device must be able to receive a network key and set proper attributes 

within a given time to be considered authenticated. In data authentication, the 

receiver verifies if the data itself has been altered or changed. 

Any secure ZigBee network has a designated device called the trust centre that 

distributes security keys across the network. There is only one trust center in each 

network. The ZigBee coordinator determines the address of the trust center. In a 

star-based ZigBee network, the coordinator itself normally acts as the trust center. 

The device authentication procedure is performed by the trust center. When a 

device joins a secure network, it has the status of “joined, but unauthenticated.” If 

the trust center decides not to authenticate the newly joined device, the trust center 

will request the device be removed from the network. 

In practice, ZigBee offers a security toolbox to ensure reliable and secure wireless 

communication. The security toolbox includes access control lists, data freshness 
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timer and 128-bit encryption as well as supported the use of a Message Integrity 

Code (MIC) (Thraning 2005). It consists of key management features that allow 

user remotely manage a ZigBee network. By using the security toolbox, a ZigBee 

network developer can choose the necessary security method for the application, 

providing a manageable trade-off against data volume, battery life, and system 

processing power requirements. 

IEEE802.11 Security  

In wireless LAN system, the data sent can be intercepted by anyone within signal 

range using compliant equipment. Also, a non-authorized user may gain access to 

network resources, especially since the AP in many WLANs uses the dynamic 

host control protocol (DHCP). To prevent these problems, wired equivalent 

privacy (WEP) was introduced with the 802.11 standard. It was supposed to offer 

a level of security comparable with wired LANs, where physical access is needed 

to intercept traffic or use network resources. WEP uses a pre-set 40 or 104-bit 

secret key known by each STA in a WLAN prior to transmission. It then adds a 

24-bit Initialization Value (IV) to the secret key to form the encryption key to 

encrypt the data.  

However, WEP may be easy to be decrypted by a non-authorized user, since the 

secret key is static and needs to be changed manually on every STA in a WLAN. 

Also, WEP provides weak support for authentication. If the WLAN uses DHCP, 

the association with an AP is automatic. By default, an AP sends out a so-called 
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Service Set Identifier (SSID) which is necessary for a STA to associate itself with 

the AP. Since the secret key may be broken, WEP provides no protection at all 

against non-authorized users. Three methods will make it harder to gain access to 

the WLAN: using only static IP addresses; using an access list based on MAC 

addresses of STAs in a WLAN; disabling the SSID broadcast. However, a non-

authorized user still can eavesdrop on transmissions in the WLAN, and take over 

the identity of a STA in the WLAN.  

IEEE802.11i provides better protection for WLAN. It employs an authentication 

server, an entity which participates in the authentication of two or more wireless 

nodes, including the access points. The authentication server can authenticate the 

nodes itself, or it provides material for use by wireless nodes to authenticate each 

other. After authentication, an 802.11i supported device must also gain 

authorization for further service access. The core requirement for WLAN access is 

the verification of a wireless client authorization to send and receive IP packets. 

Therefore, wireless networks need a back-end authorization infrastructure. To 

summarize, the authentication and authorization process includes three basic 

stages, as Figure 4.15 demonstrates: 

1. An initial authentication mechanism used in order to identify valid client. 

2. A key is exchanged and distributed to mutually agree on a secret key between 

the AP and the client (BS), which will be used for subsequent activities. 

3. A data packet authentication protocol (based on the secret key) for subsequent 

data communication. 
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Figure 4.15 - Basic authentication and authorization process used by Wi-Fi 

The Wi-Fi Alliance refers to their approved, interoperable implementation of the 

full 802.11i as WPA2, also called RSN (Robust Security Network).  

4.8 Summary 

Characteristics of three wireless network technologies were discussed. They 

included Bluetooth, ZigBee and Wi-Fi. ZigBee due to its low power consumption 

would be more suitable for long-term RPM compared to Bluetooth. Wi-Fi 

technology was also explored. Due to the same frequency band used by the three 

technologies, interference issues need to be taken in to consideration. In this 

chapter, some methods that could reduce the effects of interference were 

discussed. Finally, security issues when using wireless network technologies were 

discussed. In the next chapter, application of these wireless network technologies 

in RPM will be discussed.  
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CHAPTER FIVE 

5 RPM using Wireless Network Technologies 

5.1 Introduction 

Application of wireless network technologies in healthcare have attracted 

increasing interests amongst researchers, healthcare providers, governments and 

so on. Their applications provide ubiquitous communication, making it possible to 

access information anywhere anytime. Remote Patient Monitoring (RPM) is a 

field that can benefit its further improvement from wireless network technologies. 

A typical RPM system (as shown in Figure 5.1) includes three functional parts 

implementing data acquisition, transmission and analysis. A bedside monitor in a 

data acquisition process obtains vital signs measured by sensors. The vital signs 

are then transmitted through a network to a control room, which is a centre for 

monitoring, analyzing and storage.  

 

Figure 5.1 - Architecture of a typical RPM system 
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5.2 Data Acquisition in RPM using Wireless Sensor Networks  

5.2.1 Wireless Sensor Networks for Data Acquisition 

The sensors used in data acquisition are normally wired, which restricts mobility 

and comfort of patients. Application of wireless biomedical sensors can improve 

patients’ comfort. Some sensors that are used to obtain vital signs have already 

been introduced in Chapter 3. They can be used in a wireless sensor network to 

support multiple-parameter monitoring of an individual patient.  

Early research in the application of wireless sensor network in RPM saw the 

adoption of one or more wireless biomedical sensors which were attached to a 

patient. The sensors communicate directly with a controller (such as a PDA) in a 

star network (shown in Figure 5.2). The application of mesh-network was later 

interoduced. Examples include Schwiebert et al. (2001), who examined power-

efficient network topologies under the assumption that the sensor node positions 

were fixed. However, star-based sensor networks referred to as Wireless 

Personnel Area Networks (WPAN) are widely used in RPM. Some examples 

include: 

� eWatch, a wearable platform sensing motion and temperature (Maurer et 

al. 2006)  

� HealthGear system, which is used to the detection of sleep apneas events 

(Oliver and Flores-Mangas 2006)  

� A wireless ECG monitoring system based upon a WPAN including 

wireless ECG sensors and a mobile phone (Hong et al 2007)  
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� Espina et al. (2008) developed a WPAN-based RPM system for 

continuous blood pressure monitoring.  

� Haahr et al. (2008) used pulse oximeter, electromyography (EMG) sensors 

and a PDA to develop a WPAN for RPM.  

 

Figure 5.2 - The architecture of a WPAN for data acquisition  

5.2.2 Bluetooth and ZigBee-based Sensor Networks for Data 

Acquisition  

A wireless sensor network may be based on various technologies. Bluetooth and 

ZigBee are two suitable technologies for wireless sensor networks. Their technical 

properties have already been discussed in Chapter 4. In a RPM system, a 

Bluetooth or ZigBee based sensor network may communicate externally with 

other networks such as Wireless LAN (Wi-Fi), GSM, GPRS, etc., allowing a wide 

coverage area and offering the possibility of ubiquitous wireless connectivity. 
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Bluetooth-based sensor networks have already been used in RPM. They are based 

on star-topology. A PDA or Smartphone may be used as a central device in a 

Bluetooth WPAN. It gathers data from sensors attached to a patient and sends the 

data to medical personnel (please refer to Figure 5.2).  

Since PDA and Smartphone are computing devices, they were also used to 

process patient’s data locally and monitor the patient’s condition as well as 

providing warnings in some RPM systems. For example, the Ubiquitous 

Monitoring Environment for Wearable and Implantable Sensors (UbiMon) is a 

project conducted by Imperial College London, UK (Lo and Yang, 2005). This 

project aimed to provide a continuous and unobtrusive monitoring for patients 

with arrhythmic heart disease. A Bluetooth-based WPAN worn by a patient was 

used to collect vital signs (ECG, SpO2 and temperature). Vital signs are gathered 

by a PDA (they referred to as Local Processing Unit) carried by the patient. The 

PDA processed the data in order to capture transient events of abnormalities. 

When an abnormality is identified, the PDA sounds an alarm. The patient then 

decides whether or not to send the data to medical personnel. In UbiMon system, 

the PDA acts as an intelligent local consultant and a gateway between WPAN and 

long-range mobile network (using GPRS service). Although the system can 

implement RPM, patient’s manual operations are required and RPM is just a 

supplement of local monitoring and consultant.  

A similar example is MobiHealth that aims to provide continuous monitoring of 

patients outside the hospital environment (MobiHealth 2008). It consists of a 
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Bluetooth-WPAN which comprised various biomedical sensors and a PDA. The 

PDA is used in the same way as in UbiMon. However it can automatically send 

notification to medical personnel through GPRS/UMTS message services, which 

minimized patient’s manual operations. The system also supports medical 

personnel in respect of on-demand remote monitoring of a patient’s live/historic 

data. A medical personnel located in a control room can send commands to the 

PDA and request data for observation. Although UbiMon was proposed to support 

continuous RPM, power supply was a major problem. Broens et al. (2007) proved 

that a UMTS terminal (e.g. Nokia telephone) transmitting data continuously 

would empty its battery in less than 2 hours (at best). Furthermore the Bluetooth 

WPAN can only work for 9 hours supporting continuous local monitoring 

(MobiHealth 2008).  

In addition to high power consumption, Bluetooth has other limitations which 

have been discussed in Chapter 4. For example, a Bluetooth WPAN can only 

support up to seven active nodes for transmission in RPM. This limits the number 

of sensors for multi-parameter RPM. A Bluetooth WPAN is easy to be interfered 

by other Bluetooth WPANs and wireless systems working at 2.4 GHz. These 

limitations may also affect its usability for RPM on general hospital wards.  

To respond to an overwhelming need for continuous monitoring of vital signs of 

patients within a general ward, a low-power WPAN with a common architecture 

and the ability to handle multiple sensors should be implemented. Low-power 

ZigBee sensor networks can meet this demand.  
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ZigBee technology conforms to IEEE 802.15.4 standard which is designed for 

simple, low-cost, low-power consumption WPANs (please refer to Chapter 4). In 

addition, the features make it more suitable for RPM on general wards are: 

� Scalability: A ZigBee network is capable of supporting up to 65,534 nodes; a 

coordinator (master node) can manage up to 255 active nodes at a time. 

� Data rate capacity: ZigBee provides the maximum data rates at 250 kbps in the 

2.4 GHz band, 40 kbps in the 915 MHz band and 20 kbps in the 868 MHz 

band. These are sufficient for the transmission of vital signs of a patient, which 

normally require several kbps, e.g. Blood pressure and ECG require 1.2 kbps 

and 6 kbps respectively (Khan et al. 2008).    

� Cost: Compared to Bluetooth, ZigBee can be treated as a cost-effective 

solution for its implementation and maintains in RPM (Vershny 2009). 

Applications of ZigBee-based sensor network for continuous RPM have been 

considered in some projects. Khan et al. (2008) proposed a star-based ZigBee 

network for RPM on a general ward where four patients reside (as shown in 

Figure 5.3). The network consisted of a master node and twenty sensor nodes. The 

master node connected with a local PC through RS232 cable. It collected vital 

signs from the ZigBee-based sensor nodes and sent them to a database on the PC. 

Medical personnel could then retrieve the data remotely from the local PC. Khan 

et al. (2008) claimed that their system could easily be developed by integrating a 

ZigBee network with existing hospital Ethernet-based network.  
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Figure 5.3 - A single ZigBee network approach 

However, Sahandi et al. (2010) indicated that the system based on a single ZigBee 

network had limitations. For instance, the distance between the sensors and the 

master node can be an issue. A typical transmission range for ZigBee is 10 metres. 

Patients located outside this coverage area cannot be monitored. Khan et al. 

(2008) argued that “10 metres is sufficient for monitoring four patients residing in 

a ward”. However, some general wards can be larger, accommodating more 

patients. In those wards, a single master node will not be able to support data 

transmission of all the sensors attached to all the patients. Further, a master node 

within a WPAN normally communicates using a single channel. The maximum 

bandwidth for such a channel is 250 kbps (142.83 in reality, please refer to 

Appendix 1) that is shared by all the sensors in the WPAN. The communication of 

a large number of sensors using a single channel generates transmission delays 

due to the CSMA/CA mechanism used by the network. Therefore, it can be 
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argued that a single ZigBee network may be unable to support data transmission 

for all the sensors in a large ward with more patients.  

A multiple ZigBee-WPAN-based RPM is proposed in this project. The difference 

between this and the single WPAN RPM is in the number of master nodes which 

are used. In a single WPAN only one master node is used for the entire sensor 

network. Whilst in the multiple-WPAN approach, a master node is used in every 

WPAN for each patient. Sensors within each WPAN gather vital signs from a 

patient and transmit them to their master node within this network. The master 

node collates the data received into a single packet for efficiency and transmits it 

through a network to a control unit for monitoring and storage. Figure 5.4 shows 

this multiple WPANs approach for RPM on a ward.  

 

Figure 5.4 - Multiple-WPAN approach for RPM on a ward 
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Due to the short distance between the devices in this approach, the transmitted 

data will be received by the master node with sufficient signal strength, reducing 

the possibility of errors and data loss. To reduce interference and avoid frequency 

overlaps, the WPANs, particularly those adjacent to each other, will be using 

different transmission channels for communication between the sensors and the 

master nodes. This is facilitated by the ZigBee channel allocation mechanism. 

Further, the master nodes only communicate with the sensors within their own 

WPANs, thereby reducing the volume of traffic communicated as well as the 

latency. To compare the performance of single-WPAN approach and the proposed 

approach, both scenarios are simulated using network modelling and simulation 

tool, OPNET. Detailed information and simulation results are discussed in 

Chapter 8.  

Although the implementation of multiple ZigBee WPANs in RPM will increase 

the cost, it provides higher reliability for data transmissions. Further allocating a 

master node per patient will improve data integrity in RPM. For instance, each 

master node can integrate patient identification with packaged data to avoid miss-

representation. Also, data transmission intervals can be adjusted based on 

individual patient’s condition. 

However the proposed multiple-WPAN approach may encounter the problem of 

channel frequency overlaps (Sahandi and Liu 2010). WPANs sharing a frequency 

channel may cause increased transmission delay and consequently data loss. 

Therefore the problem of channel frequency overlaps needs careful consideration 
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when using multiple WPANs. The channel frequency overlap problem was 

investigated in simulation, which will also be discussed in Chapter 8.  

5.3 The Use of Wi-Fi in RPM 

ZigBee is a short-rang wireless network technology. Therefore an additional 

network is required to deliver vital signs from ZigBee WPANs to the central 

control room which may be at a distance in a general ward. Ethernet-based Local 

Area Networks (LANs) is suitable for this task, which are also widely used in 

hospitals. Particularly since many hospitals with older structures and buildings 

may not have suitability for LANs. Wireless Ethernet LANs (Wi-Fi) by offering 

highly flexible means for data exchange can facilitate this.  

Some works have already been done to use Wi-Fi in RPM in hospitals. For 

example, in the MedLAN project, a Wi-Fi based network was designed to 

transmit real-time video and audio from Accident & Emergency (A&E) units to a 

physician for remote monitoring and consultation (Banitsas et al. 2001).  

At the Jikei University Hospital in Minato-Ku, Japan, a wireless reporting system 

was developed using Wi-Fi. The system consisting of a picture archiving and 

communication system, a diagnostic server and portable laptops, is used by 

radiologists, physicians and technologists to review prevalent radiology reports 

and images and instantly compare them with reports and images from previous 

examinations (Yoshihiro et al. 2002). 
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Wi-Fi also plays the key role in the PDA-based system which has been discussed 

in Chapter 2. As it was discussed, through Wi-Fi, PDAs can upload valuable data 

from the patients directly into the centralised monitoring system.  

In addition, in a network based system, patients’ information can be shared among 

medical personnel. For example, University of Aarhus in the AWARE project 

used Wi-Fi to share patient’s record among 20 mobile medical personnel carry a 

PDA within a hospital (Hansen 2006). A doctor can use his/her PDA to download 

a patient’s information stored on some other personnel’s PDAs for display and 

review. He/she can also input new information or send text messages to some 

other medical personnel through Wi-Fi.   

Widely adoption of Wi-Fi technology in hospitals has made it possible to use it 

together with ZigBee in RPM on general wards. In such a case vital signs can be 

sent from patient to medical personal wirelessly and seamlessly. Some problems 

need considerations to address the reliability of transmission in using wireless 

technologies for healthcare. Wi-Fi technology uses shared bandwidth which limits 

the capacity of the network. In the event of capacity overflow, vital signs cannot 

be delivered to the control unit, which will cause the failure of RPM. In addition, 

frequency overlaps between Wi-Fi and other technologies using ISM 2.4 GHz can 

cause interference problems, which can result in unacceptable delay and data loss. 

Moreover security issue should also be considered.  
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5.4 Summary 

Wireless network technologies can be utilized for further improvement of 

healthcare service. In this chapter, some examples of their applications were 

discussed. This included examples of applications of wireless sensor networks in 

data acquisition. Bluetooth, due to its limitations, is unable to support long-term 

RPM, whereas low-power ZigBee can be used in RPM on general hospital wards. 

Two alternative approaches to use ZigBee networks were discussed. In addition, 

Ethernet LAN, particularly wireless Ethernet (Wi-Fi) was considered for 

supporting RPM on general hospital wards and some related issues were 

discussed. In the next chapter, a wireless RPM system proposed in this project 

will be discussed.  
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CHAPTER SIX 

6 Proposed Wireless RPM on General Wards 

6.1 Introduction 

The design of a RPM system should be based on the specific requirements for 

patient monitoring. Although many efforts have already been made for the design 

of wireless RPM, the developed systems are either unsuitable or have many 

limitations. For instance, some systems like the UbiMon (Lo and Yang 2005) 

analyze vital signs locally. When patents receive warning signals, they need to 

inform their healthcare providers asking for assistance. Some systems like 

MobliHealth (MobliHealth 2008) enable medical personnel remotely access 

patients’ vital signs on-demand. Research taken by Lorincz et al. (2004), Lin et al. 

(2004), Yu and Cheng (2005) etc. made some efforts on developing a RPM 

system for continuous automated monitoring. Their systems may not be suitable 

for supporting long-term RPM on general wards due to high-power-consumption 

WPAN used. Furthermore, these systems can only monitor individual or several 

patients, which may restrict their benefit for improving holistic care.  

A wireless RPM system is proposed for general hospital wards in this project.  

Such a system can significantly improve patient monitoring and holistic care on 

general hospital wards. It can gather vital signs from each patient automatically 

and send them to a central control room for real-time monitoring. Benefit from the 

centralized and automated monitoring, all the patients on general wards can be 
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monitored; nurses can have the holistic view of patients’ condition and work more 

efficiently. In addition, the use of wireless technologies provides more flexibility 

and mobility to patients during hospitalization. In this chapter the proposed RPM 

system is discussed. 

6.2 Main Components of the Proposed RPM 

The proposed system consists of three main components: Data Acquisition 

System (DAS), data transmission system and central control unit. Figure 6.1 

shows the framework of the proposed system.  

 

Figure 6.1 - Framework of the proposed RPM system 

6.2.1 Data Acquisition System  

The function of the DAS is to obtain vital signs from patients. Wireless sensors 

provide more comfort and mobility to patient. Each patient is allocated with five 

sensors which are capable of measuring vital signs (including heart rate, oxygen 

saturation, blood pressure, respiration rate and temperature). The sensors with 

wireless capability are networked ZigBee-based wireless network technology.  

A master node is used per patient. The master node can be located on the bedside 

of a patient. The master node which is integrated with five sensors forms a WPAN. 

The master node controls the communication of the sensors within the WPAN. In 
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this thesis the WPAN which consists of a master node and five sensor nodes are 

referred to as a DAS. Figure 6.2 illustrates the architecture of a DAS. 

 

Figure 6.2 - Architecture of a DAS 

It was discussed in Chapter 5 that ZigBee technology, due to its low-power 

consumption feature, is suitable for long-term RPM on general wards. Therefore 

the proposed DAS is based on a ZigBee WPAN.  

Although there is an alternative approach of using single master node to receive 

data from all the sensors attached to all the patients on a general ward (please refer 

to Chapter 5 section 5.2.2). To overcome the limitations of the signal master node 

approach, multiple-WPAN approach is decided in this thesis. In such a case the 

sensors in a ZigBee WPAN will be within a short proximity of the master node 

communicating data with good signal strength, reducing the possibility of errors 
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and data loss. Moreover there will be a limited number of active sensors for 

generating vital signs for transmission in a ZigBee WPAN. Hence it can avoid 

transmission collision caused by a considerable amount of transmission using the 

limited bandwidth.  

It is worth mentioning that the master node in the proposed DAS has more 

functionalities than a normal master node defined by the ZigBee standard (please 

refer to Chapter 4). The master node in the proposed DAS will be capable of 

collating and sending the received vital signs to a central control unit through a 

data transmission system. The design of the prototype DAS will be discussed in 

Chapter 7. 

6.2.2 Data Transmission System 

The data transmission system is used to transfer vital signs from all DASs to a 

control unit through a local area network for monitoring. In the proposed RPM, an 

Ethernet-based Local Area Network (LAN) will be utilized. Figure 6.3 illustrates 

an overview of the data transmission system. The arrows represent the direction of 

vital signs transmissions. 
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Figure 6.3 - An overview of the LAN-based data transmission system 

A nurse in the central control unit can monitor patients’ conditions in real-time. 

An authorized doctor can also access this information through a wireless LAN 

system.  

However, the reliability of data transmission in the Ethernet LAN may be an issue 

requiring careful consideration. Ethernet LANs are non-deterministic and their 

performance can be affected by the number of active communicating devices as 

well as the volume of data communicated. The performance of wireless LAN in 

RPM will be studied in a simulation environment in Chapter 8.  
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6.2.3 Central Control Unit 

A central control unit is proposed for the RPM on general hospital wards. This is 

the centre for processing of vital sign, analysis, display and storage. Figure 6.4 

shows the architecture for this unit. Patients’ vital signs received from the DASs 

are displayed graphically on-line in real-time. The data is analysed for a pattern of 

change to identify abnormalities. This can aid to prevent further deterioration of a 

patient’s condition. An alarm may be raised when an abnormality is identified. A 

major benefit of this unit would be the ability to monitor patients’ conditions 

continuously, especially at night, without disturbing their sleep. Doctors will also 

be able to access this information remotely through the LAN or World-Wide Web 

(WWW), especially if they are away from general wards. A database can be 

developed using the illustration shown in Figure 6.5  

 

Figure 6.4 - The architecture for central control unit in the RPM system 
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Figure 6.5 – A designed database for the control unit 

To assist medical personnel to easily identify the patients who require attention, a 

three-colour-state mechanism is introduced to indicate patients’ conditions. The 

use of three colours (green, amber and red) is to represent different state of 

patients’ conditions in order to cause different level of attention of nurses 

(Sahandi et al. 2010). Figure 6.4 shows the architecture of the control unit. In the 

figure, the colour of the icon representing each patient indicates the condition of 

the patient. It should be noted that the three-colour-state which is proposed to 

facilitate the identification of patients’ condition in RPM, may need further 

validation.  



 

88 

 

Furthermore, abnormality and rapid changes to vital signs can be indications of 

physiological deterioration. This may be detected by using predefined safe-range 

of vital signs which determines the upper and lower thresholds of a type of vital 

sign (e.g. heart rate). If the measurement of vital signs is out of the safe-range, the 

measurement may be treated as abnormality. In the proposed RPM system, the 

safe-ranges chosen are based on the consultation with hospital staff. However, due 

to the large variety of patients on general wards, further investigations are 

necessary to develop an algorithm for detecting abnormalities in vital signs.      

State 1 (green): Assuming each patient on a general ward is in a stable condition; 

their icons will be displayed in green. The monitoring software applies an 

appropriate algorithm to the patient’s vital signs which have arrived at the control 

unit to detect abnormalities. In a stable condition, the icon representing the patient 

will be shown in the green colour. 

State 2 (amber): As soon as the monitoring software detects an abnormality in a 

patient’s condition, the icon will change colour to amber and start blinking along 

with a gentle warning sound to raise the attention of staff. At this point, nursing 

staff are alerted to attend to the patient.  

State 3 (red – alert): An abnormality is detected by the monitoring software 

which is regarded as severe and requires urgent attention. A request is made to 

alert the medical team.   
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6.3 Some Relevant Issues 

Automatic identification of abnormalities 

It may be possible to implement a detection system based on identification of 

sudden changes to vital signs, which may be used as an initial trigger in an 

automated RPM system. Several studies have shown that instability in vital signs 

is evidence of deterioration (Whittington et al. 2007). It is worth noting that 

automatic identification of abnormalities in a RPM system is a challenging task 

requiring a considerable amount of signal/data processing and medical expertise. 

This may be in the form of a rule-based system for identifying abnormalities as a 

large number of factors should be considered.  

Vital signs of individual patients can also be stored for future use at the central 

control unit. Vital signs of a large population of patients stored over a period of 

time may be used to study patterns of change in vital signs, facilitating the 

identification of generic health problems of one or more patients.  

Transmission interval 

It should be noted that due to the nature of general wards, patients may require 

different levels of medical care and attention. Some patients may require frequent 

monitoring, whilst others may need less. Consequently, frequent transmission of 

vital signs of patients, who are in a stable condition, may put unnecessary pressure 

on the network. However, choosing long intervals for patients who require more 

attention may make the monitoring process ineffective. A RPM for general wards 
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should, therefore, have the facility to enable the transmission interval to be 

adjusted locally at the DAS or remotely from the central control unit. This is 

necessary as patients’ conditions may change, resulting in more intensive 

monitoring being required. 

Security and data integrity 

The issue of security and data integrity also require attention due to potential 

detrimental consequences. Accordingly adoption of wireless technologies for 

transmitting medical data signifies greater need for security. Data transmitted 

though wireless networks should be encrypted to increase security. In addition, 

vital signs should be accompanied by Patient’s Identification (ID) avoiding 

misrepresentation. For example, a ZigBee WPAN can use a unique Patient ID 

(PID) as WPAN Identification (WPANID) to distinguish data from other WPANs. 

The PID can also be used to check for data integrity. PIDs would accompany vital 

signs transmitted from each WPAN to the control unit. Details of this process are 

discussed in Chapter 7.  

To increase security of data transmitted from a WPAN to the control unit, the data 

may also be encrypted. Encrypted vital signs and patient’s IDs can then be 

communicated between WPANs and the control room.  

Operational overview of the proposed RPM  

At the initial point where patients are admitted to a general ward, wireless sensors 

are attached to them. A DAS is allocated to each patient on a general ward 
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forming a single ZigBee sensor network (WPAN). The DAS is then configured 

using the patient ID, allocated centrally, at which point an appropriate 

transmission time interval is also set, depending on the severity of the patient’s 

condition. The patient ID is used during communication between the sensors and 

the master node to ensure data integrity. The patient’s vital signs, gathered by the 

sensors, are accompanied by patient ID and are transmitted in an encrypted form 

to the master node within the WPAN. The master node subsequently transmits the 

encrypted data to the control unit through a local area network. Since the patient 

ID is allocated centrally, it will be recognized by the RPM system protecting data 

integrity. The vital signs of patients are recorded at the central control unit 

electronically for future use. In the control room each patients is represented using 

an icon on a display unit (please refer to Figure 6.4). Each icon will act as an entry 

point into the patient’s live and recorded data, as well as medical history. In 

addition, as it was discussed in section 6.2.3, the icons can be colour coded to 

reflect patients’ conditions. Figure 6.6 illustrates the operation overview of the 

proposed RPM system.  

 

Figure 6.6 - An operational overview of the proposed RPM 
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6.4 Summary 

The proposed wireless RPM system was discussed. This system utilizes a low-

power ZigBee-based sensor network (WPAN) for each patient for data 

acquisition. A local area network is used for transmission of vital signs from 

patients to a central control unit. The control room is used to display, analyze and 

store the data. Vital signs are accompanied by patient ID to facilitate data integrity. 

They are also encrypted to provide security. The proposed system has the 

capability of monitoring a large number of patients and provides further 

improvement to holistic care of patients on general wards. Some relevant issues as 

well as an operational overview of the proposed RPM system were also discussed. 

A prototype system will be discussed in the next chapter. 
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CHAPTER SEVEN 

7 The Prototype RPM  

7.1 Introduction 

A prototype system is designed to demonstrate the functionality of the proposed 

RPM system (illustrated in Figure 7.1). It consists of three main components: Data 

Acquisition System (DAS), data transmission system (based on a Local Area 

Network) and central control unit. The implementation of a ZigBee-based DAS is 

the majority part of the discussion in this Chapter. It includes the design of a 

ZigBee-based sensor network (WPAN) and the experiments based on the 

prototype. In addition, a prototype central control unit was designed for graphical 

and real-time display of vital signs.  

 

Figure 7.1 - A prototype of the proposed RPM 
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7.2 The Prototype Data Acquisition System 

The DAS in the proposed RPM system is based on the star-topology using 

ZigBee-based sensors. It consists of a network of five ZigBee-based biomedical 

sensors. The sensors are responsible for obtaining vital signs, such as heart rate, 

respiration rate and so on and sending them to a master node in the DAS.  

Currently ZigBee-based biomedical sensors are still under development. They are 

not readily available in the market. In this project, a device was designed to be 

used in the prototype RPM. This device will be referred to as ‘ZB’ in the rest of 

this thesis. Section 7.2.1 provides detailed information on ZB.  

7.2.1 Design of a Simulated Wireless Biomedical Sensor (ZB)  

Design of ZB is based on the architecture of a generic wireless sensor node which 

comprise of four basic blocks: power supply, communication block, data 

processing block and sensing block. The power supply block consists of a battery 

and a dc-to-dc converter to power ZB. The communication block consists of a 

ZigBee communication module. It is an XBee series2 sensor which can be 

configured as a ZigBee end device (ZigBee device can be of two main types, end 

device or a master node).  The processing block consists of an Analog-to-Digital 

Converter, a microcontroller and memory. This block is used to receive signals 

from the sensing block and then process them using designated software stored in 

the memory. The functions of the sensing block depend on its application. In this 

project, it is simulating a biomedical sensor for measuring vital signs. The ZB also 
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has three additional blocks for local state indicator, local display and transmission 

interval adjustment. These blocks and their functions will be discussed in 

subsection 7.2.1.5 Additional blocks. Figure 7.2 shows the architecture of a ZB. 

 

Figure 7.2 - System architecture of ZB 

7.2.1.1 Power Block 

The power block is responsible for supplying power to a ZB. Table 7.1 lists the 

main components and its function in circuit. Figure 7.3 is the schematic diagram 

of the power block.  

Table 7.1 - Main components of designed power unit 

 Component Function 

U4 Triple-pin regulator LM7805 Convert dc input to +5V output voltage 

D1 Diode 1N4007 Reverse polarity protection 

D2 Emitting LED Show working status of the power block  
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Figure 7.3 - Schematic diagram of the power unit 

7.2.1.2 Simulated Sensing Block 

This is referred to as simulated sensing block as it is not a practical biomedical 

sensor which can measure vital signs. Instead a potentiometer is used acting as a 

simulated sensor in this project. Its resistance can be adjusted to control the output 

voltage to the microcontroller (through the pin AD0 of PIC16F887), which is used 

to simulate reading/value for vital signs such as temperature. Figure 7.4 shows the 

schematic diagram of the simulated sensing block. Since the focuses of this thesis 

is not to develop wireless biomedical sensors for measuring vital signs, this 

simulated sensing block is utilized. This can simplify the design of ZB, because it 

can avoid complexity of building interfaces between biomedical sensors and 

ZigBee-based communication block. 
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Figure 7.4 - Simulated sensing block (potentiometer) 

A practical wireless biomedical sensor can be built together with ZB by replacing 

the potentiometer with a biomedical sensor. However, it should be noted that the 

range of measurement, resolution, the number of parallel output wiring may vary 

for sensors depending upon the vital sign that they measure. Also manufacturers 

support their own interfaces for their sensors. Therefore, standard interfaces for 

biomedical sensors are required for implementation in wireless biomedical 

sensors to be used for RPM.  

7.2.1.3 The Processing Block 

A processing block determines to a large degree both the energy consumption and 

the computational capabilities of a sensor node. It consists of a small size 

microcontroller with embedded programs. PIC16F887 microcontroller, due to its 

low power consumption and industry popularity, is utilized in the design of ZB. 

Table 7.2 lists its key specifications. Detailed specifications from can be found in 

Appendix 2.  
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Table 7.2 - Key specifications of PIC16F887 

Memory Type Flash 

Program Memory 8K byte 

Data Memory 368 byte 

EEP Rom 256 byte 

Number of I/O pins 40 

Max CPU Speed 20MHz 

ADC 14 channels, 10 bits 

Request Power Range DC 2~5V 

The microcontroller (PIC16F887) has to be initialized before its utilization. The 

initialization is implemented using MPLAB IDE v8.46, which is C language-

based software for programming embedded systems for microcontrollers. After 

being programmed, the microcontroller can perform multiple tasks. The main task 

is to simulate measurement of vital signs. As it was mentioned in subsection 

7.2.1.2, an adjustable voltage controlled by the potentiometer (simulated sensing 

block) is the input to the microcontroller (PIC16F887). This signal is digitalized 

by an ADC. The sampling rate used by the ADC is 10 Hz (1 ÷ (100ms)). The 

digitalized signal varies from 0 (0V) to 1023 (5V), which can be expressed by 

equitation 7.1. This signal is then output to the communication block through a 

Universal Asynchronous Receiver Transmitter (UART) interface.  

Digitalized signal � C67789: ;9<6: =>?:@A8
M@C ;9<6: =>?:@A8 	 
2D$ � 1�                (7.1) 

where current input voltage is from 0 to 5 volts; Max input voltage is 5 volts. 
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Figure 7.5 presents the pins description of PIC16F887 (U1) used in the design of 

ZB. The C code for the initialization of the microcontroller and the programmed 

system can be found in Appendix 3. The flow chart for this process can be found 

in Appendix 4. 

 

Figure 7.5 - Processing block of ZB 

7.2.1.4 Communication Block 

To send data in a wireless environment, a ZigBee transmission module is 

integrated with ZB. A ZigBee module (shown in right side of Figure 7.6) is an 

essential component for the communication block. Digi XBee series 2 module is 

utilized to support the communication function of ZB. This module has been 

extensively used in current application of ZigBee technology. Table 7.3 shows its 
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specifications. The manufacture datasheet of this module can be found in 

Appendix 5.  

 

Figure 7.6 - ZigBee-based transmission module 

Table 7.3 - Specifications of XBee series 2 ZigBee module 

Frequency band 2.4 GHz 

RF data rate 250 Kbit/sec 

Indoor transmission rang <40m 

Transmit power 1.25 mW(+1dBm) 

Receiver sensitivity (1% PER) -95 dBm 

Data integrity PAN ID, 64-bit IEEE MAC 

Encryption 128-bit AES 

Support channel 16 

Reliable packet delivery Retransmission/Acknowledgement 

It is worth mentioning that Digi XBee series 2 modules are updated from Digi 

XBee series 1 module. Digi XBee series 1 module can only support the features 

defined by IEEE 802.15.4 standard. It only allowed point-to-point communication 
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between two modules. Also the configuration of it is more complex than Digi 

XBee series 2. For instance automated channel scan and channel allocation are not 

permitted by Digi XBee series 1. A user has to manually choose a channel and 

allocate it to both transmitter and receiver in order to establish communication. 

However, the manually selected channel could be interfered with other devices 

using ISM 2.4GHz.  

An XBee shield (shown on the left side of Figure 7.6) is used on ZB. It supports 

UART communication between the ZigBee module and the processing block. 

Figure 7.7 shows the schematic diagram of the communication unit.  

 

Figure 7.7 - Schematic diagram of the communication unit 

It is worth mentioning that the maximum output range from the microcontroller is 

5V. ZigBee module works at 3.3V. Therefore a regulator was used to convert 

voltage. However a module needs to be integrated to covert XBee output voltage 

to 5V, otherwise the microcontroller would not able to process input signal from 
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the communication block. The circuit to implement the voltage conversion is 

shown in Figure 7.8.  

 

Figure 7.8 - Voltage conversion between the communication and the processing 

blocks on ZB 

A ZigBee module needs to be configured before using it in a network. The 

configuration involves classification of the node (master or slave), network ID, 

destination address, the security option and so on. In the case of using XBee series 

1 module, the channel used for transmission also needs to be set manually.  

Manufacturers usually provide their own software for configuration. X-CTU 

(version 5.1.4.1) provided by Digi is used in this project for configuring the XBee 

series modules. Figure 7.9 shows the interfaces of X-CTU used for configuration 

(A table listing all the configurable parameters is included in Appendix 6). The 
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details of the configuration process are provided in section 7.2.2 Data Acquisition 

System. 

 

Figure 7.9 - Interfaces of X-CTU for configuration 

7.2.1.5 Additional Blocks 

In addition to generating and sending data, ZB has three additional blocks 

working together with the processing block performing the following functions:  

Local display of current reading  

ZB includes two seven-segment-LEDs to display local reading of data. Two 

seven-segment-LEDs are used to display current readings in decimal number. 

Figure 7.10 shows schematic diagram of local display. 
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Figure 7.10 - Schematic diagram of local display  

The microcontroller processes the input and converts it into a corresponding value 

for display. This value is used to represent simulated vital signs. This method for 

conversion and calibration is based on the equitation: 

Vital signF67789: 78@G;9A � H Max input � Min input
Max vital sign � Min vital signN 	 Current input  

The range of voltage used for calculation is from 0 to 5V. The maximum and 

minimum values for vital signs are shown in the Table 7.4. The values correspond 

to the range of measurement are introduced for experiment. Further study should 

be carried out to develop a RPM system against the practice. 

Table 7.4 - The range of vital signs used for display 

Vital signs Heart rate BR BP SpO2 Temp 

Min-Max 0-220 0-60 0-180 0-100% 0-42 
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Local States Indicator  

ZB also has three light emitting diodes to illustrate local warning. The emitting 

diodes are in three colours: red, amber and green. The colours are used to indicate 

three different levels. Red means a patient’ condition is critical; Amber means the 

patient require some attention; Green means the condition is normal. These 

functions are controlled by the microcontroller, which compares the value of input 

with a pre-set states ranges to determine the condition. Figure 7.11 shows the 

algorithm used for implementing the local states indicator. Table 7.5 lists the pre-

set for the three states. It should be mentioned that the pre-set state ranges are not 

practical for clinical usages; they are just used for the purpose of experiments.  

 

Figure 7.11 - The algorithm used for implementing local states indicator 
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Table 7.5 - Preset range used for local states indicator 

Vital signs Red states Amber states Green states 

Heart rate (beat/s) [0, 60) ∪(160, 220] [60, 65)  (120, 160]∪  [65, 120] 

Respiration rate(times/s) [0, 10) ∪ (35, 60] [10, 15) ∪ (25, 35] [15, 25] 

Blood pressure (pa) [0, 85) ∪(150, 180] [85, 90) (130∪ -150] [90, 130] 

Oxygen saturation (%) [0, 90) [90, 95) [95, 100] 

Temperature (˚C) [0, 35)  (40, 42]∪  [35, 37)  (38∪ -40] [37, 38] 

Adjustable transmission intervals  

ZB provides flexibility for adjusting transmission intervals for sending data from 

each master node to the control unit. This is necessary due to approach the nature 

of general hospital wards, where some patients need more care and attentions 

whilst others way needs less.  

This function is implemented by changing the frequency of polling data. 

Transmission interval can be set in ZB from 1 second to 9 second.  The default 

setting of transmission interval is 3 seconds. This can be changed by using two 

switches on ZB. One is for increasing the interval another is for decreasing. Every 

time the switch is pressed, the transmission interval changes by 0.1 second.  

Figure 7.12 shows a ZB acting as a heart rate sensor in operation. Two seven-

segment-LED shows the current reading is 60. This patient is presumed to be in a 

normal condition, therefore green light is emitting. It can be observed from Figure 

7.12 that there are another two green light emitting diodes. These two diodes were 
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used to indicate the operation state of ZB. Once the ZB being powered, they will 

switch on.  

 

Figure 7.12 - A ZB in operation 

More information of the design of ZB can be found in Appendix 7, which 

includes the completed diagram of the design. 

7.2.2 Data Acquisition System (DAS) 

The main functions of the DAS can be divided into two parts:  

� To gather data (vital signs) from ZBs  

� To send the data to the control unit  
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A prototype DAS is built based on two main parts: 

� A ZigBee module (which has been configured to a ZigBee coordinator) 

� A PC with both Ethernet network card and IEEE 802.11g wireless card. The 

PC is used for transmitting the data obtained from the ZigBee coordinator to 

the control room. This is required since the ZigBee coordinator cannot be 

directly connected to an Ethernet network.  

The ZigBee coordinator is referred to as master node (please refer to Chapter 4) in 

the designed prototype. It initiates and controls the communication between the 

ZigBee-based sensors and itself. The PC is connected to the master node through 

a RS232 cable and receives data from the master node through this serial port. 

Table 7.6 indicates the parameters which were set for communication through this 

serial port. 

Table 7.6 - Setting of serial port communication 

Baud rate 9600 

Flow control  None 

Data Bits 8 

Parity None 

Stop Bits 1 

The PC can send the data received from the serial port to the control unit via 

either the wired or wireless Ethernet network.  
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Configurations of ZigBee Modules for Communication 

Configuration is very important in application of ZigBee sensor networks. It 

involves many aspects such as selecting the node type, network address and so on. 

The X-CPU software was used to configure the ZigBee modules. This software 

contains many versions of firmware, which can be selected and written into a 

ZigBee module through RS232 or USB port. The configuration progress included 

two parts: configuration of a master node and configuration of the end devices.   

Configuration of a master node 

ZNET 2.5 coordinator firmware version 1047 was selected for configuring the 

master node. It is the latest coordinator version for configuring a Digi XBee series 

2 modules. The parameters that have been configured are listed in Table 7.7. 

Figure 7.13 shows the menu used to configure the master node.  

Table 7.7 - Configured parameters of master node 

Configured Parameters Settings 

WPAN ID 234 

Node Join Time FF 

Destination High and Low 0 

Device Type Identifier 0 

Power Level 4 (Highest) +3dBm 

Power Mode 1(Improved Sensitivity) 

Encryption Enabled 0 (Enabled) 

AES Encryption Key 0123 

All the Other Parameters Default 
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Figure 7.13 - Configuration of master node 

Once being configured, the master node can automatically scans the air to select a 

communication channel using the mechanism introduced in Chapter 4. This 

channel cannot be changed during data transmission. The master node 

subsequently broadcast its address including a WPAN ID using this channel. 

Clients can then join this WPAN by sending their request to the master node 

through this channel. The WPAN ID can be changed to a number between 0 and 

16383. It is used by the WPAN to distinguish the data transmitted by other 

WPANs. Each ZigBee module has a unique address allocated by its manufacture. 

This address contains two parts: serial high and low addresses (see Figure 7.13) 
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Node Join time (NJ) also needs to be set. An infinite join period is used, so that 

ZBs can join the master node at any time. In some cases, the master node can be 

configured to have a time-period during which nodes’ joins are allowed. The 

infinite join provides more flexibility, as there is no time restriction for ZBs to 

send request for join a WPAN.   

Configuration of ZigBee module for ZB 

ZNET 2.5 end-device firmware (version 1247) was used for configuring ZigBee 

module on ZBs. Several features needed configuration to include channel 

verification, WPAN ID, destination address, node identifier and encryption key 

(see Figure 7.14). The features are discussed in detail in the following. All the 

other configurable features that use default settings are listed in Appendix 6 with 

brief introduction. 

(1) Channel verification  

This setting is only used by ZigBee end-devices. If it is enabled, an end-device 

(ZB) can verify whether a coordinator exists on the same channel to ensure its 

operation on a valid channel; it will leave, if a coordinator cannot be found (if 

NJ=0xFF). If channel verification is set disabled, the end-device (ZB) will remain 

on the same channel all the time. In this prototype, channel verification was 

enabled to ensure ZBs operate on a valid channel in the experiments. 
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(2) WPAN ID 

The WPAN ID of a ZigBee module need to be as same as the one used by its 

master node, otherwise communication between the ZBs and their master node 

cannot be established. In this thesis, a unique Patient ID (PID) is used as WPAN 

ID, which has been discussed in Chapter 6.  

(3) Destination address 

ZigBee supports 64 bit destination address, which is divided into two parts. Upper 

32 bits destination address and lower destination address. 0x000000000000FFFF 

is the broadcast address for the PAN. 0x0000000000000000 can be used to 

address the master node. In this prototype, both upper and lower destination 

addresses were set to 0, so that all the five ZBs recognize the master node as their 

default destination for transmission.  

(4) Node Identifier  

Node Identifier (ID) can be a series of numbers, words or a combination of 

numbers and characters. It can be used in a WPAN to distinguish data from 

different transmission modules. For instance, “Heart Rate” can be given as an ID 

to the ZB behaving as the heart rate sensor. In addition, an extended Node ID can 

be used as patients’ ID in RPM to improve data integrity in RPM.  

(5) Encryption key 
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The encryption key can be used to provide security and privacy in the application 

of ZigBee WPAN in RPM. The key is a hexadecimal string set by the user. It 

should be used for both ZBs and the master node. The length of the key needs 

careful consideration since it will put extra load on the ZigBee network. 

 

Figure 7.14 - Configuration of ZigBee module of ZB 

7.2.3 Data Transmission in ZigBee-based Networks 

A range of experiments were carried out in this project to investigate the 

feasibilities of using ZigBee sensor networks in RPM. The main purpose was to 
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validate transmission reliability. Several aspects were studied. They included 

channel verification, reliable transmission range and the impact of interference.  

Two PC were used. One connected to a ZigBee master node; the other linked to a 

ZigBee module that was configured to an end-device (ZB). In that case, a simple 

ZigBee sensor network was formed. Data transmission between them was based 

on master-to-slave mode, which has been discussed in chapter 4. Connections 

between each PC and ZB were through RS232 cable. The PC connected to the ZB 

was set up to simulate a biomedical sensor. It generated data (vital signs) and sent 

them to the master node via ZB. The PC connected to the master node displayed 

the received data. Figure 7.15 illustrates the layout of the experiments. 

 

Figure 7.15 - Layout of the experiments 
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Channel Verification 

Channel verification is important as it is the key to ensure a ZB works on a 

validate channel. Otherwise data transmission from ZB to the master node can not 

be implemented. It can cause data loss, which is not acceptable in RPM.  

In the experiments, it was found that a ZB with channel verification enabled, still 

can communicate with its master node on the same channel every time when the 

master node or itself is restarted. However a ZB with channel verification disabled 

can lose connection with its master node due to the change of channels by its 

master node. 

Transmission Range 

Awareness of validated transmission range is crucial in using wireless technology 

for data transmission. It may have impact on transmission reliability. For example, 

two nodes may not be able to receive the entire information from each other, if 

they are out of the validated transmission range. Therefore, careful consideration 

should be taken in design of a wireless RPM.  

Khan et al. (2008) claimed that a single master node could support RPM on a 

general hospital ward with the size of 10×10 m2, because ZigBee supports 10-100 

metres typical transmission range. However, its data transmission can be affected 

by many factors such as transmission power, receiver’s sensitivity, etc. Therefore, 

further study is needed to validate the reliable transmission range of ZigBee.  
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X-CTU provides the facility for testing ZigBee transmission range. It was applied 

in this experiment. XBee series 1 module was used since it supports manual 

selection of transmission channels.  

The experiment was conducted in an office inside the university building.  Two 

ZigBee transmission modules were put statically approximately 10 metres apart in 

order to validate the reliability of single-master-approach. The two transmission 

modules were configured using the following settings: 

� Channel 26 was used to avoid possible interference with WLAN (Wi-Fi) 

� Non-Beacon mode 

� Transmit power is set to 0 dBm 

� 200 package were sent from ZB sensor to the master node 

� Each package was 12 bytes (the size of vital signs package) 

Figure 7.16(a) illustrates the result of the experiment. It can be seen that the 

received signal strength indicator (RSSI) was -79 dBm. There were 19 packages 

lost during transmission; the data transfer rate was 90.5%. The data loss may be 

caused by many factors, for example the shape of the room, stuff between two 

transmission modules and so on. 

Two ZigBee modules were then brought closer to a distance of approximate 2 

metres. Figure 7.16(b) shows that the received signal strength indicator (RSSI) 

changed to -59 dBm. Data transfer rate increased to 100%. 
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It can be argued that the single-master-node approach may need further 

improvement and validation, since its reliability can be affected by the shape of 

the room, obstacles between two transmission modules and so on.   

However, the experiments validated the proposed multiple-WPAN approach, 

because, in this approach, a master node can be put in a short distance (2 metres) 

from ZBs. The shape of the ward and some other factors may not impact the 

transmission. Signal sent from ZB can be received by the master node with 

enough power, so that it can avoid data loss.  

 

Figure 7.16 - Results of experiment of transmission range test 

Interference  

This test investigated the potential interference between wireless LAN (Wi-Fi) 

and ZigBee networks (WPAN) vice versa. Tests conducted were intended to 



 

118 

 

obtain experimental data transfer rates corresponding to the number of bytes 

correctly transferred without being affected by interferences between ZigBee and 

Wi-Fi signals. It is important to realize that a variety of scenarios are probable in 

realistic usage, each of them has its own characteristic. Therefore, tests should be 

conducted before the deployment of wireless RPM system on a ward.   

In this project, the test was performed in an indoor office environment. A Belkin 

IEEE 802.11g access point (AP) and a Dell Latidude D600 laptop with an IEEE 

802.11g interface card and a PC with a similar wireless card were used to generate 

data and transmit it through the wireless card. TCP traffic was generated and sent 

by the laptop to the PC through the AP. The traffic was generated using the 

“LanTrafficV2” software with packet payload size of 1460 bytes and a fixed inter-

packet delay of 1 mini second. In the test, 60,000 Ethernet packets where 

transferred between the laptop and the PC.  

At the same time, two Digi XBee series 1 sensors (a ZB sensor and a master node) 

linked to two PCs were used in a peer-to-peer communication where a 12-byte 

data packet (typical size of a vital sign measurement) were sent by ZB to the 

master node 3200 times with an inter packet delay of 200 mini second. The AP 

was placed 2cm to the master node which received ZigBee data. Figure 7.17 

illustrates the physical layout of this test. Figure 7.18 shows the picture of the 

equipment in operation. The channels used by ZigBee modules and IEEE 802.11g 

AP were chosen depending on the test to be run, which will be specified in the 

following sections. 
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Figure 7.17 - Physical layout of the experiment of interference 

 

Figure 7.18 - The experiment of interference 

The following shows the tests which were carried out:  

(a) Using Non-overlapping Channels  

In this test, the channel used was set to Wi-Fi channel 11, which has the central 

carrier frequency at 2462 MHz. The channel used by ZigBee modules was set to 

be ZigBee channel 11. Its central carrier frequency is also at 2405 MHz. In this 



 

120 

 

test, no interference effect was observed neither on the performance of the laptop 

with Wi-Fi card nor on the ZigBee modules. There is no data loss detected for 

both Wi-Fi and ZigBee transmission. 

(b) Using Overlapping Channels  

Test 1: In this test, Wi-Fi channel 6 and ZigBee channel 17 were used. These two 

channels are overlapping. The central carrier frequency of Wi-Fi channel 6 is at a 

2437 MHz; the central carrier frequency of ZigBee channel is at 2435 MHz 

overlapping channels. The test was run ten times. It was found that ZigBee 

transmission did not generate significant effect on Wi-Fi transmission. However, 

ZigBee transmission experienced high data loss caused by Wi-Fi interference. 

Table 7.8 shows data loss rate in the tests. 

Table 7.8 - Experiment result: the effect of Wi-Fi on ZigBee. 

Sent package Received package Data loss rate 

3200 2834 11.4% 

3200 2881 9.9% 

3200 2879 10% 

3200 2738 14.4% 

3200 2781 13.1% 

3200 2790 12.8% 

3200 2846 11.1% 

3200 2771 13.4% 

3200 2719 15% 

3200 2828 11.6% 

Average data loss 12.27% 



 

121 

 

From Table 7.8, it can be calculated that the mean received package volume and 

data loss rate were 2807 and 12.27% respectively.  

Test 2: Another test has been conducted by moving the AP away from the ZigBee 

master node to 0.5 metre. This test was also run ten times. The results show 

reduction in data loss rate. The mean received package and data loss rate changed 

to be 2890 and 10% respectively. It can be concluded that frequency overlap 

between Wi-Fi and ZigBee can cause severe interference on transmission in 

ZigBee networks. To keep Wi-Fi enabled devices away from ZigBee transmission 

modules may reduce the effects of interference. However this may not be practical.  

However XBee series 2 modules can automatically select channels with an 

attempt to avoid frequency overlaps. Therefore this type of modules was utilized 

in the prototype DAS. Careful consideration still needs to be taken to avoid 

frequency overlaps when ZigBee sensors are used in the presence of a Wi-Fi 

system. However if Wi-Fi signals arrive after the ZigBee channel being set, it can 

result in frequency overlap. The emergence of IEEE 802.11n technology that can 

operate at 5GHz will resolve the frequency overlap problem.  

Establish a ZigBee-based WPAN  

This experiment was carried out to demonstrate the operation of a WPAN, which 

would behave as a DAS in RPM. The hypothesis was that if the WPAN could 

function, ZigBee technology could be validated for RPM application. In the 

experiment, the ZigBee WPAN was established by using five ZBs, a master node 
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and a PC. The PC was used to display the received vital signs in the DAS. The 

purpose of the experiment was to demonstrate the functionality of the prototype 

DAS. Figure 7.19 shows the architecture of the DAS used in the experiment.  

 

Figure 7.19 - The architecture of the proposed data acquisition system 

Some parameters used in this experiment have been listed in Table 7.9. It should 

be noted that these parameters (e.g. transmission interval) may need further 

validation in the future.    

Table 7.9 - Parameters used in the experiment 

The number of used ZBs 5 

Transmission interval 1s (changeable)  

Used ZigBee channel Channel 11 

Experiment time 20 minutes 

Distance between ZBs and the master node 10 – 50 cm 
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Figure 7.20 shows the equipment used. The master node receives data from the 

ZBs. Figure 7.21 shows the display of the current reading of vital signs received. 

The number at the bottom of each bar shows the current readings. 

 

Figure 7.20 - Experiment of the proposed data acquisition system 

 

Figure 7.21 - Interface of display on the PC connected with the master node 
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7.3 Data Transmission System based on a Wireless LAN  

It is anticipated that the proposed RPM system will utilize a wireless local area 

network for sending vital signs from DASs to the central control unit. An 

experiment has been conducted to test its feasibility. Figure 7.22 shows the 

equipments used in this experiment. Two PCs with wireless cards were used. 

They can communicate with each other using an AP in a Wi-Fi network. The left 

PC in Figure 7.22 was connected to the ZigBee master node. It sent the data 

received from the master node to the PC on the right hand side representing the 

server at the central control unit in RPM.  

 

Figure 7.22 - Experiment of using wireless LAN for data transmission 

In this experiment, Wi-Fi enabled devices use channel 11 for communication. 

Digi XBee series 2 modules were utilized. They automatically chose ZigBee 
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channel 11 for communication. It was already discussed in section 7.2.3 that 

ZigBee channel 11 does not overlap with Wi-Fi channel 11; hence Wi-Fi 

transmission between the two PCs did not generate interference on ZigBee 

transmission. Some other parameters used in this experiment were the same as 

those which are shown in Table 7.9.  

7.4 Prototype Central Control Unit 

The prototype central control unit is used to display the received vital signs in 

real-time. A user-interface has been designed to display patients’ vital signs (as 

shown in Figure 7.23). Icons which include patient IDs are used to represent 

patients on general wards. The colour of the icons can change to reflect patients’ 

states, which is in correspondence to the three-colour-states mechanism (please 

refer to Chapter 6).  

 

Figure 7.23 - Main panel of central control unit 



 

126 

 

By clicking on each icon, an individual patient’s vital signs can be displayed in a 

separate interface as shown in Figure 7.24. Five vital signs are displayed in colour 

bars. The display also includes patient’s name, patient ID, age and gender.  

 

Figure 7.24 - Designed GUI 

The colour of the bars indicates the patient’s states. For example green means the 

patient is in a stable condition. It was used for the purpose of prototype design. 

The colours used for the display in the control unit may need further consideration 

(in respect of the ambient light, colour blinder etc) in consultation with hospital 

staff. The database in the control unit can also provide information on the history 

of the vital sign received from each patient over a period of time. By clicking on a 

bar, this data can be displayed. Figure 7.25 shows the history of a patient’s blood 

pressure over a period of 10 hours. The designed database can be found in 

Appendix 8. 
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Figure 7.25 - Graph for blood pressure 

7.5 Summary 

This chapter described the implementation of the prototype RPM. This included 

three functional parts: data acquisition system, data transmission system and 

control unit.  

The data acquisition system is based on a ZigBee sensor network. In order to 

implement the data acquisition system, a device called ZB was designed. Such a 

device was used to simulate a wireless biomedical sensor for obtaining and 

transmitting the data to a master node. A ZigBee master node and a PC were used 

to integrate with five ZBs to create a Data Acquisition System (DAS).  

Configuration of ZigBee transmission module for both ZB and master node is 

crucial in the implementation of DAS. The method for configuration was 
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discussed. In addition two experiments were carried out to test the transmission 

range and the interference issues. It was found channel overlap problems between 

ZigBee and Wi-Fi caused degradation in the performance of DAS.   

The data transmission system based on Wi-Fi was discussed. An experiment to 

test the usage of data transmission system was conducted using none-overlapping 

channels of the DAS. Reliable performance has been achieved.  

The control unit is the centre for monitoring, analysis and store of patients’ vital 

signs. A user interface was designed for real-time display patients’ vital signs. 

Recorded vital signs for each patient can also be displayed on demand. 

In the next chapter, simulation of vital sign transmission using the proposed RPM 

system will be discussed.  
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CHAPTER EIGHT 

8 Simulations of Wireless RPM on General Wards 

8.1 Introduction 

Simulating the real world is an inexpensive way to test a system on a large scale 

(Hansen 2006). This method is applied in this research project to investigate the 

application of wireless networks for RPM on general hospital wards. The main 

purpose of simulation is to study the performance of the proposed system in 

transmitting vital signs for RPM on general wards.   

Several software packages exist to simulate both wired and wireless 

communication systems like Wi-Fi and Ethernet-based system. However, only a 

few software providers have made IEEE 802.15.4/ZigBee a part of their 

simulation software. The following section looks at different simulation tools that 

have support or limited support for simulation of the ZigBee and Wi-Fi. A 

suitable simulation tool will be selected and used for modelling and simulations. 

8.2 Simulation tools 

OMNeT++  

OMNeT++ is a discrete event simulation environment (OMNeT++ 2010). Its 

primary application area is the simulation of communication networks, but 

because of its generic and flexible architecture, it is successfully used in other 
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areas like the simulation of complex IT systems, queuing networks or hardware 

architectures as well. Its models are based on component architecture. 

Components are programmed in C++, and then assembled into larger components 

and models. Although OMNeT++ is not a network simulator itself, it is currently 

gaining widespread popularity as a network simulation platform in the scientific 

community as well as in industrial settings.  

OMNeT++ does not provide models for simulation of IEEE 802.15.4/ZigBee. 

Customized models would have to be made to fit ZigBee standard. Although there 

are several discussed solutions from the community’s on-line forum, a fully 

working contribution has not been found so far. Due to the lack of a functioning 

ZigBee model, the use of OMNeT++ was limited for this project. 

OPNET Modeler  

OPNET Modeler is a powerful tool for network modelling and development. It is 

designed by OPNET Technologies, Inc., which is a provider of management 

software for networks and applications (OPNET Technologies 2010). OPNET 

Modeler is an environment for network modelling and simulation, allowing 

design and study of communication networks, devices, protocols and applications 

with great flexibility and scalability. 

Model development in OPNET Modeler can be carried out through graphical 

model creation and C++ programming. OPNET Modeler provides flxibility for 

modelling; systems of any dimensions may be modelled. The models are divided 
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into layers, Process model, Node Model and complete project model. This 

facilitates the building of layered network models, and by creating a simple 

Process model and Node model, a large scale Project model may be built with few 

adjustments. Besides placing models in a graphical user interface the object 

oriented C++ is used to program the functionality of the models at the bottom 

level. The OPNET model in its very core also consists of C++ code. These codes 

are complied and executed just like a C++ program, and enables very detailed 

control of the model by the user (if the user is proficient in C++). When a model 

has been implemented, simulation parameters can be defined and monitored 

during simulation. OPNET Modeler also includes analysis tools for result 

evaluation and comparison. 

The ability to simulate wireless systems requires the Wireless Module for OPNET 

Modeler. The standard library for OPNET Modeler with the Wireless Module 

includes the model for both the IEEE 802.15.4/ZigBee and IEEE 802.11g/Wi-Fi 

standards. It also provides vast pull-to-use device/node for ZigBee and Wi-Fi. 

Therefore, OPNET Modeler is utilized in this project to model and simulate the 

application of the proposed RPM on general hospital wards. 

It should be noted that there are still some other software, like Java Simulator (J-

Sim), and Sensor Network Simulator and Emulator (SENSE). However they have 

limitations for this project, for example, the interface of SENSE only accepts text 

using C++ and the results are provided in a text file. This contributes to the 
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efficient use of computational power, but greatly reduces the perceived user-

friendliness.  

8.3 Simulations of ZigBee-based WPANs in RPM  

In Chapter 7, a ZigBee-based sensor network (WPAN) was discussed to be used 

for RPM. To investigate the feasibility of using ZigBee-based WPANs in RPM 

for multiple patients, a series of simulations were carried out using OPNET 

Modeler. The subsequent section introduces the components of a WPAN and their 

attributes used in simulations. 

8.3.1 Components and Configurations Used in Simulation 

A ZigBee-based WPAN consists of a master node and several sensors (ZBs). 

OPNET Modeler was used to simulate these devices.  

8.3.1.1 Master Node 

The model of master node used is shown in Figure 8.1. This model confines to 

ZigBee (IEEE802.15.4) and industrial standard which was provided by OPNET 

Modeler. It is worth mentioning that PHY and MAC layers of the model as 

defined by IEEE 802.15.4 can be customized based on the requirement of 

simulation, whereas the network and the application layers do not permit 

customization, which lead to some limitations in using OPNET for simulation of 

ZigBee network. Despite these limitations, OPNET is still the most powerful tool 

for ZigBee simulations at present.  
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Configuration of the master node includes multiple attributes including the 

transmission frequency band, the receiver sensitivity, network topology, network 

ID, etc. Relevant setting will be introduced based on different scenarios. Figure 

8.2 shows the panel that was used to configure the attributes of a master node.  

 

Figure 8.1 - Model of a master node 

 

Figure 8.2 - Configuration panel of ZigBee master node 



 

134 

 

8.3.1.2 Sensor Node 

The model of ZigBee sensor node (shown in Figure 8.3) provided by OPNET 

Modeler is similar to the model for the master node. However the attributes for 

them have some differences, which can be identified when comparing Figure 8.2 

and 8.4. For example, master node model provides the option for setting network 

topology whereas sensor node model does not.   

Configuration of application traffic is an important part in simulation. It includes 

setting the transmission interval, start transmission time, packet size and so on. 

These features are different for the master node compared to the sensors which are 

used to measure and transmit vital signs. In addition, these features were modified 

in different scenarios for the simulation. Figure 8.4 shows the panel for 

configuring the attributes for the sensors. Some attributes like frequency band, 

CSMA/CA parameters shown in Figure 8.4 have been used in simulation. 

Detailed configurations for the sensors will be discussed in the sections of 

describing the scenarios.  

 

Figure 8.3 - Model of a ZigBee sensor (ZB) 
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Figure 8.4 - Configuration panel of ZigBee master node 

It is worth mentioning that the ZigBee model provided by OPNET Modeler needs 

modification before using it in a simulation. The attributes of wireless_tx and 

wireless_rx (two model blocks shown in Figure 8.3) need to be changed based on 

the specifications of ZigBee technology. The changes include data rate, packet 

format, frequency band, and modulation type. Number of rows (shown in both 

Figure 8.5 (a) and (b)) were set to 1, which means that dynamic change of channel 

was restricted in the simulation, since the existing ZigBee products do not support 

it. In addition, the types of packets supported for transmission are shown in Figure 

8.6. The types of packets that are commonly used in ZigBee communications 
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were set to be supported-status. In simulation, ZigBee models can select an 

appropriate format from them automatically.  

 

Figure 8.5 (a) - Attributes of wireless_tx (b) - Attributes of wireless_rx 

 

Figure 8.6 - Supported packets types in simulation 
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8.3.2 Alternative Approaches for ZigBee-based RPM 

Two possible network structures may be considered for sensor networks (WPANs) 

on general wards for the transfer of data from the sensors. They are single ZigBee 

network approach and multiple ZigBee network approach as was discussed in 

Chapter 5. These two alternative approaches are simulated in the section below 

and the results are evaluated.   

8.3.2.1 A Single ZigBee Network for Remote Patient Monitoring 

In this approach a single WPAN based on ZigBee forms part of RPM as suggested 

by Khan et al. (2008). The WPAN is used to transmit vital signs gathered by 

sensors attached to all the patients on a general ward to a single master node. The 

master node may subsequently transmit the data through an Ethernet network to a 

control unit for monitoring.  

It was claimed that this approach could improve the efficiency of transmission, as 

data from all the patients would be aggregated to a larger packet for transmission 

by the master node (Khan et al. 2008). This was also supported by Junnila et al. 

(2008), which stated that a single master node should be capable of supporting 

RPM in a multiple patients setting, as it can support 65535 network addresses for 

the sensors and other devices in this network.  
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8.3.2.2 Multiple ZigBee Networks for Remote Patient Monitoring 

An alternative approach proposed in this project is to use a ZigBee WPAN for 

each patient. The sensors in each WPAN will be within a short proximity of a 

master node to control the devices and their communication in this WPAN. In 

such a case there will be a limited number of active sensors generating a moderate 

amount of data for transmission. Hence there will be no data loss due to channel 

capacity. To illustrate this, performances of the two network structures are 

evaluated in a simulation environment which is discussed in the following 

sections.  

8.3.3 Simulation Results and Discussions 

Both the two approaches discussed above may be used for RPM; however there is 

a major difference between their reliability. In order to evaluate their performance, 

OPNET Modeler was used to simulate two scenarios based on using the two 

approaches for RPM on a general ward. The focus of the simulations was to study 

the delay for the data transmitted by the sensors as well as the volume of data 

communicated. 

In both scenarios, four patients were considered for each ward and five sensors for 

each patient. A rectangular room (10m× 8m) was considered for the ward and the 

patients were equally spaced in it.  

Table 8.1 shows the type of vital signs selected, which were based on the 

recommendation in clinical guidance by the NICE (2007). NICE stated that as a 
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minimum, these five vital signs should be used for monitoring. Table 8.1 also 

shows the data rates used for the transmission of vital signs measured by the 

sensors for both the simulations. The parameters used in the simulations are 

summarized in Table 8.2.  

Table 8.1 - Vital signs measured for RPM on general wards 

Vital signs Parameter Range Data Rate (kbps) 

Heart Rate (beats/min) 40-240 0.6 

Respiratory Rate (breaths/min) 2-50 0.24 

Blood Pressure (mmHg) 10-400 1.2 

Oxygen Saturation (%) 90-100 0.48 

Temperature (0C) 32-40 0.0024 

Table 8.2 - Parameters used in simulation  

Parameters Value 

Length of simulation run (sec) 600 

Transmitted power (mw) 1 

Number of patients 4 

Number of sensor nodes 20 

Figure 8.7 shows the increase in the time delay for the single WPAN RPM. The 

reason for this is due to all the ZigBee nodes using a single channel for 

communications. This channel can only provide 250 kbps bandwidth, which is 

shared by all the sensors.  
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Figure 8.7 - Transmission delay from sensors to the master node in a single 

WPAN RPM 

Figure 8.8 illustrates the volume of data transmitted by all the 20 sensors (Tx) and 

the volume of data received by the master node (Rx) in a single ZigBee WPAN 

RPM. The reason for the difference between the total volume of data received by 

the master node and the volume of data transmitted by all the sensors (shown in 

Figure 8.8) is due to the drop of data packets. When a last attempt for 

transmission of a packet is classified as a failure, the sensor node removes the 

waiting packet from its buffer. Increasing the buffer capacity of the sensors would 

reduce packet loss; however it will increase the transmission delay. It can be 

argued that the more the number of the patients who are monitored, the busier the 

traffic load and the higher the data loss. Data loss rate in this case as shown in 

equation 8.1 is: 
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Data loss rate � T7@9ST;::8G G@:@UR;F8;=8G G@:@
T7@9ST;::8G G@:@ � 26.2%         (8.1) 

 

Figure 8.8 - Data volume transmitted by sensors and received by the master node 

in a single WPAN RPM. Tx - transmitted data by the sensors, Rx - 

received data by the master node 

In summary, a single WPAN RPM has a higher data loss rate and high 

transmission delay. Therefore, it is not suitable for RPM on general wards in this 

scenario.  

When using multiple WPANs, each master node selects a channel for it own 

WPAN, which provide more bandwidth per ZigBee sensor. Hence a sensor got 

more chance to send its packets in multiple-WPAN approach. Figure 8.9 provides 

a comparison between the total volume of data transmitted by the sensors in both 

single and multiple WPAN RPM. Graphs (a) and (b) in this figure show the total 
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volume of data transmitted in the single WPAN and multiple WPANs RPM 

respectively. In both cases, the same number of sensor was used. The increase in 

the data volume in (b) is due to the number of packets re-transmitted.   

 

Figure 8.9 - Total volume of data transmitted by the sensors, (a) in a single 

WPAN and (b) in multiple WPAN RPM 

A similar comparison was made in respect of the efficiency of data transfer. 

Figure 8.10 shows the successful data transfer in both single and multiple WPAN 

RPM. In both the scenarios the total volume of data captured by all the sensor 

nodes for transmission are the same. However, the volume of data received by the 

master node in the single WPAN RPM should be equal to aggregate volume of 

data received by all master nodes in multiple WPANs RPM. It can be observed 

that the graph (M) presenting multiple WPANs is much higher than the graph(S) 

for single master node (or single WPAN) RPM, which means that the multiple 



 

143 

 

WPANs provide a more efficient data transfer for RPM, compared to a single 

master node approach. Many of the data may have not reached the master node in 

the case of using a signal master node (S). 

 

Figure 8.10 - Comparison of successful data transfer using a single and multiple 

WPAN RPM. M-multiple WPANs RPM, S-single WPAN RPM  

Figure 8.11 shows the volume of data transmitted in the case of multiple WPANs. 

Figure 8.11(a) presents the data volume transmitted from the sensors to the master 

node in each WPAN; Figure 8.11 (b) shows the data volume received by the 

master nodes in each WPAN. The figures show the same volume of data 

communicated in each WPAN. They also illustrate that the volume of data 

transmitted by five sensors equal to the volume of data received by their master 

node in each WPAN. So there was no data loss in the communication in each 

WPAN. 
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Figure 8.11 - (a) Data volume transmitted from the sensors to the master node in 

each WPAN (b) data volume received by the master nodes 

Figure 8.12 presents the end-to-end delay profile for each WPAN. The end-to-end 

delay includes media access delay, pack delay and so on. The figure shows two of 

the WPANs in the system experience longer delays (14ms) than the other two 

(7ms). This is due to the WPANs using the same transmission channel; some 

sensors have to delay their transmissions due to waiting for the channel idle 

period. In this scenario, the effect of channel overlap is negligible. It was 

indicated by Soomro and Cavalcanti (2007) that the highest threshold for 

transmission delay in respect of medical applications is 300ms. Therefore, it can 

be argued that 14 ms end-to-end delay is acceptable in this scenario.   
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Figure 8.12 - End to end delay for multiple WPAN RPM in each WPAN 

The simulation results shows that the multiple WPAN approach provided more 

reliable performance than the single-master-node approach in data transmission. It 

may be more suitable than the later for RPM on general hospital wards. Although 

the cost may be higher for deployment for multiple WPANs, it offers efficient and 

speedy data delivery as well as improved reliability.    

8.3.4 Channel Overlap Problems of ZigBee Networks for RPM 

The application of multiple ZigBee networks in RPM may generate channel 

overlaps. This is due to the limited number of channels used for data transmission 

by ZigBee networks. Networks using the same channel may experience 

contention, which can degrade their performance, as it is shown in Figure 8.12 in 



 

146 

 

last sub-section. WPANs using the same channel have higher transmission delays 

than those which do not. 

To further evaluate performance of multiple sensor networks in a large general 

ward and to examine the effect of channel overlap between them, the performance 

of using 30 WPANs in RPM was evaluated. Each WPAN supported a patient 

utilizing five sensors. A rectangular room 40m×10m was considered for the ward 

and the patients were equally spaced in it. The results of this simulation are 

discussed in the next section. 

8.3.5 Simulation Results and Analysis of Channel Overlap 

To investigate the performance of multiple ZigBee WPANs in a situation where 

channel overlapping may occur, a model of a RPM system based on 30 ZigBee 

WPANs is simulated. The vital signs selected, are listed in Table 8.3. To test the 

capability of the WPANs in the presents of severe channel overlapping, a heavy 

traffic load is generated in simulation. In this situation, transmission intervals 

close to the sampling rates of the sensor devices were selected. The intervals for 

the transmission of data from the sensors to their master nodes are shown in Table 

8.3. However, it should be noted that the transmission interval used in this project 

was for simulation purposes. Further study is required to validate them.  

In this scenario, several WPANs used overlapping channels. Channel overlaps 

generated transmission delays and data loss, which are shown in Figure 8.13, 14 

and 15. 
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Table 8.3 - Vital signs measured for patient monitoring 

Vital Signs 
Transmission 

Interval(S) 

Sample 

Size(bits) 
Data Rate(Kbps) 

Heart Rate 0.02 12 0.6 

Respiratory Rate 0.05 12 0.24 

Blood Pressure 0.01 12 1.2 

Oxygen Saturation 0.025 12 0.48 

Temperature 0.5 12 0.024 

In addition, other parameters used in the simulation are summarized in Table 8.4.  

Table 8.4 - Parameters used in simulation 

Parameters Value 

Length of simulation run (S) 600 

Transmitted power (mw) 1 

Minimum back off exponent (BE) 3 (default) 

Maximum number of back offs (NB)  4 (default) 

Number of patients 30 

Number of sensor nodes for each patient 5 

Figure 8.13 illustrates the volume of data attempted for transmission by the 

sensors and the data received by the master node in each WPAN. It can be 

observed that the volume of data received by the master nodes is far less than the 

volume of data attempted for transmission in most WPANs. This means that there 

is a considerable loss of data during the transmission process. The reason is that 

due to channel occupancy and contention, a large number of packets are 
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discarded. However Figure 8.13 also shows that some master nodes received all 

the data which was sent to them by their sensors. They included the 1st, 6th, 9th, 

10th, 11th, 23rd, 25th and 28th WPANs. These WPANs did not share their channels 

with the other WPANs in communication.  

 

Figure 8.13 - Comparison of data transmission and reception in each WPAN 

The ratio of data received by a master node to the data attempted for transmission 

to that master node can be expressed by following equation: 

Ratio � R8F8;=8G G@:@
D@:@ @::8T<:8G [>7 :7@9ST;SS;>9                                  (8.2) 
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Figure 8.14 illustrates this ratio for each WPAN. Only eight WPANs out of 30 

received the data completely without any losses; more than half the WPANs 

missed over 25% of the data, which is unacceptable for RPM.  

 

Figure 8.14 - Successful data transfer rate 

The severity of loss of data depends on the number of WPANs which share the 

same channel. This can also affect the transmission delay caused by data waiting 

in the buffer prior to transmission. Figure 8.15 illustrates the transmission delays 

for four of the WPANs. In this simulation, WPAN1 shared its channel with only 

one other WPAN. Thus, the delay for transmission in WPAN1 remained relatively 

low, almost to zero. However, the delays have increased in time in the case of 

WPANs 2, 3 and 4 as they shared their channels with more WPANs. For example, 
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WPAN 2 shared a channel with five other WPANs; WPAN 3 with three other 

WPANs and WPAN 4, which had the worst performance, shared the channel with 

seven other WPANs.  

In this simulation the total delay calculated is due to the waiting period that 

experienced by packets before transmission. According to OPNET Modeler 

(2009), this waiting period may be calculated using equitation (8.3):  

\]^_` � ∑ bcd � e, cd g �h, i" jkcle                             (8.3)  

 

Figure 8.15 - Comparison of transmission delay through WPANs 
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timely and accurate transmission of vital signs of patients is crucial in RPM. 

When a large number of WPANs are used, the problem of channel overlapping 

may become unavoidable. Care should be taken to ensure that multiple ZigBee 

WPANs can operate effectively supporting RPM. 

8.3.6 Realistic Transmission Intervals for RPM on General Wards  

It can be seen from Table 8.4 that the chosen transmission intervals for the vital 

signs are very short. The frequent transmission of this data generates unnecessary 

traffic and increase contention in the channels. Patients on a general wards are 

normally in a stable condition and they may not require monitoring at this high 

rate. Intervals of 30 seconds or a minute would be more than adequate for the 

transmission of vital signs, even for patients who may require closer monitoring.  

The transmission of vital signs using longer intervals reduces the traffic load on 

the channels thereby mitigating contentions. In such a case multiple ZigBee 

WPANs will be capable of supporting RPM for a general ward, even in the 

presence of overlapping channels. In order to validate this, a scenario is simulated 

based on the assumption that the sensor nodes send vital signs using the longer 

transmission intervals as shown in Table 8.5.  

Although the channel overlapping problem still exists, the contention for the 

channels is considerably reduced. Sensor nodes are able to access a channel for 

transmission and data packets loss is significantly reduced, as it is shown in 

Figure 8.16. In contrast with Figure 8.13, there is no obvious difference between 
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the volume of data attempted for transmission by the sensor nodes and the volume 

of data received by the master nodes. This means vital signs were transferred from 

sensors to their master nodes successfully in almost all the WPANs.  

Table 8.5 - Vital signs transmitted in RPM with revised intervals 

Vital Signs Trasmission Interval(S) Sample Size(bits) 

Heart Rate 0.2 12 

Respiratory Rate 0.5 12 

Blood Pressure 2 12 

Oxygen Saturation 1 12 

Temperature 5 12 

 

Figure 8.16 - Comparison of transmission and reception in each WPAN 
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The ratio presented by equation 8.2 in this scenario is shown in Figure 8.17. Most 

of the master nodes have received the data transmitted by the sensors in their 

WPANs. Data loss has only occurred in the 7th and 11th WPANs. This could also 

be attributed to data corruption caused by interferences or errors.  

 

Figure 8.17 - Successful data transfer rate using longer transmission intervals 
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Figure 8.18 - Comparison of delays for transmission 

Bearing in mind the above, it can be argued that multiple ZigBee WPANs can be 

used for RPM on general wards, as long as, changed transmission intervals are 

used. These intervals were chose against realistic transmission. In the case of 

patients who are in stable conditions, even longer transmission intervals than 

those shown in Table 8.5 may be selected. This will enable the remaining channel 

capacity of WPANs be used for other medical applications. 

It can be concluded that multiple WPAN approach can support RPM for general 

hospital wards. The intervals of transmission of vital signs should be selected 

appropriately in order to ensure reliable delivery. Further investigation may be 

required to develop a scheme for selection of appropriate transmission intervals.  
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8.4 Simulations of WLAN in RPM 

The purpose of this section is to model a WLAN for supporting RPM of general 

hospital wards and evaluate its performance. The evaluation includes aspects such 

as transmission delay, throughput, re-transmission and so on. An assumption has 

been made that 100 patients were monitored. Each patient was allocated a DAS 

for sending vital signs to a server in a control unit. It should be noted that all 

DASs were static in the simulation since mobility and roaming issues were not the 

focuses of this research. An extreme case is used in modelling the WLAN system 

that all the traffic from 100 DASs to the server is through an AP. It is to 

investigate the capacity of the WLAN system for transmission vital signs in RPM 

on general wards.  

Simulations are carried out by using TCP or UDP protocols for the transportation 

of patients’ vital signs respectively. In addition, a worse case scenario is simulated 

where extra heavy traffic load are delivered using the WLAN to generate collision 

with vital signs transmission. The performance of the WLAN is evaluated. The 

following section introduces the components and attributes, which were used in 

modelling and simulation of the WLAN. 

8.4.1 Components and Parameters Used in Network Modeling  

The modelled WLAN data transmission system includes four types of components. 

They are DASs, AP, Ethernet switches and a control unit. Configuration of DASs 

is mostly important in the simulation, since its attributes determine the traffic load 
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and possible collisions on the simulated WLAN system, whereas the APs, 

Ethernet switches and the server in the control unit do not need much work on 

configurations; most attributes can adopt default setting provided by OPNET.   

8.4.1.1 DAS and Configuration 

WLAN workstation provided by OPNET is utilized to serve the DAS 

requirements. Its main task in the simulation is to generate data traffic for 

transmission through the WLAN. Each of the 100 DASs was assumed to generate 

1500-byte (maximum size of an Ethernet package) vital sign packets per second 

for transmission. It should be noted that an Ethernet package contenting five types 

of vital signs can be smaller than 1500 byte as vital signs transmitted from sensors 

to a DAS are far less than 1500 bytes per package. The adoption of 1500 

byte/second data rate in the simulation was to increase the manageability. In 

reality vital signs transmission from a DAS to the control unit should be based on 

some specified requirements of patient monitoring or some standards for RPM on 

general wards.  

Figure 8.19 shows the icon of a WLAN workstation (DAS) and its model used to 

serve its usage in simulations. As it can be observed, it contains seven layers. 

Starting from the highest layer (Application layer) the model will invoke the 

application to get the patients’ data. Then the data will be passed down to the 

transport layer. The transport layer will send the packet of information either over 

TCP or UDP. Then the “ip_encap” will encapsulate the packet in an IP datagram. 
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The ARP (Address Resolution Protocol) will map the DAS’s IP address to its 

MAC address and will send the packet to the IEEE 802.11g MAC layer. The 

unique MAC address of every master node in a DAS will be automatically 

assigned by OPNET Modeler. Ultimately, the packet will be passed down to the 

DAS’s WLAN transmit port (PHY layer) ready for transmission.       

 

Figure 8.19 - The DAS model used in simulation 

Configuration of PHY and MAC of WLAN components are important in the 

simulation, since the values selected can affect validation of the data transmission 

system. Figure 8.20 lists the parameters used for configuration of a DAS. These 

parameters were not varied in the simulation of different scenarios (except the 

setting of the channel number and BSS Identifier). 
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Figure 8.20 - Attributes of a configured DAS 

MAC Specific Attributes of DAS 

The DCF mechanism has been enabled with regular RTS/CTS frame exchange, 

whereas PCF is disabled (please refer to Chapter 4 for more information). The 

maximum number of transmission attempts for Short Retry Limit has been set to 

7, while the same setting has been set to 4 for Long Retry Limit. Data frames that 

could not be transmitted after these attempts will be discarded from DAS. 

The fragmentation threshold has been disabled, so transmitted data packet will be 

1500 bytes size. The default maximum buffer size (1024 Kbits or 128 Kbytes) has 
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been adopted. Therefore the number of data packets that cannot be held by a DAS 

will be:  

128,000 bytes ÷ 1500 bytes/packet= 85.3 packets                 (8.4) 

These packets will be buffered when they cannot be transferred successfully. 

Once the buffer capacity is reached, data packets arriving from the higher layers 

will be discarded until some packets are removed from the buffer.  

PHY Specific Attributes of DAS 

The simulation was run using the standard data rate of IEEE 802.11g, 54 Mbps. 

This value specifies the data rate that was used by the MAC for the transmission 

of the data frames via the physical layer (OPNET 2009). The WLAN DAS model 

supports all the data rates specified in IEEE 802.11g standard. However, it will 

not scale back to support lower data rates at 48, 36, 24, 18, 12 and 9 Mbps when 

transmission range and signal quality become an issue. Thus, the transmission 

data rate will be fixed according to the setting, rather than changing with 

transmission distance. In addition, transmit power and packet reception power 

threshold have been set according to the 802.11g specifications.  

Application Setting of DAS 

OPNET Modeler allows the modeling of specific applications tasks and their 

profiles for every individual node. The DAS traffic model was defined using the 

OPNET Standard Network Application models. The Standard Network 
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Application models are a set of models that capture specific characteristics of the 

application that they represent. These include three objects; the “Application 

Definition”, the “Profile Definition” and the “Task Definition” object (shown in 

Figure 8.21).  

 

Figure 8.21 - Standard Network Application models 

The “Application Definition” object model defines the applications of DASs. It 

offers a set of pre-defined applications, such as e-mail, FTP or HTTP. To fulfill 

the requirements of this study the pre-defined application types were disabled, 

while the full customized application was utilized (shown in Figure 8.22).  

 

Figure 8.22 - Application Definition parameters 
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The DAS custom application defines multiple parameters which can be used in 

simulations, for example the size of the transmitted packet in bytes, the transport 

protocol (TCP/UDP) and the destination of transmission (i.e. the control unit). 

Custom application parameters including their task description are shown in 

Figure 8.23 and Figure 8.24. 

 

Figure 8.23 - Custom application parameters 

 

Figure 8.24 - Custom application task table 

The profile definition describes the DAS’s behavior including the specified 

applications and the amount of traffic each application generated. Although all the 

DASs implement the same application for sending vital signs, their Profile 
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Configurations were unique, since every DAS is a separate entity with its unique 

property. In the simulation, the Profile Configuration assigned a unique profile 

name to each DAS, the profile consists of a series of parameters, such as the start 

time and duration of the profile, the applications used in the profile, the 

application’s operation mode (e.g. random, serial, or simultaneous), the 

application’s repeatability and so on. The used profile parameters are shown in 

Figure 8.25. 

The last step of the traffic modeling was to configure every DAS’s application 

settings to link the device with the application traffic models described above. 

These settings include application and profile names, application destination and 

application protocol specification (please refer to Figure 8.26)  

 

Figure 8.25 - Profile configuration parameters 
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Figure 8.26 - DAS Application settings 

It is worth mentioning that the processes in OPNET are expressed in a 

programming language called Proto-C. It consists of state transition diagrams 

(STDs), a library of kernel procedures, and the standard C programming language 

(OPNET 2009). Within each state, general logic can be specified using a library 

of predefined functions written in C language. The code used for the transition 

diagram in the simulation has been included in Appendix 9. 

8.4.1.2 Access Point (AP) 

In the WLAN system, AP was used to transmit the received vital signs from 

DASs to the control unit. An AP has two network interfaces, one wireless LAN 

interface (IEEE 802.11g) and a standard Ethernet interface which connects it to an 
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Ethernet switch. Thus it implements two MAC protocols, the Ethernet MAC and 

the wireless LAN MAC. Figure 8.27shows the model of an AP. 

 

Figure 8.27 - Access Point configuration parameters 

AP’s MAC and PHY layers attributes were configured in the same way as the 

DASs. The only difference is the enabled access point functionality (shown in 

Figure 8.27). So it can periodically send beacon frames to announce its presence, 

maintain an array which stores the address of all the DASs and keeps DASs 

synchronized with the network.  

APs have the capacity to buffer data for instances when transmission media are 

not free. If the traffic load through the AP exceeds its buffer capacity, the queue 

can increase. When the buffer reaches its saturation threshold, the carried load 
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will remain bounded to the maximum throughput value (Bing 2008). In that case 

the AP will start dropping new-coming packets causing data loss. Default value 

102400 bits was used to set the buffer size. So an AP can buffer 102400/ 

(8×1500) = 83 packet at a time. In the simulation, the performance of the WLAN 

system was studied using different number of APs. 

8.4.1.3 Central Control Unit 

The central control unit was discussed in Chapter 6. An OPNET server model is 

used in the simulation to represent the control unit. It is the destination for 

transmission of all the DASs via the AP. In addition it supported other 

applications running over TCP/IP and UDP/IP. The model can support 

transmission speed of 10 Mbps, 100 Mbps or 1Gbps. The transmission speed is 

determined by the link used between the model and other network components. 

The node model of the server deployed in this study is shown in Figure 8.28. 

 

Figure 8.28 - Server model used to simulate the central control unit 
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The address of the control unit had to be specified. This address was used by the 

DASs for the destination to send patients’ vital signs. Some of the attributes used 

to configure the control unit is shown in Figure 8.29.  

 

Figure 8.29 - Application attributes of server 

8.4.1.4 Switches and Links between AP and Control Unit 

Four Ethernet switches were used in modeling and simulation of the WLAN 

system in a hospital. They also contribute to the transmission delay. These switch 

models had be specifically modified using the device creator. Interfaces have been 

created based on the needs of simulation. Figure 8.30 illustrates a switch model 

used in simulation. It includes a fiber optic interface and four Ethernet interfaces.  
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Figure 8.30 - Switch Model 

100BaseT duplex Ethernet connection link was used to connect a switch with an 

AP and a control unit. This type of link can operate at 100 Mbps. Fiber optic 

cables (FDDI) supporting 100 Mbps data rate was used to link switches. The 

“delay” attribute of the links was “distance based”. This setting enabled the 

propagation delay within the cable, which will be determined based on the 

distance between the two nodes. 

8.4.2 Model of Hospital Network  

Using the components introduced above, simulations were carried out to 

investigate network and performance when using TCP and UDP respectively. 

Figure 8.31 illustrates the scenario. 100 DASs and an AP formed an infrastructure 

BSS. Vital signs sent from DASs to the control unit were through the AP.  
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Figure 8.31 - Modelled Hospital Network for simulation 

8.4.3 Simulation results 

Figure 8.32 illustrates data generated and transmitted by a DAS. It can be 

observed that the size of generated packets remains stable at 1500 bytes 

throughout the simulation duration. Data traffic generated by a DAS for 

transmission is at a data rate of 1500 bytes/sec (or 1500 × 8 bits = 12,000bps or 

about 12Kbps) regardless of the protocol used (shown in the bottom of Figure 

8.32). 
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Figure 8.32 - Generated packet size and DAS application traffic sent 

Therefore, the overall traffic generated by all the 100 DASs, as expected, should 

be 150,000 bytes/sec (1500 bytes × 100). In another words, the transmission data 

rate should be: 

150,000 bytes ×8 bits / seconds = 1,200,000 bps ≈1.2 Mbps     (8.5) 

Figure 8.33 shows the overall traffic sent by all the DASs throughout the 

simulation. The simulation was run twice using UDP and TCP protocols 

respectively. The graphs for UDP and TCP are combined in Figure 8.33 to 

compare performance. It should be pointed out that packets generated by the 

DASs could not be sent completely at the beginning of the simulation when using 

TCP, since the transmission data rate did not reach 150,000 bytes/sec. This is 

because TCP is a connection oriented protocol which requires both DASs and the 
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control unit to agree to participate. The handshaking procedure needs to be taken 

before establishing a connection between a DAS and the control unit for the 

transmission of vital signs. However, UDP does not require handshaking. So 

using UDP, DASs can send the generated packets at the data rate of 150,000 

bytes/sec through the simulation.  

 

Figure 8.33 - Comparison of transmission data rate  

It can be found from Figure 8.33 that a period was required for handshaking and 

establishing connection between all the DASs with the server for vital signs 

transmission when using TCP. Network performance was not considered during 

this period in the following discussion, since vital sign transmission can be 

scheduled after handshake process in practice of using a WLAN system. In this 

thesis one minute is considered for this handshaking period.  



 

171 

 

Figure 8.34 shows the comparison of overall throughput of TCP and UDP on the 

wireless LAN. It can be observed that UDP’s throughput is stabilised at 1.2 Mbps, 

which is close to the value calculated in equitation 8.5. An additional overhead of 

20 Kbps is added to the vital signs because the UDP datagram contains a 16 bit 

header and 12 bytes checksum. In comparison, the average throughput is much 

higher (1.5 Mbps) than the generated data volume (1.2 Mbps) when TCP is used. 

This is due to the communication of acknowledgment (ACK) messages between 

the AP and the DASs. Therefore an extra 351 Kbps bandwidth is reserved when 

TCP is used in transmission of vital signs. In addition the exponential growth of 

TCP throughput follows the same pattern as the overall TCP application traffic 

sent by the DASs. So it can be noted that the used protocols for transmission can 

cause a major difference in the overall throughput and the bandwidth utilized in 

the WLAN system.  

 

Figure 8.34 - Total throughput of the modelled WLAN  
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The graphs in Figure 8.35 show the average retransmission rate. UDP does not 

support retransmission of unsuccessful delivery, so the retransmission rate 

reported for UDP is zero. Whilst decreasing from 0.30, retransmission rate of TCP 

stabilized at 0.02, which means two out of 100 packets sent by the DASs will be 

retransmitted after the handshaking-period. This retransmission rate is acceptable, 

since 98% packets can be transferred once.  

 

Figure 8.35 - Average WLAN retransmission attempts 

Figure 8.36 shows the comparison of end-to-end delay of TCP and UDP 

transmission on the WLAN-based system. This feature calculated from the 

creation of a packet till the packet is received by the control unit. It can be 

observed that the delay of TCP is higher than delay of UDP. The deference 

between them is 30 µs.  
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Figure 8.36 - Global average end-to-end delay 

The rapid decrease of TCP delay at the beginning of transmission is caused by 

retransmissions during the period spent for establishing connection between AP 

and DASs, as collision is severer in that period when using TCP transmission. It 

should be noted that the retransmission includes ACK messages, RTS/CTS, vital 

signs and so on. Figure 8.35 only showed the retransmission of vital sign packets, 

Figure 8.37 shows overall retransmission on the WLAN using TCP. It can be seen 

that retransmission of ACK, RTS/CTS frames, etc. were the majority part in 

overall retransmissions. Therefore the settling-down period for handshaking is 

necessary at the start of communication session using TCP.  

Due to using a single AP, the traffic load at the AP was heavy particularly at the 

beginning of the TCP transmission. Figure 8.38 shows the collision status of the 

AP, which is mostly due to retransmission. It should be noted that the simulated 
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scenario may be the worst case. In practice, application of more APs can reduce 

the traffic and mitigate collisions.    

 

Figure 8.37 - Overall retransmissions on the modelled WLAN system 

 

Figure 8.38 - Collision status on the WLAN when TCP is used 
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Although retransmissions caused by collision in using TCP, there is no consistent 

fail of retransmissions, which results in packets dropped. Figure 8.39 illustrated 

the number of packets sent by all DASs and the number of packets received by the 

control unit, which can be seen that the volume of transmission equal to the 

volume of reception for both TCP and UDP transmission.  

 

Figure 8.39 -The number of packets sent by all DASs and the number of packets 

received by the control unit 

Due to the throughput (1.5 Mbps for TCP, 1.2Mbps for UDP shown in Figure 

8.34) generated by all the DASs being far less than the available bandwidth (54 

Mbps), transmission of patients’ vital signs from DASs to control unit does not 

experience packets loss regardless of using either TCP or UDP. To further 
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investigate the performance of WLAN when using TCP and UDP, additional 

heavy traffic was generated to saturate the WLAN.  

A Wi-Fi enabled device (Doctor_1) was placed close to the AP in the wireless 

network. The extra payload was added by implementing a client-server 

application between this device and another server (Hospital_Server_0) which 

was placed in the control room connected to the wired backbone of the hospital 

network. Figure 8.40 illustrates the changed scenario for simulation.  

 

Figure 8.40 - Modified simulation scenario 
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Doctor_1 has been configured to transmit continuous video stream through the AP 

to Hospital_Server_0 using the same channel (channel 1) used by the AP and 

DASs. The configured parameters of video application are shown in Figure 8.41. 

It is worth mentioning that the modified scenario may be extreme in practice. It 

was just used to explore the capacity of a WLAN system.  

 

Figure 8.41 - Video conference parameters 

Figure 8.42 shows the overall traffic sent by all the DASs and Doctor_1 to the AP 

(WLAN throughput) and those sent by the AP to the server. As can be clearly 

seen, UDP provided higher and relatively stable throughput at 30.5 Mbps, 

whereas TCP’s throughput was at 20.7 Mbps. These simulation results clarify the 

theoretical bandwidth provided by IEEE 802.11g. Appendix 10 shows a process 

for deducing the theoretical bandwidth of IEEE 802.11g when using TCP or UDP 

protocol. 

It can be seen from the graph that the traffic volume sent by the AP to the server is 

far less than it received from DASs and Doctor_1. It means the AP could not 

process the total traffic received, it may have reached its processing saturation and 
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started to drop data packets. This was obviously occurred while the transmission 

of Doctor_1 started. After Doctor_1 stopped, data transmission between the AP 

and WLAN returned to a stable state.    

 

Figure 8.42 - WLAN and AP Throughput 

Figure 8.43 shows the vital signs received by the server in the control unit. It can 

be seen when using UDP in transmission; the effect from Doctor_1 is severe. Data 

loss is obvious. On the country, vital sign transmission did not suffer huge data 

loss when using TCP. Because of the acknowledgement scheme used by TCP 

protocol, vital data got more reliable transmission. Therefore, it may be suitable 

for reliable transmission of vital signs in RPM. However, further study of 

application of Wi-Fi is required when the emerging 802.11n based network are 

widely deployed.     
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Figure 8.43 - Data volume received by the central control unit  

8.5 Summary 

In this chapter, the proposed RPM on general hospital wards was studied in a 

simulation environment using network simulation tool OPNET. The main aim of 

the simulation was to evaluate the feasibility of using wireless technologies in 

RPM on general hospital wards. Two alternative approaches of using ZigBee-

based sensor networks were evaluated. The proposed multiple-WPAN approach 

showed better performance than the single-master-node approach. Channel 

overlaps between WPANs were investigated. In addition, the use of a wireless 

LAN based data transmission system was discussed and simulated.  
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CHAPTER NINE 

9 Conclusion and Future Work 

Patients on general wards are often monitored by healthcare personnel according 

to the severity of their conditions; however this is often based upon the nurses’ 

judgment which is subjective. In addition, patient monitoring is a labour-intensive 

task; insufficient medical and nursing staff in some hospitals may result in 

patients on general wards not receiving the expected care and attention.   

Progression in patient monitoring on general wards in many hospitals has resulted 

in the introduction of paper-based Early Warning Score (EWS) systems to ensure 

timely and appropriate responses to be taken for treatment. Furthermore, in recent 

years, some hospitals have implemented PDA-based systems for semi-automated 

recording and transmission of vital signs. Although this is an improvement to the 

paper-based monitoring systems, they cannot provide real-time patient 

monitoring. In this system, visits by nurses are still essential for patient 

monitoring.  

An automated RPM system by providing real-time monitoring could go some way 

towards improving patient care on general wards. Such a system gathers patients’ 

vital signs and sends them to a control room for centralized monitoring. It can 

provide opportunity to improve the efficiency of patient monitoring and holistic 

care on general hospital wards.  
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Sensors are important components in any RPM system. Relevant sensors that can 

be used in RPM were evaluated. The focus was on wireless sensors with the 

capability of measuring vital signs. A wireless sensor can offer enhanced mobility 

and comfort to patients during hospitalization. 

The capability and suitability of two wireless network technologies, Bluetooth and 

ZigBee were examined. Due to low-power consumption and security features, 

ZigBee-based wireless sensor networks were adopted. Two alternative approaches 

of using ZigBee-based sensor networks were discussed. They differed from the 

network topology deployed as well as the use of master nodes that control the 

communication progress within the network.  

A WPAN, referred to as Data Acquisition System (DAS) was considered for each 

patient. The WPAN includes a master node and five sensors. This approach can 

reduce traffic load on the limited bandwidth available in a ZigBee-based WPAN 

to improve transmission reliability.  

In the proposed RPM, a DAS transmits vital signs through an Ethernet LAN to a 

central control unit. At the control unit, patients’ vital signs will be recorded as 

well as being monitored in real-time for abnormalities. In addition, doctors can 

also access patients’ vital signs through the Internet.  

To demonstrate the functionalities of the proposed RPM, a prototype system was 

developed and evaluated. A number of experiments using the prototype were 

conducted. The focus of the experiments was on the transmission range, 
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interference issues caused by Wi-Fi. The experiment results verified the feasibility 

of using ZigBee-based sensor networks for Data Acquisition in RPM.  

In addition, the proposed system was further investigated in a simulation 

environment using a network simulation tool, OPNET Modeler. Simulation 

results showed that the performance of proposed multiple-WPAN approach can 

out-perform the single-master-node approach for RPM on general wards.  

However the multiple-WPAN approach can encounter the channel overlaps 

problems due to limited channels supported by ZigBee. WPANs sharing the same 

channel have to share bandwidth, which can cause performance degradation. This 

problem was investigated in a simulation environment where 30 patients were 

monitored. It was found that appropriate adoption of transmission interval for 

transmission of vital signs from sensors to their master node can rectify any 

possible bandwidth limitations.  

The capacity and capability of a wireless Ethernet LAN for transmission of vital 

signs was investigated. 100 DASs were used to generate a heavy traffic load 

through the LAN. Both TCP and UDP protocols were used to evaluate 

performance. The results showed the wireless LAN could cope with such traffic. 

Contribution to knowledge 

1) Remote patient monitoring can play a key role in improving healthcare. It has 

already been used in homecare, emergency medical assistance, etc. This 

research expanded its application to general hospital wards. Although RPM 
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systems cannot replace the role of nurses, it will free their time to provide 

enhanced personal care to patients and focus upon their holistic needs. 

Therefore the proposed RPM can significantly improve patient monitoring and 

holistic care on general hospital wards.  

2) This research investigated the technical feasibility of using ZigBee technology 

in the context of remote patient monitoring. The application of ZigBee in 

patient monitoring had been proposed in former research, where single-master-

node approach was introduced. This project evaluated the single-master-node 

approach and highlighted its limitations for supporting RPM on general wards. 

Moreover, an alternative approach by using the multiple-WPAN was proposed 

in this research. The thesis has illustrated that the proposed approach is more 

practically appropriate for RPM on general hospital wards compared to 

previous approach.    

3) In addition, this research identified shortfalls of ZigBee and Wi-Fi technologies 

for RPM applications. A partial solution has been offered to implement these 

technologies in RPM.   

Limitation of the research 

1) This research has investigated the technical feasibility in developing a wireless 

RPM system for general hospital wards. Due to ethic concerns, the 

investigation was restricted to a simulated environment. However, it is crucial 

to validate the designed prototype system on general hospital wards before its 



 

184 

 

deployment. Therefore, further investigation is required, which should include 

tests of ZigBee-based sensors and a master node integrated with the Wi-Fi 

system in hospital environment.  

2) The impact of physical environment (shapes of wards, size, obstacles, etc) on 

the proposed RPM system should be further studied.  

3) The detection of abnormality in vital signs is a fundamental task of the 

proposed RPM system. This process is implemented based on a basic algorithm, 

using safe-ranges of vital signs. Further development is required with more 

consultation from medical personnel. 

4) Security is an important issue when using wireless RPM. Although some 

methods have been proposed for protecting the security of vital sign 

transmission, these methods have not been fully tested in the designed 

prototype system.       

Area for Future Research 

The objectives of this thesis, as expressed in Chapter 1, have been achieved. 

However, there are some areas which could benefit from future works. They are:  

� To test practical ZigBee-based biomedical sensors for data acquisition.  

� The integration between Wi-Fi and ZigBee require further investigation.  
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� The emergence of IEEE802.11n standard for Wi-Fi has resolved the problem 

of channel frequency overlapping. However, this requires further 

investigation through practical testing.  

� The software designed for the central control unit needs improvement to 

support access through the internet and World Wide Web.  

� The algorithm used to detect abnormalities of vital signs should be further 

developed.  

� The three-colour-state need to be validated.  

� The integration between patient ID and the RPM system should be further 

developed. In addition, the issue of secure transmission of patient’s data as 

well as patient’s identification would require further research. 
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Appendix 1. Calculation of ZigBee Channel Capacity
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Appendix 2. PIC16F887 Specifications 
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Appendix 3. Code of Programmed System for Micro-controller 

/********************************************************************/ 

/*      Evaluation Board for Maxstream Xbee Series 2 Modules   */ 

/*              Program to be used in custom board           */ 

/*   Designer and programmer: Angel Torres           */ 

/*              Date: 17/02/2008                 */ 

/*****************************************************************/ 

#include "Billy_PIC16F887.h" #include "bcd7seg_2.h" #include "spi.h", long value; int 

num_count; int count; int state1; int state2; int state3; int1 base_time; long per; int8 bcd; int8 aux; 

int count_bcd=0; signed int16 temp; // Time thresholds according to base time. 

#define UP_TH 90 #define LOW_TH 10 #BYTE PORTA= 0x05 #BYTE PORTB= 0x06 

#BYTE PORTC= 0x07 #BYTE PORTD= 0x08 #BYTE PORTE= 0x09 #BYTE PIR1= 0x0C 

#BYTE SSPBUF= 0x13 #BYTE SSPCON = 0x14  

#define SSPIF 3 #define WCOL 7 #define T_BUFFER_SIZE 32 

byte t_buffer[T_BUFFER_SIZE]; byte t_next_in = 0; byte t_next_out = 0; 

#int_tbe 

void serial_isr() {putc(t_buffer[t_next_out]); 

   t_next_out=(t_next_out+1) % T_BUFFER_SIZE; 

   if(t_next_in==t_next_out) 

     disable_interrupts(int_tbe);} // Overflow every 100ms 

#int_TIMER1 

void  TIMER1_isr(void)  

{    value = read_adc(); 

      temp = medida_TC77(); 

      set_timer1(15535); 

      count++;} 

void bputc(char c) { short restart; int ni; restart=t_next_in==t_next_out; t_buffer[t_next_in]=c; 

ni=(t_next_in+1) % T_BUFFER_SIZE; 

   while(ni==t_next_out); 

   t_next_in=ni; 

   if(restart) 

     enable_interrupts(int_tbe);} 

void main() 
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{// Configuration of the internal clock 8MHz 

     setup_oscillator(OSC_8MHZ); 

    / set up the adc channels 

      setup_adc_ports(sAN0|sAN1|sAN2|VSS_VDD); //clock polarity is low by default, data 

transmitted in rising edge 

     setup_spi(SPI_MASTER|SPI_L_TO_H|SPI_XMIT_L_TO_H|SPI_CLK_DIV_16); //clock 

polarity is high by default, data transmited in rising edge 

     setup_timer_0(RTCC_INTERNAL|RTCC_DIV_1);  

     setup_timer_1(T1_INTERNAL|T1_DIV_BY_4);//  

     Res=(1/(Fosc/4))*4*(2^16-1)=4/8E6*4= 2us *65535=131ms 

     setup_timer_2(T2_DISABLED,0,1); 

     setup_comparator(NC_NC_NC_NC); 

     setup_vref(FALSE); 

     setup_adc(ADC_CLOCK_INTERNAL); 

    enable_interrupts(INT_TBE); 

    enable_interrupts(INT_TIMER1); 

    enable_interrupts(GLOBAL); 

     set_adc_channel( 0 ); 

     num_count=30;  

     state1=0; state2=0; base_time=0; // Overflow every 100ms 

     set_timer1(15535); 

while(1) 

{ if(count>=num_count) 

{// output the conversion values// 

printf("%X%X%2X%2X\n",0xAA,0x01,make8(value,1),make8(value,0));  

// send data without polling TXIF 

printf(bputc,"%X%X%2X%2X\n",0xAA,0x02,make8(value,1),make8(value,0)); 

//printf("%X%X%2X%2X\n",0xBB,0x01,make8(temp,1),make8(temp,0));   //   

send data without pooling TXIF 

printf(bputc,"%X%X%2X%2X\n",0xBB,0x02,make8(temp,1),make8(temp,0)); 

count=0; }  

if(temp>3800) 

{output_bit( PIN_B3, 0); output_bit( PIN_B4, 0); output_bit( PIN_B5, 1);} 

else if(temp>2500) 
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{output_bit( PIN_B3, 0); output_bit( PIN_B4, 1); output_bit( PIN_B5, 0);} 

else 

{output_bit( PIN_B3, 1); output_bit( PIN_B4, 0); output_bit( PIN_B5, 0);} 

if( !input(PIN_B0) ) {state1=1;} if( !input(PIN_B1) ){state2=1 ;} 

if( !input(PIN_B2) ){state3=1;} 

if(state1==1){if( input(PIN_B0) ){state1=2;}} 

if(state2==1){if( input(PIN_B1) ){state2=2;}} 

if(state3==1){if( input(PIN_B2) ){state3=2;}} 

if(state1==2){num_count++; state1=0;} 

if(state2==2){num_count--; state2=0 ;} 

if(state3==2){//printf("Angel Torres"); state3=0;} 

if(num_count>UP_TH) num_count=UP_TH; if(num_count<LOW_TH) 

num_count=LOW_TH; 

if( !input(PIN_B0) || !input(PIN_B1)  )// saco el contador de tiempo 

{bcd=(((num_count/10)<<4)|(num_count%10));} else if(!input(PIN_B2))  

//Pushbutton for the temperature 

{aux=temp/100; bcd=(((aux/10)<<4)|(aux%10));}  

else// AN0 analog to digital conversion 

{// hexadecimal to decimal representation 

per=value; 

per=(per*25); // multiply by 100 and divide by 1024 --> ratio(25/256) 

per=per>>8; 

bcd=(((per/10)<<4)|(per%10)); //2 lower digits} 

if (count_bcd==0) 

{aux=bcd&0x000F; 

display_seg(aux,0); 

count_bcd=1;} 

else if(count_bcd==1) 

{aux=bcd>>4; display_seg(aux,1); count_bcd=0;}}} 
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Appendix 4. Flow Chart of Programmed System for Micro-controller 
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Appendix 5. Datasheet of Digi XBee Series 
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Appendix 6. All Configurable Parameters Supported by XBee Series 2 

Networking Operating 

Channel 

Read the operating channel number (Uses 802.15.4 channel numbers). 

 Operating PAN 

ID 

Set the PAN (Personal Area Network) ID. Valid range is 0 - 0x3FFF.  Alternatively, set 

ID=0xFFFF for the coordinator to choose a random Pan ID.  RANGE:0-0XFFFF 

 Scan Channel Set/read list of channels to scan (active and energy scans) when forming a PAN as bitfield. 

Scans are initiated during coordinator startup: Bit 15 = Chan 0x1A . . . Bit 0 = Chan 0x0B  

RANGE:0-0XFFFF   BITFIELD 

 Scan Duration Set/read the Scan Duration exponent. The exponent configures the duration of the active 

scan and energy scan during coordinator initialization. Scan Time = SC * (2 ^ SD) * 

15.36ms. (SC=# channels)  RANGE:0-0X07   EXPONENT 

 Node Join Time Set/read the Node Join time.  The value of NJ determines the time (in seconds) that the 

device will allow other devices to join to it.  If set to 0xFF, the coordinator will always 

allow joining. RANGE:0-0XFF X 1 SEC 

Addressing MY-16bit 

Network Address 

Read the 16 bit Network Address for the modem.  0xFFFF means the device has not 

joined a PAN. 

 Serial number 

high 

Read high 32 bits of modems unique IEEE 64-bit Extended Address. 

 Serial number 

low 

Read high 32 bits of modems unique IEEE 64-bit Extended Address. 

 Destination 

Address High 

Set/read the upper 32 bits of the 64 bit destination extended address. 

0x000000000000FFFF is the broadcast address for the PAN. 0x0000000000000000 can 

be used to address the Pan Coordinator. 

RANGE:0-0XFFFFFFFF 

 Destination 

Address Low 

Set/read the lower 32 bits of the 64 bit destination extended address. 

0x000000000000FFFF is the broadcast address for the PAN. 0x0000000000000000 can 

be used to address the Pan Coordinator. 

RANGE:0-0XFFFFFFFF 

 ZigBee 

Addressing 

Set/read the ability to send transmissions using the ZigBee source and destination fields 

and cluster IDs (SE, DE, CI commands). 

RANGE:0-1 
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 Source Endpoint Set/read the source endpoint used for serial data transmissions.  This should only be 

changed if multiple endpoints must be supported.  This command value is used in data 

transmissions only if ZA=1. RANGE:0X01-0XEF 

 Destination 

Endpoint 

Set/read the destination endpoint used for serial data transmissions. This should only be 

changed if multiple endpoints must be supported. This command value is used in data 

transmissions only if ZA=1. RANGE:0X01-0XEF 

 Cluster ID Set/read the cluster identifier value used for serial data transmissions.  This should only be 

changed if multiple cluster IDs must be supported.  This command value is used in data 

transmissions only if ZA=1. 

RANGE:0X00-0XFF 

 Node Identifier  Set/read Node Identifier string 

 Broadcast Radius Set/Read the transmission radius for broadcast data transmissions.  Set to 0 for maximum 

radius. RANGE:0-0X20 

 AR-Aggregation 

Route Broadcast 

Time 

Set/read the time between aggregation route broadcast times.  This should be configured 

for no more than one node in a network to establish a route throughout the network to the 

node. Setting AR to 0xFF disables aggregation route broadcasting. Setting AR to 0 sends 

only one broadcast.  

 Device Type 

Identifier 

Set/read the device type identifier value.  This can be used to differentiate multiple XBee-

based products. RANGE:0-0XFFFFFFFF 

 Node Discovery 

Backoff 

Set/read Node Discovery backoff register. This sets the maximum delay for Node 

Discovery responses to be sent (ND, DN). RANGE:0X20-0XFF X 100 MS 

 Node Discovery 

Option 

Sets the node discovery options register.  Options include 0x01 - Append DD value to end 

of node discovery, 0x02 - Return devices own ND response first. RANGE:0-3 

RF 

interfacing 

Power level Select/Read transmitter output power. (XBee-PRO supports a fixed output power.)  

Approximate power levels (XBee): 0= -7dBm, 1= -3dBm, 2= -1dBm, 3= +1dBm, 4= 

+3dBm. 

 Power mode Select/Read module boosts mode setting.  If enabled, boost mode improves sensitivity by 

1dB and increases output power by 2dB, improving the link margin and range. 

Security Encryption 

Enable 

Enable or disable ZigBee encryption. 

 Encryption 

Option 

Set the ZigBee Encryption options: Bit0 = Transmit security key on join, Bit1 = Use Trust 

Center RANGE:0-3 BITFIELD 
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 AES Encryption 

Key 

Sets key used for encryption and decryption. This register can not be read. 

Serial 

Interfacing 

Baud Rate Set/read the serial interface baud rate for communication between modem serial port and 

host. Request non-standard baud rates above 0x80 using a terminal window. Read BD 

register to find actual baud rate achieved. 

 Parity Configure parity for the UART. 

 Packetization 

timeout 

Set/read number of character times of inter-character delay required before transmission 

begins. Set to zero to transmit characters as they arrive instead of buffering them into one 

RF packet. 

RANGE:0-0XFF   X CHARACTER TIMES 
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Appendix 7. Designed ZB  
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Appendix 8. A Designed Database for the Central Control Unit 
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Appendix 9. The Code Used by DAS Model for Transition Diagram  

case WlanC_ERP_OFDM_11g: 

{/* Set the slot time to 9E-6 seconds (short) initially. We will increase it to 20 usec (long) 

if we detect that we operate in an IBSS or in a BSS that also has non-ERP STAs 

associated. slot_time = 9E-06; Short interframe gap in terms of seconds. sifs_time = 10E-

06; PLCP overheads, which include the preamble and header, in terms of seconds. 

Assume ERP-OFDM preamble.  

/*We will adjust the overhead amount if regular long or short DSSS preambles are used. / 

plcp_overhead_control = WLANC_PLCP_OVERHEAD_OFDM; 

plcp_overhead_data    = WLANC_PLCP_OVERHEAD_OFDM; 

/* Minimum contention window size for selecting backoff slots. */ 

/* Initially we pick the lower CWmin and increase it to 31 if we operate in an IBSS 

containing some non-ERP STAs or if we are associated with a non-ERP AP. cw_min = 

15; 

/* Maximum contention window size for selecting backoff slots. */ 

 cw_max = 1023;    

 /* Set the PHY standard. 

 phy_type = WlanC_11g_PHY; 

 break; 

 } 
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Transition Diagram (OPNET, Technologies 2009) 
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Appendix 10. Theoretical Throughput of a WLAN  

An optimal WLAN should provide an appropriate throughput for dramatically 

growing demand from the side of the applications. Performance limit of a WLAN 

in terms of a maximum theoretical throughput is a key issue in network 

management and control traffic tasks.  

It has been mentioned that the speed of 802.11 is defined in terms of available bit 

rate, encapsulation of data, collisions in the wireless media or processing delays in 

the wireless equipment are not taken into account. To calculate the theoretical 

throughput, it is necessary to make some simplifying assumptions. The only type 

of MAC frames considered are data and ACK frames (Figure 1), none of them are 

subject to corruption by interference or packet collisions. Fragmentation is not an 

issue, which normally would be the case since maximum-sized Ethernet frames 

are 1500 bytes, whereas 802.11 data frames may contain 2312 bytes of upper 

layer data. Figure 4.10 shows the MAC protocol data unit where it can be seen 

that an additional 34 bytes are added to the Ethernet frame. The MAC layer ACK 

has a simpler format which can be seen in Figure1. Both these frames are called 

physical layer convergence Protocol-Service Data Unit (PSDU) on the PHY layer 

(Figure 2). 

 

Figure 1 - ACK Frame Format 
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Figure 2 - PPDU frame format 

Furthermore, propagation delay is not included, and there are always a continuous 

and sufficient number of frames to send in order not to drain nor overflow sending 

or receiving buffers. Other important factors are timing parameters, preamble and 

data rates, which vary between different extensions of the standard. As has been 

stated, the focus of the discussion on WLAN in this thesis are limited to 802.11g 

compliant equipment with maximum data rate of 54Mbps, a circumstance that 

admits the usage of shorter preamble and slot time. Also, one must consider the 

upper layer protocol, the total time to transmit one frame, its ACK and timing 

delays. For both UDP and TCP, the time to transmit one frame without timing 

delays can be described as shown in equation 1. 

n��u&r � n�'ro&��r � n�u��o� � n��& 	 �
D��������	��
�����

  � n¡¢v (1) 

Where:  

• TPreamble or preamble duration for the physical layer convergence protocol 

(PLCP) is 16µs 

• TSignal  or duration of the signal symbol is 4µs 
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• TSym  or symbol interval is 4µs 

• MAC protocol data unit (MPDU) in bytes is 1534 

• NDBPS or number of data bits per symbol is 216 

• TExt  or signal extension is 6µs 

Substituting these numbers into equation (1) yields 

  n��u&r � 16 � 4 � 4 	 �
D����D£¤¥	��
¦D�   � 6 � 254§}                 (2) 

The MAC ACK in response to the frame is given by 

 n�¨�© � n�'ro&��r � n�u��o� � n��& 	 �
D�����¨�©	��
�����

  � n¡¢v          (3) 

where MACK is the size of the MAC acknowledgment frame, which is 14 bytes. 

Substituting into (3) gives: 

n�¨�© � 16 � 4 � 4 	 �
D����¥	��
¦D�   � 6 � 30§}                 (4) 

The transmission delay for each frame caused by timing is: 

   n��r�o� � n�«¬� � n�«¬� � n®                             (5) 

where 

• TDIFS is 28µs,  

• TSIFS is 10µs  
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• TBO is the average back off time, 67.5µs 

which gives 

  n�D8?@¯ � 28 � 10 � 67.5 � 105.5§}                    (6) 

So the total transmission time is: 

n�T>:@? � n�T;T8 � n�ACK � n�D8?@¯ � 389.5§}          (7) 

or 2567 transactions per second. For UDP, the maximum amount of useful data in 

every frame is 1472 bytes, and therefore the theoretical throughput becomes 

  ´µ#T¶7>6A¶<6: � 1472 	 8 	 2567 � 30.2Mbps         (8) 

For TCP, TCP ACK has to be considered, since it results in a MAC layer 

transmission. The size of a TCP ACK is 40 bytes so equitation (1) becomes 

n�T;T8 � 16 � 4 � 4 	 �
D����¸¥	��
¦D�   � 6 � 38§}           (9) 

Also, equitation (6) and (7) get doubled so that 

 n�T>:@? � 563§}                                            (10) 

or 1777 transactions per second. The maximal amount of useful data is 1460 bytes 

which gives a theoretical throughput of 

nm#T¶7>6A¶<6: � 1460 	 8 	 1777 � 20.7 Mbps              (11) 



 

233 

 

Both UDP and TCP theoretical throughput are lower compared to the advertised 

data rate. It should be noted the calculation of theoretical throughput was based on 

some assumption. Changes in the assumptions can affect the calculated value. For 

example the value can be higher because used average BO is lower than estimated. 

Also, most of the time one ACK is sent for every two maximum sized Ethernet 

frames received (delayed ACKs), which would further increase the calculated 

value of the theoretical throughput. 
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