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ABSTRACT

This thesis investigates a framework for generatelgefs. Relief is a special
kind of sculptured artwork consisting of shapesvedron a surface so as to
stand out from the surrounding background. Tradiéibrelief creation is done
by hand and is therefore a laborious process. Idittah, hand-made reliefs
are hard to modify. Contrasted with this, digitalief can offer more flexibility

as well as a less laborious alternative and careasily adjusted.

This thesis reviews existing work and offers a #ark to tackle the problem
of generating three types of reliefs: bas reliéigh reliefs and sunken reliefs.
Considerably enhanced by incorporating gradientragiens, an efficient bas
relief generation method has been proposed, based2Dd images. An
improvement of bas relief and high relief genenatimethod based on 3D
models has been provided as well, that employs mepsasentation to process
the model. This thesis is innovative in descritang evaluating sunken relief
generation techniques. Two types of sunken rdi@fe been generated: one is
created with pure engraved lines, and the othegeserated with smooth
height transition between lines. The latter onenisre complex to implement,
and includes three elements: a line drawing imagwipes a input for contour
lines; a rendered Lambertian image shares the daghedirection of the relief
and sets the visual cues and a depth image cortheybeight information.
These three elements have been combined to gefimatsunken reliefs. It is
the first time in computer graphics that a method digital sunken relief

generation has been proposed.

The main contribution of this thesis is to have pmsed a systematic
framework to generate all three types of reliefesits of this work can
potentially provide references for craftsman, ahi$ tvork could be beneficial
for relief creation in the fields of both entertemment and manufacturing.
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CHAPTER 1

INTRODUCTION

1.1 Background

1.1.1 Sculpture

Sculpture is one of the most important art formsdpcing three dimensional
(3D) representations of natural or imagined objdtts also of significance in
depicting a certain kind of symbolic view of objgeind monuments.

Sculpture has a long history, which can be diviged the following: ancient
sculpture, western sculpture from the Middle Ageshie seventeenth century,

and modern sculpture (Causey 1998).

Sculpture has been developed since prehistoricstiBeulptures produced by
ancient Egypt, for example, the Sphinx, the Palett&ing Narmer etc. were

more influenced by ritual significance than aesthednsiderations. In Europe,

1



there emerged a great number of religious architacsculptures, for example,
church buildings, especially cathedrals. Many remedv sculpture masters,
such as Ghiberti, Donatello, the Della Robbia fgneilc. emerged during the
highly formative Renaissance period. Recent development of sculptase
introduced different and complicated materials, tues, and techniques.
Sculptors have also explored various and highlgioal applications of this
special art form. Modern sculpture has incorpordigist, sound, etc., which

has made this art form even more interesting anacéive.

Sculpture is traditionally created by carving, wedd firing, moulding, casting

or painting. There are varieties of materials fakimg sculpture, for example,
marble, metal, glass, and wood, these materialeeamvned for their enduring
properties. Other materials, which are slightlyslesduring, such as clay,

textiles and softer metals, can also be used.

Figure 1. 1 Two views of a wooden statue of the BdHa from Chinese Song
Dynasty, Museum of Shanghai (BattlestarVIl 2011).

In general, sculpture can be classified into roseupture and relief depending
on the space occupied by this art form. Round s$grépis surrounded on all

sides except the base. It is also known as scelgiaithe round”, which means



it can be appreciated from any direction (as showRigure 1.1). In this way,

different perception angle may deliver differerfoimation.

A relief sculpture spans two dimensional and titheeensional art forms. This
form of sculpture differs from painting and drawjmghich can only depict a
virtual 3D image in 2D space. Contrasted with tras3D object can be
represented immediately and vividly by relief st¢ufp. There are other
differences between relief and other art forms:hsas the method of
production process, material used etc. The advarégelief sculpture is that
it takes up less than half of the space, whildilit gresents almost the same
amount of detail that round sculpture does. Contpbavéh drawings and

paintings, relief sculpture portrays a vivid 3D edd} It is a special and very

distinct art form. More details are introducedhe following section.

1.1.2 Relief sculpture

Relief is a type of sculptured artwork which iswed on a plane or a surface
unlike general free-standing sculptures (Flaxma@9i8&ogers 1974). The
most distinguishing feature of reliefs comparedhwibund sculptures is that
they physically lie on some kind of background. fEhare three types of relief:
high relief, (attached to a surface (Figure 1.2(a)) free standing (Figure
1.2(b))), bas relief and sunken relief (as showrFigure 1.2(c) and Figure
1.2(d)).

In high relief (alto relievo), the forms have ouealf of their natural depth

attaching to a surface or separating from it; anldas relief (basso relievo, low
relief), the forms have under half of their natudepth always attaching to a
surface. A piece of bas relief is suitable for ssenvith several objects,
landscape elements or architectures. In sunkegf,ralso known as intaglio or
hollow relief, the objects are carved into a flatface (Rogers 1974).



(a) High relief-attached to a surface (b) High relieée standing

(British Museum 2009a). (British Museum 2009b).

(c) Bas relief (British Museum 2009a). (d) Sunkelef (Gorbis Images 2009).

Figure 1. 2 Three types of relief.

Nowadays, reliefs have an enormous number of agpits ranging from
aesthetic perspective to practical use. Pseudefseklso known as relief-style
images generated by computer can be used to desilgpage logos, cartoon
figures and packaging etc. Real carving relief omPuter Aided Machinery
(CAM) generated relief can be represented as sipiglees of artwork or be
used as decorations to adorn the surfaces of fwenivalls, and a vast range of

other items.



1.2 Motivations

Reliefs modify the actual form of a surface, caggineither to protrude or to
be carved, whereas in a picture it is only the eolwr texture of a surface that
is modified, not its actual form. Reliefs occupyhole range of intermediary
position between the complete flatness of pictuaesl the full Three-
Dimensionality of sculpture in the round. Althoughrelief art piece is a
synthesis of 2D and 3D art forms, 3D forms canrmtehsily translated into
relief models in that relief generation may involeeements organization,
spatial composition etc. To some extent, reliefisttshould acquire to
combine the qualities of both the pictorial artsl dhe sculptural arts in their
work. There are two aspects: one relates to paitonatters such as pattern,
linear design, composition and the use of persypectine other aspect concerns
direct sculptural matters such as the actual ptiojecof the relief, and the

volume and other 3D qualities of its forms (RogE934).

Traditionally, relief creation by hand involves chensome and time-
consuming work that requires both professionalskihd artistic expertise. For
example, the relief sculpture known as the GianlieR¢owned by the Ritz

Hotel in London) was carved out of stone in théolwing stages (Nicknorris
2009): breaking down the stone into main planeareas, drilling the surface
to various desired depths and moving the unwantatemal, rounding the
main forms, designing the hair and facial feat(ifegny), removing tool marks
with flat chisels, improving hair and muscular aéfon (if any) and finally

meticulously finishing all surfaces. The Giant Ré€lproject began in late
October 1998 and was completed by April 1999, @kiearly half a year.

Recently, computers have been adopted to assisf iggneration. Image
processing tools, such as Photoshop, Coly Photwarfieand CorelDraw can

generate a relief-style image via digital imagecpssing on pixels. However,



as a standard built-in function in these packagesh a method provides
images which may not correspond to the actual redudepth information of a
relief. Their output is moreover of little use iot@al manufacturing. CAM has
been developed recently; such created reliefs eawf direct use in such fields
as creation of medals, decorations etc. Furthernitaseappealing that a digital
relief enables creation of real relief productaimassive scale when it is used
as input for the CAM system. However, CAM reliefngeation is based on
geometry modelling which is tedious and requiressaterable expertise. More
directly, one can model a piece of relief by matapng a 3D mesh using
modelling software, such as 3DS max, Maya, ZbrushHowever, it requires
users to master the skills and start from scrdiolh of those necessities being

time-consuming and laborious.

This thesis intends to develop high relief, basefeand sunken relief
generation techniques, which can be encapsulater enframework of digital
relief generation. Each type of relief has its osigle, as a fact of that,
appropriate methods or techniques have to be dssiggngenerate a particular
type of relief. For example, to generate a basfrekequires presenting an
object in a nearly flattened plane which requiressprvation of details without
distortion of shapes, so it is necessary to adoptlimear compression methods
when processing the data. A high relief allowsntedel to lift out of the
surface to a certain height compared to a basf réterefore, it can relax the
requirement of the non-linear compression and teéhad for high relief can
use a relatively larger scale factor (compressabio) than that for bas relief. A
sunken relief is somehow similar to bas relief vathmited height but carving
the object into a surface rather than lifting it.oli emphasizes the usage of
lines to highlight the presence of complex featuSxsme bas relief generation
techniques can be combined into sunken relief geioer, however, additional
methods are to be included to address the isslemeeto lines and smooth

shapes. The methods for different types of releiegation can be related to



one another and have cross over with one anottiesugh they are specially

tailored to solve different problems.
1.3 Aims and objectives

The aim of this work is to develop a 3D digitalieélgeneration framework
taking images and meshes as input. The designetkivark includes three

techniques, which are able to generate bas raligl, relief and sunken relief.
The objectives of this thesis are to:

1. Review recent work on different techniques fanerating reliefs and

analyse their advantages and disadvantages.
2. Develop a method to generate bas reliefs based2D image input.

3. Produce a method to create reliefs (bas refinés high reliefs) from a 3D

mesh directly.

4. Design a method to produce sunken reliefs fadtnown 3D geometry.
1.4 Contributions

This thesis has developed three techniques to gienal three types of relief
under a framework based on 2D image inputs and 8Bhnmputs. There are
correlation and connection among these techniguede these techniques are

specially designed for different types of reliehgeation.

The contributions of this thesis are as follows.



1. A detailed review of work covering traditional medligeneration techniques,
recent research progress on computer-assistedf rgéieeration, and

existing digital relief generation techniques aisxdssed in this thesis.

2. The thesis describes an image-based bas reliefagg@mmetechnique with
gradient operation method which bridges the curgap between image
processing tools and industrial design packages fihal output as
geometric mesh enables artists or designers taaddiional textures and

materials for their relief design.

3. The thesis also describes a method to generatelgfisr(both high reliefs
and bas reliefs) directly from 3D shapes, rathemtlprocessing range
image data. This method consists of two key step#atten a given 3D
shape without changing its topology whilst presegvits detail: mesh
enhancement by 3D Unsharp Masking (USM) is firstpplied to
emphasizing the contrast of displayed 3D scened,th@en a non-linear

scaling scheme is developed to achieve the firigifre

4. Two types of techniques for sunken relief genemtione with pure
engraved lines, and the other incorporating thetazonlines seamlessly
with the smooth surfaces, are proposed. The latter combines a line
drawing image, a rendered image, and a depth irfrage 3D shapes to
handle advanced sunken relief generation. Thishés first attempt to

implement a method designed for sunken relief geiuar.

1.5 Publications

During the period of the research, parts of thiskwoave respectively been
accepted or published at three international cenfggs. Moreover, one paper
has been submitted to the jourridie Visual ComputerThey are listed as

follows.



M., Wang, J., Chang, J., Pan, Jian J. Zhang. Image-basecehef generation
with gradient operation. Proceedings of the 11thSTED International
Conference Computer Graphics and Imaging Februzi2Q]l 2010 Innsbruck,

Austria.

M., Wang, J., Chang, Jian J. Zhang. A Review of Digital i&eGeneration
Techniques. The 2nd International Conference on fiien Engineering and
Technology , April 16 - 18, 2010, Chengdu, China.

M., Wang, J., Kerber, J., Chang, Jian J. Zhang. Reliefizstijon from 3D
models using featured lines. 27th Spring conferemteComputer Graphics.
April 28-30, 2011, Bratislava, Slovakia.

M., Wang, J., Chang, J., Kerber, Jian J. Zhang. A FrameworkDigital
Sunken Relief Generation Based on 3D Geometric Mod8ubmitted to The

Visual Computer).

1.6 Thesis outline

Chapter 1 provides a brief introduction of thisdisedescribing the research

motivation and exploring the research objectivestributions etc.

Chapter 2 reviews the development of digital retigiheration over recent
years. Relief generation techniques are classifiedthree types: image-based
techniques, direct modelling techniques, and 3D ehbdsed techniques. At
the end of chapter’s conclusion, evaluations anthparisons have been

discussed.

Chapter 3 presents a bas relief generation algortthsed on a 2D image input
with gradient operations, such as magnitude att@waand image
enhancement. These gradient operations can higigyove the quality of the



generated relief. This chapter also demonstrates¢ibording results in detail,

and compares with other methods.

Chapter 4 introduces a method of generating 3Defeelfrom 3D shapes
directly and details the results. Unlike previowsaarch work, instead of
processing range image data with image processeatgads, the key task is to
scale 3D meshes directly whilst keeping the maximamount of detail to

produce the visually appropriate features to relief

Chapter 5 describes the techniques to produceypestof sunken reliefs from
a known 3D geometry. One is to create relief wavkf pure engraved lines,
whilst the other aims to create sunken reliefsnopiporating the contour lines
seamlessly with the smooth surfaces. For the lattethod, a line drawing
image, a rendered Lambertian image and a deptheiinage been integrated to

generate the advanced sunken relief.

Chapter 6 concludes this thesis, and analysesmtgations and proposes the

potential directions for future research and dewelent.
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CHAPTER 2

RELATED WORK

2.1 Overview

This chapter details the development of digitalefegeneration over recent
years. Relief generation techniques can be cladsiinto three categories:
image-based techniques, direct modelling technicaes 3D model-based
techniques. This systematic review has the pofembiaprovide valuable

insights into the theory behind different conceatsl options concerning a
practical application. In addition, it could assastists and designers to develop

an in-depth understanding of current state ofeatttiiques in relief generation.

11



2.2 Image-based relief generation

2.2.1 Bas relief generation by image processing

Initially, generating digital relief is intended tweate relief-style images (fake
reliefs) rather than models with depth informatiemcoded. The underlying
concept in generating bas-relief-style images isetdaon computing the
difference between every pixel and its neighbowfsich generates the relief
(depth effect) by fading the similar colour of gsx@nd emphasizing different

colour of pixels.

Pepper.

Figure 2. 1 Bas reliefs produced by Photoshop wittlifferent parameters
(Photoshop 2009).

Such image processing techniques have been wedllafmd and integrated
into software such as Photoshop. Photoshop posseaseelief (emboss) filter

12



that produces a relief-style image appearing tellghtly raised off or sunk
into a surface. Also, users can set up optionalesrand depths (the amount of
the pixel difference). Furthermore, Photoshop distads a subset of contour
lines in the slope and relief operation to generatwe realistic pseudo 3D
effects. Figure 2.1 shows some examples of basfrghages produced by
Photoshop (2009). Software such as Coly Photo \fieemel CorelDraw can

also generate relief-style images that Photosheg.do

Producing natural relief-style images involves t#ibimage processing, such as
edge detection, image enhancement, filter, fusimn @urand and Dorsey
2002; Paris and Durand 2006; Weiss 2006). Edgecti@teis one of the
fundamental issues of digital image processing emohputer vision. Edge
detection algorithms can be classified as gradiased edge detection and
Laplacian-based edge detection. Sobel Operator,ef®ebcross operator,
Prewitt's operator, Laplacian of Gaussian and Caguiye detection algorithm
are the most representative ones. For more depddase refer to Maini and
Aggarwal (2009). Image enhancement aims to imprdive perception
information of images for human beings; especigllgan be used as pre-
processing tools for other image processing teclasgto provide a more
suitable input than the original image for a specipplication. Image
enhancement techniques can be divided into twodbiegories: Spatial
domain methods and frequency domain methods. Timeefooperate directly
on pixels, the latter operate on the Fourier tramsfof an image. Edge
detection and image enhancement can be used ggquessing methods by
emphazing the most important features of imagesetbre generating more

convincing relief-style.

Similar relief generation techniques have been ®mbpo generate 2D
animations with relief effects (Flash 2009). Thetinique is popular and

widely used in webpage and advertisement desigméC¥isual 2009).
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Other software, such as ArtCAM, Type3, JDPaint ptovide functions for the

design of 3D bas reliefs from single images. Theai® to generate reliefs by
corresponding colour values to the height infororatiThis process is easy to
operate but the result may fail to meet the expects (as indicated in Figure
2.2, the created relief includes many details antey such as the fur).
Therefore, post-editing is required to achievedhsired result, which can be

tedious.

2.2.2 Techniques relating to texture mapping

Bump mapping (FreeSpace 2009; Rogers and EarnsB8@) br roughness
mapping can generate relief-style images as weltdbkyng an image as a
texture map. The result of bump mapping is stidymo-reliefs because bump
mapping modifies the surface normal only rathemtkize real depth/height
data. It was claimed that Blinn (1978) firstly imtluced bump mapping to
make a surface appear rough. Bump mapping alselgloslates to texture
mapping (Heckbert 1986). Later, Peercy et al. (J99proved bump mapping
and pre-computed a texture of the disturbed normtile tangent space. Their
methods illustrated a more significant saving indiaaare and rendering time
than a straightforward implementation of bump magpiFigure 2.3 presents

an example of bump mapping.

e 2"

e Il (W] (5] | [m{sie] e m 10| [W] [5] | [misim] e
Figure 2. 2 ArtCAM failed to generate the relief from the image with complex
colour distribution (ArtCAM 2009).
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Displacement mapping (Hirche et al. 2004; Wand.€2@04; Donnelly 2005)
has been proposed, which provides an alternatiebnigue for bump
mapping. In displacement mapping, the surfacetisadly modified (for each
point on a surface) compared with bump mapping @ty the surface
normal is modified. This means that the normal al@disturbed in bump
mapping but the geometry has been changed in daplkent mapping. As a

natural outcome therefore, displacement mapping atlaoa generate relief-

style images, but lead to deformation of the ihitieesh to some extent.

(a) Diffuse texture. (b) Normal map. (c) Bump mapping result.

Figure 2. 3 Bump mapping result (Pudn 2009).

2.2.3 Shape from Shading

Shape from Shading (SfS), an approach to reconstguihe original 3D shape
from a single image has proved a challenging tZekq et al. 2005; Agrawal
et al. 2006; Prados and Faugeras 2005). In the’4,986rn and Brooks (1986)
were the first to formulate the SfS problem simphd rigorously as that of
finding the solution of a non-linear first-order ri@ Differential Equation

(PDE). Agrawal et al. (2006) proposed a generaliggdation to represent a
continuum of surface reconstruction using solutioha given non-integrable

gradient field.

Traditional SfS is not sufficient for relief gengoa without user intervention.

One problem is bas relief ambiguity. Such ambigligg in the fact that the

15



reconstructed surface shape is not unique for @ineimage under different
lighting conditions (Belhumeur et al. (1999)). lonse cases, researchers have
to resort to human observation and knowledge taegtine generation of a
suitable surface. To overcome the ambiguity, add#i information is required
and some assumptions have to be made to providelwvsies (Zeng et al.
2005).

Zeng et al. (2005) proposed an interactive apprdhael could efficiently
resolve bas relief ambiguity. Their method requiussrs to set a reasonable
surface normal first, SfS is then applied locathytlhe reconstruction of each
surface patch and the local solutions are then gwmdbto form a smooth
global surface. Wu et al. (2008) presented anoth@ractive system for
reconstructing surface normals from a single imddey firstly improved the
previous SfS algorithms to reconstruct a faithfurmal for local image
regions. Then they corrected low frequency err@magia simple mark up
procedure. Their methods give rise to high-quakiyrfaces but require
extensive user interaction (as shown in Figure.2l4) sum up, SfS is an
under-specified method requiring heavy user inteiee when it has been
applied to reconstructing certain surfaces.

Figure 2.4 demonstrates that SfS can be adopteddsrrelief generation.

However, there is an extensive requirement for irgervention. In the case of
high relief, the effort rises drastically. Furthenra, there are further limitations
as it only works for simple materials, but manigegiroblems when using
colour images as inputs or those which contain demfextures. Moreover,

the luminance entry in an image usually does natespond to its geometric
shape properties. For more details about SfS metimogeneral, please refer to
Zhang et al. (1999).
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@) (b) (c)

Figure 2. 4 Normal map extracted by Wu et al. (2008 (a) A native Shape from
Shading approach. (b) Normal map after user editing(c) The
reconstructed surface.

Recently, Alexa and Matusik (2010) created reliefsose appearance differs
when illuminated from different directional lighbsrces instead of making
sure that an image looks faithful under one condighting condition. They

achieved this goal by placing small pyramids atdéetre of each image pixel
and deforming them according to the desired refteetaproperties. The
algorithm is capable of producing bas reliefs tatain information about a
pair of input images in one single piece of art.rébwer it can transfer the
colour information of a given image to the reliepresentation if directional
colour light sources are applied. This method ésfttst attempt to exploit the
nature of reliefs and their ambiguity and use thasna type of display.

However, it is hard to avoid a significant depthtloé relief due to the large

difference in colour regions when working with calamages.

A different, but related, type of art known as Gtids presented by Takayama
et al. (2010). An initial colour image was givehe image was first segmented
in partly constant patches, and then templates weyduced to cut through
multiple colour layers and finally combined thengether. The proposed
method can achieve a stylised but similar impressi® long as the vantage

point is not changed significantly.
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2.3 Relief generation by 3D design software or digil

sculpture packages

Relief generation from images is often error-praaethe colour or grey scale
value of an image may not correspond to its geamstrape. Some digital
image software can only generate pseudo 3D infoomahat does not actually
convey real height data. Shape from Shading aimsxafacting the true
geometric information, but it is reported that Sf&nhnot produce pleasant

results without heavy user intervention.

Currently, 3D modelling software, such as 3DS MAKlaya, Zbrush,
Exchange 3D and Mudbox can model reliefs (both Inediefs and bas reliefs)
by directly manipulating the true geometry as mioiglother types of shapes.
It is well known that such direct modelling is alitaus process and requires
special skills and expertise. 3D modelling proasdge real carving to some
extent, with manipulation of vertices or controimis replacing the cutting and
shaping in the real world. They both need to crélageobject from scratch.
However, the advantage of digital relief is thatah be easily modified, edited
and stored. Figure 2.5 shows a lion head modehaxample to demonstrate
the result of direct modelling.

Figure 2. 5 A lion head modelled (Exchange3D 2009).

18



In contrast to 3D modelling software, Computer Ailddachinery software,
such as ArtCAM, Type3, JDPaint etc. provide spetmals which allow the
user to design complicated relief models with défe levels of control. Such
designed relief can be machined into real reliefilgytal sculpting tools. It is
nevertheless an elaborate procedure to generate duglity relief with
complex detailsVector images can be used to design such reliefiead of
bitmap images. The vector images allow users toipnéate geometric primitives
like points, lines, and curves based on mathematgaations to represent images
in computer graphicsQrzan et al. 2008 In this way, the user can select the
shapes from the templates, such as arch, pyranddpkeme; the software then
translates these template elements of a 2D vectage into —the 3D geometries
(see Figure 2.6(a)). Figure 2.6(b) illustrates dhniginal vector image and its
final relief of a toy bear (ArtCAM 2009).

This kind of software is especially designed fdr atterns with many useful
templates for users to choose from. It saves anmengs amount of effort in

modelling, yet has its limitations. Available shapeplates may not be able to
cover all kinds of extrusion, and furthermore, tireation of a vector image

from scratch is a time-consuming process.

(a) ArtCAM shape templates.

(b) A relief of teddy bear from a vector image using@&M.

Figure 2. 6 The templates ArtCAM provided and an eample
(ArtCAM 2009).
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Perry and Frisken (2001) developed a frameworketoegate sculpture digital
characters by using digital clay named Kizamu. dt mainly based on
Adaptively Sampled Distance Fields (ADFs) but Kizamcorporates a blend
of new algorithms representing significant techhi@dvances in modelling.
Their work is mainly addressed to users from thierg@mnment industry but,
amongst others, the system allows creation of élgf if a 3D model is given.
To model the accurate behaviour of digital clayieselon the properties of
ADFs and creative input. During the creative pipelphase, the system offers

different editing operations and tools to direatiffuence the outcome.

However, Sourin (2001a, 2001b) has also developetthads which provided
an interactive system to directly produce a surfegeg programmed functions
to represent shapes and manipulations. The suréamk the tools are

represented as functions that allow the computingterplay efficiently.

The drawback of 3D modelling software or sculptpeegkages mentioned in
this section is that the entire production prodessme-consuming and needs
close user intervention. The outcomes heavily dépen the skills and
experience of the artist. The advantage over magra#ting is that the virtual
tools allow editing, modifying, and storing the geamted digital relief;

furthermore, it is easy to reuse intermediate tesarl replicate the outcomes.
2.4 Relief generated from 3D shapes

Several essential fundamentals in model-based gdigeration techniques and
concepts require to be mentioned from the outdetyTare height fields, tone

mapping, Unsharp Masking (USM) and compression.

Height fields - The input to all methods presented in this sects a height

field, also called range image or depth map. Itodes shapes by distance
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information based on a regular 2D grid. Heightdgetan be achieved by either
rendering a scene and reading the entries of tpthdmuffer, or casting rays

and measuring the distance to the first interseatith a surface.

Tone Mapping or High Dynamic Range (HDR) - The problem of
transforming a shape into a more planar representaan be regarded as a
geometric analogy to the task in High Dynamic Ramgaging. In HDR, a
very large luminance interval has to be compressigdout compromising
visually significant features like contrast and #ndatails, this action is also
known as tone mapping. For relief generation, tugesponds to squeezing
the depth interval range of a height field and $iameously preserving the
perceptibility of ridges, valleys and high frequgnstructures on surfaces.
Since image and shape features are each of a vffgredt nature, a
straightforward adaption of HDR methods is not gaes nevertheless, most
algorithms presented in this section are inspineddtutions from HDR.

Unsharp Masking (USM) - It is a well-known feature enhancement technique
in image processing, which aims to split a givegnal into low frequency and
high frequency. An input image is convolved withoa pass kernel resulting
in a smooth version of the input image. Subtracthmg smooth version from
the original image leads to a high frequency imegetaining peaks at small
scale detail level. Adding a multiple of high fremey image back to the
smooth image leads to an emphasis of fine strustaréhe newly reassembled

image.

Compression- A height field is given, the first approach tawaress its depth
interval size would be a uniform linear rescaliriglb entries. This only works
as long as the compression ratio is not high. Amsas a significant ratio is
required, the visibility of fine features is lost & considerable extent. For bas

reliefs, where a compression to 2% and less is comrthe basic linear
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approach fails since apart from the contours amdesextreme discontinuities
on the surface everything appears to be flat. Nogal scaling schemes have

been considered and developed to preserve thediads.

To evaluate the most successful high quality resuharpness, richness of

detail and accuracy should be taken into account.

Current research on generating reliefs from 3D rsodan be classified into
two categories: one based on perception and prajecthe other based on

geometry processing.

Cignoni et al. (1997) developed a computer-assistédf generating system
which was regarded as the earliest technique krfowgenerating 3D bas and
high reliefs from 3D models. They applied a compi@s inversely
proportional to the height value followed by a Bneescaling. This resulted in
a higher compression for those scene elements wherh far away from an
observer and has less effect on the more saliets. Javo approaches: image-
precision based on the use of the Z-buffer andcbigeecision based on a
visible surface detection algorithm were propodadhe final, a given scene
was rendered with the near and far clipping plastessen in such a way that
they tightly enclosed the scene. Although this wiatkoduced by Cignoni et al.
(1997) is the very first in this field and their theds are very successful for
high relief generation, in terms of the visibility details, this method is little
better than linear rescaling in the case of bagsfselThe authors noted that
such perspective foreshortening relatively enlaegiges on a surface, and so a
significant amount of the depth range remained &dhdt these regions were
not specifically treated. This observation madégaiicant contribution to the

following research in this field.
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Belhumeur et al. (1999) investigated the ambigoitybas relief generation
with respect to surface reconstruction. They provedt there existed a
structure transformation from a shape to a cornedipg bas relief, so that the
shading and shadowing in both cases are idenfi¢hkiviewer’'s perspective
changes slightly around an orthogonal view. Howeilean optimum angle of
view is exceeded, it can produce distortion andatumal results. This approach

therefore ultimately relies on human perception.

Instead of projecting a 3D shape to the viewinqi@l&or capturing a height
field), Song et al. (2007) firstly described a noetho generate bas reliefs from
3D shapes automatically. They addressed the proategeometry processing
compared to the HDR image compression problem wisieidied in computer
graphics. They represented the shape in appropdifferential coordinates,
and then used similar saliency measure as Lee €045) illustrated in mesh
saliency under a certain viewpoint and then deedrilit in differential
coordinates; they subsequently used USM to enhidnecéeatures followed by
a rescaling. Given the new differential coordinatdsey had to solve a
diffusion equation in order to retrieve the shap®rmation. They were the
first to investigate the derivatives for bas religéneration in order to
distinguish between large and small surface featiMevertheless, on balance
their methods in general appear slightly complidaded their results do not
look lifelike enough to justify such effort and seesometimes look even
distorted and exaggerated.

Kerber et al. (2007, 2007) developed feature pvasgralgorithms for range
image compression inspired by the work of Songl.e28@07). They adopted
the idea as Lee et al. (2005) to process the gegpnaetd operated in the
gradient domain. They performed a thresholding limieate extraordinarily
large gradients as they appear on silhouettes &y ahe boundary of

occlusions. Unsharp Masking with a Gaussian fites applied to enhancing
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fine and visually important features contained e high frequency of the
partial derivatives. Given the manipulated gradierat solution of a Partial
Differential Equation, a linear rescaling and thhenombined to get the depth
compressed result. After such strengthening, theepébility of the result was
preserved, even for high compression ratios, whaeld to the final bas relief.
This approach is demonstrably simple, fast andymresl results of an enhanced

quality.

Gaussian blurring in the Unsharp Masking procesgjescribed above, leads
to a smearing of features and causes false responsthe high frequency
image. This results in slightly exaggerated rellefsause the peaks are further
enhanced. This problem can be solved if a moreoedédd filtering is applied.
Weyrich et al. (2007) provided a semi-automaticl tth@at helped artists to
create bas reliefs making use of a silhouette presg diffusion filter. The
proposed silhouette preserving diffusion filter wesl the sharpness of
gradient discontinuities. It could be regardedhas durrent state of the art in
model-based bas relief generation. Their approdaptad methods from tone-
mapping literature which addressed the related lenolof squeezing a high
dynamic range image into a low dynamic range oreirTwork presented a
similar technique that operated in the gradient @iomand adopted a
logarithmic attenuation function to compress laggadients. The proposed
multi scale approach enabled an artist to direet riflative importance of
different frequency bands. This offers enhancesstartfreedom and allows
suppression of noise. They also analysed the ialerpetween the material
properties for bas reliefs and the compressiono ratith respect to the
perceptibility of features. To date, this approacbduces the most successful
high quality results in terms of sharpness, ricenet detail and accuracy.
However, the quality and flexibility of this meth@dle attained at the cost of
diminished user-friendly performance. It requiréect personal intervention,

as there are many parameters to be configured. cHmanake the production
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of satisfactory reliefs a very time-consuming pss;eunless an experienced
computer-artist is involved. Their work could prdeia platform to produce
more artistic results but it also requires the useroccasionally refine

meaningful weights by trial and error.

The subsequent work (Kerber et al. 2009) focusedsimplicity and user-
friendliness. They restricted themselves to a sisghle approach for Unsharp
Masking during which a bilateral filter was usedstaooth the gradient signal.
A bilateral filter is known for its edge preservingture. When being applied to
the gradient of a height field, it ensures sharprgurvature extrema as they
appear at ridges and valleys. This consequentlksream improvement to their
earlier work and it appears to be a good compromisemparison to the more
complex filters used by Weyrich et al. (2007). Regag the application aspect
they demonstrated how to produce seamless relieEnvstitching together
multiple height fields for example to generate Hage or a cubism-like piece
of art. The small compromises in this approach lead noticeable reduction
of user defined parameters and as a result are siogiler and faster without
too much sacrifice the quality and feature varietythe outcome. Thus, the
time required for generating a visually pleasand daithful relief drops

significantly.

Recently, Kerber (2010) further improved the edsese and performance by
adding a user interface and implementing the algorion graphics hardware.
This resulted in a real time application. It eveermpitted generation of
dynamic reliefs given an animated model. In additio a gradient domain
approach, they also described a variant which tiyrexperated on the depth
map. They split the signal into three differentdies; a rough and piecewise
constant base layer which describes the overaflestfallowed by coarse and

fine features on the surface. This range domairhoteproduces reasonable
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results for high reliefs but, unlike the gradientthin counterpart, it becomes

less effective if the compression ratio is too high

The above-mentioned algorithms by Song et al. (ROd&yrich et al. (2007)
and Kerber et al. (2007) can be regarded as gemmetriants of the high
dynamic range compression methods presented bwl Fettal. (2002) and
Durand and Dorsey (2002). Unlike these methodst thanipulate the
gradients of a given shape, the work by Sun ef2809) operated directly on
the height field and used gradient information oa$y additional weights. It
allowed users to distinguish features on multiptaless and relied on the
concept of adaptive histogram equalization pringanised for contrast
enhancement in images. The algorithm produces ciitimperesults but the
required the pre-processing phase is considerabbr¢onsuming. The authors

suggested multiple optimizations which could helptercome this issue.

@) (b) (© (d)

Figure 2. 7 Bas reliefs produced by (a) Cignoni &tl. (1997). (b) Kerber et al.
(2007b). (c) Kerber et al.(2009). (d) Sun et al.(R09).

These above-mentioned model-based bas relief geretachniques do not
use exact mesh representation for bas relief geoerdrigure 2.7 and Figure
2.8 present the compared results with differenthiogs (Sun et al. (2009)).

Figure 2.7(a) is the result attained through bynadr scaling after applying a
compression inversely proportional to the heigHu&ait can be readily seen
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that the details are hardly preserved. Figure R.ffeatly improves the
previous result generated by Kerber et al. (206ure 2.7(b)) on generating
vivid and natural relief models. Figure 2.7(d) po®s the similar result to
Figure 2.7(d), but looks more natural, generatedsby et al. (2009) (Figure
2.7(d)).

Figure 2.8 shows bas reliefs of a building modéjufe 2.8 (a) shows larger
height contrast in some details, e.g. the truckelhgenerated by Sun et al.
(2009) look sharper. Considering the stairs ofgla¢form for instance, Figure

2.8(b) seems more natural.

() (b)

Figure 2. 8 (a) Bas relief of a building model prodced by Weyrich et al. (2007).
(b) Bas relief of the same scene produced by Sunadt (2009).

2.5 Summary

In this chapter, the related research work on otrdgital relief generation
techniques has been discussed. Relief generation &n image is the most
mature technique to create relief-style imagesy(aunfined to bas reliefs)
which could be used to design webpage logos, cartigores and packages,
because such applications do not need actual haighmmation; since it is
important to recall that, it is easy to createefedityle images with tools such as
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Photoshop. Other methods e.g. displacement mapfhgpe from Shading
etc. are designed for specific alternation of teght information.

Reliefs generated from 3D shapes have been cosdi@dara promising means
to create both high reliefs and bas reliefs, atmlvathe reuse of existing 3D
models of different objects. The final generateliefe do convey real height
information which could be easily machined diredtito real reliefs in a CAM

system. Moreover, the generated 3D relief can liedédnd modified before

machining.
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CHAPTER 3

BAS RELIEF GENERATION BASED ON 2D
IMAGES

3.1 Overview

A piece of bas relief is a synthesis of 2D and 3Df@m. Bas relief can give
the viewers a much stronger impression than orgdiimaages in that it conveys
minor depth information. In this chapter, a novedthod will be proposed to
generate a piece of relief of a 3D mesh based 2iD mnage input via gradient
operations. The final output is a geometric meshcklwtenables artists or

designers to add additional texture and mater&lutes for their relief design.
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3.2 Background

Some image processing software, such as PhotoSlubyp Photo Viewer, and
CorelDraw can generate a relief style image viadioperations on pixels. As
a standard built-in function in those image procespackages, such a method
provides a result that may not correspond to thaired depth information of a
relief. Their output is also of little use at theage of actual manufacturing.
With industrial design packages for bas relief gatien, such as ArtCAM,
Type3, JDPaint, the designed output can be machimed real relief directly
by engraving machines. However, special knowledy® arofessional skills
are required to use such packages. The designowg$s can in consequence

be tedious and time-consuming.

This chapter attempts to develop a method of mgldip a digital bas relief
from a single image. This digitally generated bekef will bridge the gap
between image processing tools and industrial deparkages. Its usage is
envisaged as a tool for reconstruction of the wmgsteliefs or for fast
generation of prototypes from images which can behér refined by

designers using professional tools.

The proposed method occupies an intermediate podietween image-based
and model-based techniques. The main approackrasluted from 3D surface
reconstruction (Zhang et al. 1999; Agrawal et 80& Wu et al. 2008), but
operates the image in its gradient domain to imgribve quality of generated
relief. The first step is to convert a given inpuiage to grey scale one and
treat the pixel values as entries of a height fielhen adopting similar
technique introduced by Kerber et al. (2007), thepppsed method produces a
feature preserving 3D bas relief. Instead of adineescaling, the proposed
method applies gamma correction to further equdhsevisibility of features

in areas of different depth levels.
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3.3 Method description

This section describes the implementation of bdigfrgeneration from an
image. In practice, the pixel values can be usethaglepth information (z-
coordinate). However, a direct use without any pssing of these pixel values
does not produce the desired effects and may fample result in large shape
distortion and feature blurring (As shown in Figt®). Said et al. (2009)
suggested opting out the factors affecting the ltieguintensities, namely,
surface colour, material properties, and light ctim. In consequence, images

with complex texture and background are not comsitle
Briefly, the proposed method comprises the follaywperations:

1. inputting image data and converting to a grey lewedge with pixel
value 1(x,y);

calculating image gradients = (G,,G,);

attenuating gradients to smooth the shape changes;

Unsharp Masking to boost the fine features;

o & 0D

constructing the modified imagé, (xy) by solving the Poisson
equation to match the altered gradients;

6. applying gamma correction to achieve the final imag(x,y);
7. transferring the final imagel,(xy) into a triangulated mesh

representing the 3D relief shape.

These operations are executed in sequence adireeduh Figure 3.1.
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Grey image H Gradient computation H Attenuation ‘

Input image ‘ Unsharp masking ‘

Rendered model Relief model Gamma correction Constructed image

Figure 3. 1 Procedures of the proposed method.

3.3.1 Gradient computation

Image gradient is a directional change in the itgror colour in an image. In
implementation, gradient is the first order deiv@at of image pixel

valuel(x,y) which is a vector combining members sindirection and iny

direction. For each pixel, its value can be comguig forward difference as

follows:

G, = 1(x+1y) - I(xy) (3.1)

G, = 1(xy+D-1(xY) (32)

Figure 3.2 shows the gradient componentsandy direction.
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Figure 3. 2 Gradient components of the Sphinx modgk-component of gradient:
Gy(left) and y-component of gradient: G(right) .

3.3.2 Attenuation

Attenuation is an operation that reduces the vabididarger magnitudes more
significantly than those of the smaller ones doteAwation is useful for

keeping the overall details of the image whichiargortant regarding a major
purpose of generating bas reliefs. Fattal et #1042 proposed the attenuation
function in high dynamic range compression; thigratation function can be
adopted to achieve the gradient attenuation.

GX(X! y)_ ”GX(X,y)”[ a J ( - )
_ g (le, oY’
Gy (X= y) - HGy (X, y)”[ a ] (34)

The first parameterr determines to what degree gradient magnitudesinema

unchanged. Gradients of larger magnitude are ateduassuming< g <1),

while gradients of magnitude smaller thanare slightly magnified. Choosing

a = 0.1andg = 0.9 works for bas relief generation as suggested ltalFet al.
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(2004). Figure 3.3 demonstrates the gradient imaggsandy direction after
attenuation.
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Figure 3. 3 Updated x-component of gradient (left) and y-component of
gradient G(right) after attenuation compared to Figure 3.2.

3.3.3 Boosting by Unsharp Masking

Attenuation alone is not sufficient for preservifige details since the high
frequency conveys small features. The high frequemformation, that

indicates the edges and fine features, should bstéd with Unsharp Masking
in order to highlight them.

USM is a flexible and efficient method to enhanke perceptual quality of
images containing depth information. The main pplecis to subtract the
created smoothed version from the original to @bthe high frequency part,
which is then linearly scaled by a specified facémd added back to the
original one (Luft et al. 2006; Badamchizadeh amgghdgolzadeh 2004).

In the gradient case:
G, =G, +0* (G, —blur(G,)) (3.5)
G, =G, +3* (G, -blur(G,)) (3.6)
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In Equation 3.5 and 3.@lur(G,) stands for Gaussian smoothing (Kerber et al.

2007), dis the amount of enhancement, and represents hosh e high

frequencies are boosted compared to the low fremesnd =5 is adopted

according to the experiments. Figure 3.4 is theligrd images by USM.
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Figure 3. 4 Updated x-component of gradien&, (left) and y-component of
gradient G,(right) after USM compared to Figure 3.3.

Figure 3.5 shows the output image influenced bfedéht o from 0.2 to 10.
The o will influence the final relief models as well. @hadjustment ob

il 111

B

Figure 3. 5 Influence of differentd values.

could be useful of artistic control.
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3.3.4 Image reconstruction from gradient field

According to the modified gradients from the absWeps, the next task is to
reconstruct the image (X, y) from the enhanced gradieé;,éy by USM.
Finding an approximate, whose gradients are the closesBtés one of the
solutions (Agrawal et al. 2006; P erez et al. 2003 solution of finding an
approximatel, is to derive the Poisson equation from the |eagiase

formulation.

arg min | IHD 1, -G HZ , which is equivalent to solving the Poisson eiquat

021, —div(G ) =0 (3.7)
,_0 0 .
Where 0O :F+F denotes the Laplacian operator, and
X y
div(é )= %+aai stands for the divergence operator.
X Yy

P erez et al. (2003) introduced a technique toutaile the image pixel values,
which required solving a sparse system of lineaiaégns. It is straightforward
to set the boundary values as the original pixdues to solve the linear

equations.

3.3.5 Gamma correction

In order to get the result, the pixel values ofirmage must be compressed to
serve the purpose of generating bas relief whighliea that an image must be
conformed to the depth degree of a bas relief. éing the final bas relief

requires normalizing the values of the recoverygento a range from 0 to 1.
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Thereafter a correction step must be added to nerimossible distortion and
deformation. One of the most popular approachegamma correction (Kim
and MacDonald 2006), by a power function of gam@amma correction
affects the visual contrast, and a higher valudcatds a higher level of
contrast. The implementation of the normalised gameooerrection is as

follows:

1

_(1.(xy)=-min(l, (xy) |9
'f(y“y)'( max(l, (x,y)) j (38)

Where g denotes the image gamma value. Whey <1, gamma correction
enhances contrast of bright regions, whereas when it enhances contrast
in dark regions.g =25 is adopted to this model to achieve the highest

contrasted images. Figure 3.6(a) shows the direettpnstructed image after
solving the Possion equation without gamma comectind Figure 3.6(b)
shows the reconstructed image after gamma correetiml normalization. It
can be observed that after gamma correction, tlagems balanced with the
nonlinear scale with its pixel values which therefdenefits the final 3D
reconstruction.

(a) Image without gamma correction. (b) Image afeenga correction.

Figure 3. 6 Gamma correction.
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3.3.6 Mesh triangulation and simplification

After applying gamma correction, the mesh of a 3B telief can be generated.
Triangular meshes have received wide acceptanekeamntary representation
for meshes and have been well studied (Owen 199®) triangulated mesh is
adopted to represent 3D relief models. For a simplplementation, pixel

values |, (xy) correspond to a depth in Equation 3.8; accordingly,

connectivities of 3D vertexes at each pixel couawitthe triangular mesh.
Figure 3.7 shows the reconstructed Sphinx mod#) @ad the enlarged claw
of the Sphinx model (right). The claw is highligtitey the circle in Figure

3.7(a). The mesh simplification procedure (Cignt®®8; Isenburg et al. 2003)
can be applied to reducing the number of vertick#stvpreserving the overall

shape as much as possible. Other post-processingigeies, such as texturing
and shading can be added to create further entimdlisesults as shown in

Figure 3.9. The mesh was rendered using Autodilslya.

z=1.(xY) (3.9)

(a) The reconstructed Sphinx model.  (b) fd@®nstructed claw of the Sphinx model.

Figure 3. 7 The reconstructed Sphinx model and thelaw of the Sphinx model.
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3.4 Results and discussions

The proposed algorithm is straightforward to impéetn A colour image is
converted to a grey image, which is processed e gtadient domain as
outlined in section 3.3. The depth of the bas falan be user specified. The
PC used is HP Workstation 4300, with Intel PentiDomal CPU 3.2GHz and
2GB RAM, which is equipped with NVIDIA GeForce 79@IX video card.
Usually, it takes about 12 seconds to process amege with resolution
640x480 into a 3D relief model excluding the impamnid export time. Figure
3.8 shows the original image, the altered image otltput 3D relief model and
a different view angle of the model. In Figure 8)3{he arrows denote vy, z
coordinates. These examples take the images @ghax (JustEasy 2009) as

inputs.

>,

J““le,

—

(c) Output mesh. (d) Differernt view #ang
Figure 3. 8 Input image of the Sphinx and results.

Figure 3.9(a) is the input image. Figure 3.9(b),ded (d) compare the results
generated by the proposed method with ArtCAM andot®$hop to
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demonstrate that the proposed algorithm is bemffor the preservation of
edges and enhancement of fine features. It caedre fsom Figure 3.9(c) that
the neck area is blurred in ArtCAM, whereas in Feg3.9(b), the ordinary
features are preserved with the proposed gradigstaton method. ArtCAM

produces an image similar to the input where th@&pshsmoothly transits
without much flattening. Such smooth transitionuiegs some deep carving in
the final relief contradicting the fact that a lvakef is a piece of work carved
into a surface with limited depth. The proposedhuodtactually compresses
the model into a shallow depth. Figure 3.9(d) shtvesbas relief generated by
Photoshop transformed to mesh representation. it loa observed that
distortion has occurred in the head area, anddatialfdetails have been filtered

out.

(a) Input image. (b) Proposed method.

(c) ArtCAM. (d) Photoshop.

Figure 3. 9 Lateral Sphinx models generated by thproposed methods, ArtCAM
and Photoshop.

40



(b1) Input image.

(c1) Input image. (c2) Output bas relief.
Figure 3. 11 Other examples.



Figure 3.10 shows several rendered images of tbpoped method which
include different texture effects. The images amdered with Autodesk|Maya.
Figure 3.11 illustrates some other examples. Figuté(al), (b1) and (cl) are
the original input images; Figure 3.11(a2), (b2}l #c2) are the corresponding
bas reliefs. The latter demonstrate that the preggsadient operation method
is able to handle both simple plain images (Figdidel(b), (c)), and complex
colour images (Figure 3.11(a)). The main features\d preserved in the

results.

3.5 Summary

In this chapter, a series of gradient operationsmages have been introduced.
These operations sharpen and preserve the featutbs final relief model.
Compared with existing image processing softwarg,. €hotoshop, the
proposed approach is able to provide true 3D in&bion rather than a pseudo
relief effect which contains “fake” depth informati. Noticeable flaws can
appear on relief models produced by such imageepsntg software, whereas
the proposed method can effectively solve the bl

The proposed method is able to automatically geaeedief models compared
to existing techniques such as Shape from Shademg(2t al. 2005; Wu et al.

2008), and the generated results can be appliedeat application.
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CHAPTER 4

RELIEF GENERATION BASED ON 3D MODELS

4.1 Overview

In Chapter 3, bas reliefs have been generated 2iorimages by the proposed
gradient operation methods. However, the applioatiof the generated bas
reliefs are still confined to some extent. Recentgearchers have developed
algorithms which are able to apply image processaggniques to process the
height field data from a 3D mesh and finally tramsf it into a relief. Similarly,
the gradient operation based method proposed ipt€ha can also be adapted
to process the height field data and finally geteebms reliefs. An Alternative
approach is provided in this chapter, which attemmptcreate reliefs (both bas
relief and high relief) from 3D meshes directly.eTkey task is to scale 3D
meshes to a certain degree and generate bas refidiggh reliefs whilst
preserving the details in order to produce feattinas visually appropriate to

43



reliefs. In this proposed method, firstly, 3D UnghaMasking (USM) is
adopted to enhance the visual features in a 3D jreegh then a non-linear

scaling scheme is developed to generate the famatdlief and high relief.

4.2 Background

Previous relief generation research was mainly eored with bas relief
generation. Those works start with a height fietdagd and then apply image
processing techniques to process the height fiatd dnd finally transform it
into a relief. This particular work attempts to geasite both bas relief and high
relief from 3D mesh directly. For high relief geaton, scale ratio is over 0.5
according to the definition. It is able to generhigh reliefs by a direct linear
scaling. Direct linear scaling is easy to achietis, also one of the reasons that
fewer research works pay attention on high reliehegation. This work
proposes a method to handle both high relief aredrbhef generation. The
remarkable contribution is to scale 3D meshesdertain degree and generate
high reliefs while preserving the details. Furthere) it is beneficial to extend
it to bas relief generation as well. A boosting caithm using Laplacian
smoothing operation is adopted to enhance the Islethi is essential to
understand mesh representing, loading and disglagince the proposed

method begins with a 3D mesh, which is outlinetbdews.

Meshes store different types of elements includvegtices, edges, faces,
polygons and surfaces. They can be representedveriety of ways using

different data structure to store the vertex, ealge face data. These include:
Face-Vertex Meshes, Winged-Edge Meshes, Half-Edgshils, Quad-Edge
Meshes, Corner-Table Meshes, and Vertex-Vertex Bresic. These methods
have particular advantages and disadvantages whék stated by Smith

(2006). Face-Vertex mesh represents an objectset af faces and a set of

vertices, which is widely used for mesh repres@matMeshes can be stored in
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a number of file formats, such as 3DS, DXF, OBJYPOFF, VRML etc.
(Tobler and Maierhofer 2006).

This development is based on a Matlab toolbox plediby Gabriel (2009). A
mesh is stored as two matrixes: vertexes stor8Gheertex positions and faces

store 3-tuples giving the number of the verticesiiag faces.

4.3 Overview of method

The proposed method is depicted in Figure 4.1. Wh8D mesh is provided,
in order to flatten its shape without changingtagsology whilst preserving its
details, the algorithm first applies mesh enhancerbg 3D USM (Ritschel et
al. 2008; Ihrkea et al. 2009).

Input 3D model

A 4
USM subtract Laplacian smoothing
Mesh
y details
Mesh boosting
Origina
mesh » N J

Non-linear scaling

\4
Generated relie

Figure 4. 1 Flowchart of the method.

To implement 3D USM, Laplacian smoothing is sulizdcfrom the original
mesh to extract the details of a mesh. The meshilsletan be scaled by a
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specified factor and added back to the original tonkoost the detailed mesh.
After boosting the details, a proportional non-finescaling scheme is

developed to achieve final reliefs (bas reliefs higth reliefs).

4.3.1 Mesh enhancement by 3D USM

3D USM is an extension and derivative of 2D Unshdgsking (Haralick and

Shapiro 1992; Hansen et al. 2005; Cignoni et ad52&eith 2009). Its main

function is to enhance the contrast of the origim&sh. In generic Unsharp
Masking, an input signal is enhanced by subtracthmgy created smoothed
version from the original to obtain the high fregag part, which is then

linearly scaled by a specified factor and addedk b@ad¢he original one (Luft et
al. 2006).

In 3D case:

M :M0+5* (Mo_Msmootr) (41)

sharp

M., IS the sharpened mesh, is the base meshM,,,,,stands for

Laplacian smoothing) is the amount of enhancement, representing hovhmuc
the mesh is smoothed which will affect the findlefeeffects. The adjustment

of 0 could be useful for artistic controlling.

Laplacian smoothing is adopted to smooth a meslausec this technique
changes the position of nodes without modifyingtthygology of the mesh and
also it is attractive for its simplicity (Field 188 Vollmer et al. 1999). The

following section describes Laplacian smoothingétail.
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4.3.2 Laplacian smoothing

Laplacian smoothing changes the position of nodéeowt modifying the
topology of the mesh. More importantly, the Lapdecsmoothing is simple to
operate since a given vertex only requires inforomagabout its immediate
neighbours. For each vertex in a mesh, a new passichosen based on local
information and the vertex is incrementally movkdre. There are a number
of different approximations for the Laplacian ogeraeach one has its special

usage. Desbrun(1999) describes its discrete appatixin in Equation 4.2.

L) == 3 W= X) (42)

Wi i)
wherew; is the weight for edge defined by, (). There are several schemes to
define the weightsw;. They are uniform weight (umbrella operator or
combinatorial weight), scale-dependent umbrellaraioe (distance weight)
(Mathieu et al. 1999), tangent weight (Floater 2088d cotangent weight
(harmonic weight). (Sorkine et al. 2004; Alexa 20@bou et al. 2005). Among
those schemes, harmonic (cotangent weight) in kaquat3 is widely used.
According to Desbrun et al. (1999), harmonic weigitbvides the best

smoothing results with respect to shape preservatminimizing possible

distortion related to angle changes.

w(i, j) = cot(@, ; )+ cot@; ) (4.3)

wherea; ; and S ; are the angles opposite to edgex). Figure 4.2 shows the

vertexi and its one-ring neighbours.
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Figure 4. 2 Vertexi and its one-ring neighbours.

Laplacian smoothing can be iteratively processedged the desirable

smoothness of a mesh.
4.3.3 Non-linear scaling scheme

To scale 3D meshes efficiently, a non-linear sgalstheme should be
proposed instead of linear scaling because simjplead scaling cannot
highlight the important part of 3D mesh. In britis idea is to scale the height
section of the relief proportional to height fieldor example, to generate a
relief, the higher part of the object should belestanore, whereas the lower
part should be scaled less to preserve the déthédrefore, the attenuation
function (Fattal et al. 2004) can be used to achiths objective, which is
described in Equation 4.4. Scaling Factor(SF) atsithe depth compress ratio,
where a large value means less compression in.déepthbas-relief generation,
a small value is chosen to present the model irearly flat plane and a
relatively large value applies for high relief. TB& may also related to the
preservation of details where a small value of Skuldr smooth out small
depth changes in the model.

= * E H ’
G(h)=SF Sgn(l')‘h‘ a 4.4)
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The first parameterr determines to what degree height slightly changed.

Larger height is scaled more (assumingp <1), while smaller height is
slightly scaled. Choosing = 0.1andg = 09 works for the purpose of the
scaling as suggested by Fattal et al. (2004).

4.4 Relief generation

4.4.1 High relief generation

In high reliefs (alto relievo), the forms have ovalf of their natural depth

attaching to a surface or separating from it.

(d)SF=0.7. (e) SF=0.6. (f) SF=0.5.

Figure 4. 3 High reliefs with Bunny model. (a), (b)(c) represent the input
Bunny model, smoothed model and unsharp model resgievely. (d), (e), (f) are
different final relief result with parameters.

Therefore, Scaling Factor (SF) is defined as ovér &ccording to the
definition.
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Bunny and Skull are taken as examples to illustiteeesults of the algorithm.
For high relief generation, the parameters areasefbllows:d=0.2, SF=0.7,
SF=0.6, SF=0.5. All the models are from Aim Sh&{0).

Figure 4.3 and Figure 4.4 present the resultsgti heliefs. It can be seen that
higher SF (SF=0.7) preserve more features.

(a) Input skull model. (c) Sharpened skull model.

(d) Rendering and lighting skull model.
Figure 4. 4 High reliefs with Skull model. (a), (b)(c) represent the input Skull

model, smoothed model and unsharp model respectiyel(d) the final rendered
skull relief with frame.

However, the overall details are preserved foS&ll The influence o® will be

examined in Section 4.4 .4.

50



4.4.2 Bas relief generation

It is noted that the proposed algorithm works fightrelief in Section 4.4.1. In
bas reliefs, the forms have under half of theiuratdepth always attaching to
a surface. Recent researchers take 0.02 as conopresgio. Figure 4.5
demonstrates the bas reliefs of bunny model antl siadel generated by the
proposed method with the paramete¥s:0.2, SF=0.02. It can be observed that
the proposed mesh enhanced techniques and non-Boabng scheme can

effectively preserve the details of the generagsirelief results.

Figure 4. 5 Bas reliefs generated by the proposedbarithm: Bunny and Skull.

Figure 4. 6 The bas relief generated by the propodealgorithm: Vase lion and

rendered Vase lion with frame.

Figure 4.6 gives another example to show performaot the proposed
algorithm. It can be seen that it is able to geeef@as relief with details

preserved.
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4.4.3 Different view angles

(a4) Back-view lion model.  (b4) Back-viewdrelief with frame.
Figure 4. 7 Reliefs of Different view angles of Chese lion.
It is easier to apply different view angles fronffetient view directions for the
original model because the proposed method opeoat&d® meshes directly.
For example (see Figure 4.7), adjusting the positb the model and then
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applying the proposed algorithm can easily geteddit view angles of relief

generation.
4.4.4 Parameter testing

The main factor influences the results and detezmirthe appropriate
parameter is tested in this section. Bas reliefegtion with Skull model is
taken as an example. In the proposed methddjs the amount of
enhancement, represents how much the mesh is sedoathich will affect the
final relief effects.

SF=0.02=0.2 ¥

SF=0.02=1.
Figure 4. 8 Different 0 from 0.2 to 1.0.

It can be seen from Figure 4.8 that with the inseesent 08, the relief result
is enhanced. However, the larg@rresults in undesired deformation when

applied to 3D USM. In a generic Unsharp Masking, tigh frequency part is
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linearly scaled by a specified factor and addedckltacthe original one. A
suitable specified factor, in this cadeshould be chosen carefully because
artifacts are triggered by a largérin the final bas relief generation as Figure

4.7 indicates. It is noted that=0.2 can produce the pleasing results.

4.5 Summary

In this chapter, the algorithm which can produdeefe directly on 3D meshes
has been implemented and tested. 3D Unsharp Masiadgthe non-linear
scaling scheme have been developed to generatellEisand high relief. The
results have shown that the proposed methods amene the details of the
generated bas reliefs and high reliefs. Comparda existing works(Kerber et
al. 2009; Sun et al. 2009; Weyrich et al. (200Thg proposed method is

relatively easy to implement since it operates 3&ines directly.
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CHAPTER 5

DIGITAL SUNKEN RELIEF GENERATION BASED
ON 3D MODELS

5.1 Introduction

Sunken relief is the third type of relief sculptusdso known as intaglio or
hollow relief; the objects are carved into a flatface. Sunken reliefs often
utilise the engraved lines or strokes to strengttien impression of a 3D
presence and to highlight the features which otlserware unrevealed.
Compared with other (high reliefs and bas relieédef forms, sunken reliefs
highlight the depth perception more strongly. D&spn increasing amount of
research on digital relief generation in computeapgics, little attention has
been paid on the generation of the abstract saeltum using pure engraved
lines. Two types of sunken relief generation haeerbdeveloped in this
chapter; one is created with pure engraved lindsciwis outlined in Section

55



5.4, the other attempts to create sunken religfsrporating the contour lines
seamlessly with the smooth surfaces, which is medlin Section 5.5.

5.2 Background

Among three types of relief, sunken reliefs liegkly on the shape which do
not protrude from the surface, but are carved tinéosurface. In ancient Egypt,
sunken relief was commonly used to illustrate s®and show the greatness of
the pharaoh (as shown in Figure 5.1). It is notitted the lines of contours are
vivid elements of great importance to present $ipiscial stylization. It is also
used for inscriptions and engraved gemstones. Naygadgunken reliefs can be

used to decorate the surfaces of furniture, whllgdings, and jewellery.

Figure 5. 1 A sunken relief of ancient Egypt (Artis Unknown, 1336 BC).

To produce a sunken relief, the sculptor carvesrétef within a deeply

incised line. As a result, the contours are surlkvbehe surrounding surface
whilst leaving the highest parts on the surfacelleiigure 5.1 shows that the
feature lines are important for depicting the edgeshe objects, such lines
represent most visual features of a sunken retiefpture. Because lines are
flexible and concise, they are considered as tls¢ Wway to represent general

and abstract figures.
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Lines play an important role in sunken reliefs. Bsg(1974) introduced the
definition of external contours and internal lines sunken relief. External
contours are defined as the principal lines, wiaindh determined by the shape
of the object itself and the viewer’s perceptianatddition, several other linear
features may be presented in a relief. These auallysreferred to as the
interior lines because they are all contained withie overall shapes bounded
by the external contours. Edges formed due to tlmnection of
planes/surfaces at an angle may be rendered shswpthiat they become a
linear feature. These internal feature lines afendéd as the secondary lines in
a real sunken relief. Last but not the least, tlaeeclines which are not derived
from the 3D form of the relief, but are overlaid ihaghlight the primarily

graphic features.

Most existing research on relief generation is eoned with creating a smooth
relief surface from either image or geometry inp8tich a surface has a
shallow depth but can deceive human perception teah 3D shape with a
much greater depth ratio. Previous work has pdide liattention to the

importance of lines (Kerber et al. 2009; Sun et 24109.). The proposed
methods start from a full scale geometric mesh 8Daobject. Therefore, the
user can benefit from abundant 3D models availaitteer online or from laser
scanning. This method is the first to implementkaimrelief generation by
uniquely including feature lines in relief creatiowhich distinguishes this
work from its predecessors (Kerber et al. 2009; &ual. 2009; Weyrich et al.
(2007)). The sunken relief results seem promidiyyever in order to model
the sunken relief with smooth transition betweaedi, a combination of three
different inputs has been proposed: a line dravitngge provides input for

contour lines; a rendered Lambertian image sharesame light direction of
the relief sets the visual cues; and a depth imageveys the height

information. It is able to maximise the presencdeattures in a sunken relief
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by matching the target relief surface with the ¢hgiven input images by an

optimization process

5.3 3D line drawings

5.3.1 Lines in sunken relief and 3D Line drawings

Line drawings refer to extracting lines (the masvious features of the model)
from 3D models. The extracted lines can be apgbedrtistic stylization and

abstraction work with applications ranging fronugtrations to cartoons and
gaming scenes. This work is inspired by line dragsifrom 3D models since
sunken reliefs depend considerably on the carves lin conveying the surface
shape. Lines also convey other different thingsluging various combinations
of lighting, materials, surface markings, and digcwities (Rusinkiewicz et

al. 2008).

Koenderink (1984) explained the concept of contamd its connection to

human perception. Such contours in line drawings analogous to the

principle lines in sunken reliefs. Later on, creaseere used, which was
regarded as a big improvement for line drawingsnf@D objects (Markosian

et al. 1997; Raskar 2001; Kalnins et al. 2002).a8ee are sharp features
defined on the mesh surface. Suggestive contougsa(ld et al. 2003; Sousa
and Prusinkiewicz 2003; Decarlo et al. 2004), whare analogous to the
interior lines in sunken reliefs, are minor on-sed features similar to

contours that are view dependent and help dendtirglocal shape. Other
drawing elements, such as hatching, are prevatemdre sophisticated line
drawings. Many small lines can be combined in saclway that they

simultaneously stylise the tone and material (@&blal. 2008 and 2009). For a
more detailed review on line drawings, please réfeiRusinkiewicz et al.

(2008).
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5.3.2 Line drawings algorithm

Two types of lines are included in line drawingsnurs (occluding contours
and silhouettes) whose definition is view-dependemd suggestive contours
whose definition depends on the higher-order difféial properties. Object-
space algorithm developed by Decarlo et al. (209%)dopted to extract line
drawings. A brief summary of the algorithm is shdvatow.

Contours: A smooth surface is provided, the contour linesdefined as a set
of points that lie on the surface and whose surfamenal is perpendicular to

the view vector:

n(p)lv=0 (5.1)

p is a point on the surface,is its normal and is the view vector. This set of
points form disconnected curves on the surfacepmyecting the visible part
of the lines onto the image plane, a line drawsmg@roduced which is defined
by the occluding contours and silhouettes.

Suggestive contours Suggestive contours relate to the ridges anceyslbs
inflection points from a particular view on the fwe, which involve
computation of the local extrema of the curvatukedirection vectorw is

defined as the projection of view vector on thegtrt plane at poirg.

w=_"Y—((P) V) (p) (5.2)
v =(n(p) ) ((p)|

It is noted that the local minima ofp)[Vin directionw suggests a possible

location on a ridge/valley. This local minima c@pends to the zero value of
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the derivative of(p)[valong directionw at pointp where the second order

derivative along directiow is positive:

O, (n(p)Lv) =0’ and
0,0, ((p) [v) >0 (5.3)

where U, denotes the directional derivative alomg This condition is also

equivalent to the zero value of radial curvatér@along directionv where the

directional derivative along of the radial curvature is positive:
k., =0, and
0,k >0 (5.4)

The suggested contours are generated by projeitirsg points on the surface

that satisfy the aforementioned condition.

There is a large body of literature addressingptablem of extracting line
drawings from exiting 3D models (Kalnins et al. 20Mecarlo et al. 2003;
Cole et al. 2008). Many works contribute to the egation of different

stylization and content related line drawings, whis beyond the scope of
discussion in this work. As the lines in sunkenefsl highlight the contours,

extracting the plain line drawings is the necesStylization is not needed.

This development is mainly based on the existingrkwdeveloped by
Rusinkiewicz et al. (2008) to obtain lines drawifgsm 3D models. It is
noticed that directly applying the output is nottalble for generating relief-
style sculptures, since there are some unexpectsakd in the contours and
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dots by noise (as shown in Figure 5.2(b)) or tomyrae details (as shown in
Figure 5.4(a)). Additional pre-processing is introdd to tidy up the image.

In general, there are two alternative ways to a@hipre-processing; these
depend upon the type of model. For models with smeorface like the horse
in Figure 5.2(a), digital image processing is hygétficient, easy to implement
and can produce good results. For models with niacgl variations, mesh

operations like smoothing can be applied (as shoviaigure 5.3).

5.3.3 Pre-processing: Image processing

Image processing can be applied to the extraateddiawings to enhance their
quality for further processing. The advantage oplgipg digital image
processing is that it is fast and easy to implemegure 5.2(a) shows the input

horse model.

Smooth, concise and successive boundary linesxpected in relief artwork.
It can be seen from Figure 5.2(b) that there amesbreaks and noises which

are not appropriate for relief-style sculpture gatien.

Removing minor noise is the first necessary stertgphasise lines in the
sculpture. An effective and simple way to achidve desired goal is to apply

erosion (as shown in Figure 5.2(c)).

The next step is to recover the image by dilatimgimage to fix the holes and

breaks and to achieve the final image as showmgur& 5.2(d).

Both erosion and dilation can be repeated sevanast until required results

are achieved.
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(d) Lines after dilation.

Figure 5. 2 Image processing example of generatddés of the horse model.
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5.3.4 Pre-processing: mesh smoothing

For some models like the bunny, there are too nsangll local variations as

shown in Figure 5.3. Therefore, it is necessarypr@process the mesh and
extract the lines afterwards. This is to contr@ trensity of the lines and thus
to influence their presence in the final relieflpture. It is better to smooth the
mesh to get rid of some details if required andnike the final relief-style

sculpture as clear as possible. Taking the bunngleinas an input, Figure

5.4(a) shows the extracted lines of the initial elpd is noticeable that there
are so many details which require much effort dyrthe final sculpture

generation. To overcome this issue, the user igiged with a tool to control

the input by filtering out some details if requiredaplacian smoothing

operator was chosen to remove those unwanted stiokthe selected area.
There are a number of different approximations tfe@ Laplacian operator;

each has its special usage. Desbrun (1999) desctibdiscrete approximation.

1
— (X = X
W, JDN%) WO (5.5)

L(x) =
wherew; is the weight for edge defined by, ). There are several schemes to
define the weightswj. As discussed in Section 4.3.2, cotangent

weightw(i, j) = cot(a; ; )+ cot(3; ), is used.

An example of the practice of controlling the stalensity is shown in Figure
5.4(b), (c) and (d) after 3 different levels of sttong. Users can control the
iterative number of smoothing to gain the effetisyt expected by removing

some details.
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(c) Second time smoothing. (d) Third time smaoghi

Figure 5. 4 Line drawings of bunny model with diffeent levels of smoothing

5.4 Sunken relief generation using featured lines
Lines are firstly extracted by line drawings frongigen 3D object according

to Section 5.3, and a pre-processing process ikedpy the line drawings to

clear the unwanted noise for the relief generatiocording to different types
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of models. For simple models with less local vaoiad, digital image
processing can be applied supplely. Alternativédy, models with fine local
details, a Laplacian smoothing step can be apptietie geometric model to

remove some unwanted details before the line digswvxtraction.

After obtaining the required line information, tiheesh of a 3D relief-style
sculpture can be generated. Thandy components of each vertex position
correspond to the location of their counterpartthe line imagel. The z

components are derived from the entries; this digerés explained as follows:

z=SF([(xy-op (5.6)

wherel(x, y) is the image pixel value after the aforementiopestprocessing,
which corresponds to depth os is the offset value and SF is the Scaling
Factor. This leads to a sculpture in which the bamlind is mapped to a zero-
level and each line is carved deeper into the nadtéine depth is controlled by

the Scaling Factor.

Pre-processing can be treated as a specially dakigter which controls the
quality and stylization of the final sculpture effe. To give an example, Figure
5.5(a) and 5.5(b) are created with images of Figuéa) (without smoothing)
and 5.4(d) (with smoothing) respectively: althoutite same initial 3D
geometry of the bunny is used, both sculptureshéxtifferent stylization with

varying line densities.

It can be seen from Figure 5.5(b) that the gendratmny sunken relief model
bears the main shape features with sufficient detent to distract the viewer

with too many small strokes.
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(a) Result without smoothing.

(b) Result with smoothing

Figure 5.5 Comparison of reliefs with different line density.

Figure 5.6 demonstrates that the proposed techmgues for both simple and
complex objects. For example, it can be seen fiwengolf ball model that the
variation of lines can convey a convincing 3D getiioevariation of depth

even though they are engraved into a flat surface.
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(a) Horse model.

(b) Elephant model.

(c) Golf model.

Figure 5. 6 Reliefs generated with the proposed metd.
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5.5 Advanced sunken relief generation using multig

inputs

3D line drawings algorithm can be used to extraetcty the lines needed in
generating the edges of a sunken relief as intediun Section 5.3.2.
However, transforming them into a 3D carving in jometion with smooth

height transition is an unsolved problem. Sunkdefeegenerated in Section
5.4 are promising; however, to generate a real@iitken relief, the smooth
height transition between edges is also esseBwmh the lines and the height
transition have to be combined together to emphatfiz presence of a 3D
object. The method presented in this section iemiht from that in Section
5.4. It combines the line drawings input with heigieneration that visually

highlights the shape features on the generatecesurtiefs.
5.5.1 Three inputs

A 3D surface carries more information than a singleage does. The
implementation starts from a triangular mesh bydlaing it into multiple
inputs: a picture of plain line drawings (as ilkagééd in Section 5.3), an image
rendered using Lambertian shading, and a depth @mapese inputs are
combined together in a composition procedure talyce the final relief art
piece. These procedures are illustrated in FigufeThe input of line drawing
helps to create feature lines in the sunken rebefthe desired places. The
other two inputs work in a complementary mannemtontain a smooth relief

surface.
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~
AY)

Depth image

Final result

3D object Rendered image

Line drawing
Figure 5. 7 Procedures of the proposed method.

Depth Image Input

It is beneficial to start from a 3D mesh as it pdeg the height information.
Belhumeur et al. (1999) suggested that a lineampecession of the height could
lead to ambiguity for some particular view points tbe generated relief.
Instead of using the simple linear compression @ggy, optimization

approaches have been developed in Section 5.%eAsiare a robust solution.
Using the height information as input, the depthsimply rendered on the

image projection plan as a grey image.

Lambertian Shading Input

Images rendered with the Lambertian model are asedne input source to
help recover the height information in the reliefie pixel valud is computed
from the dot product of norma and light directiorm which point from the

surface point toward the light source:
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| =a(n(p) Im(p)) (5.7)
whereq is the intensity of the light.

Imagel implicitly codes the surface normal at each poinhelps to recover
the height information as the change of the normpedvides essential
information for the perception of the human eyespiactice, the light source
is aligned with the view point, which mean) (v is actually rendered. In the
production process, the light direction can beradywith the real setting for
the relief display accordingly to allow the albeafathe generated relief in line

with the geometry exactly.
Line drawings Input

The input of line drawing helps create featuredimethe sunken reliefs at the
desired places. Line drawing algorithm has beera@gxgd in Section 5.3. It is
noticed that the direct use of line drawings carmqu#rantee good results, so a
necessary pre-processing should be done beforeAfted.obtaining a picture
of plain line drawings, it can work together witietother two inputs to create

the advanced sunken relief effects.
5.5.2 Relief Height Generation

To generate a relief, the inputs are initiatedrpglating a 3D object into three
separate images: a line drawing, a Lambertian shan@ge, and a depth
image. Those images are generated from the samepamt and on the same
projection plane to ensure that they are perfealigned with each other in
terms of theirx, y coordinates in the pixel domain. The image istgdiave a

size ofm by n.
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Pixel

& & ) -4

Vertex

Figure 5. 8 The surface discretization of the relien relation to pixels of an input
image, where red circles represent the vertices’ éations right on
the corners of pixels.

In a classic fashion, the discrete surface of iefred created from an array of
points that are aligned with the pixels in the inpunage and their height is
adjustable accordingly to generate a smoothly shasieface. Alexa and
Matusik (2010) suggested a new arrangement of dsimgconnected triangles
to calculate the value at a given pixel, where »elpof the input image is
modelled as a small pyramid in the relief. A stagdelayout is selected as
shown in Figure 5.8, where the actual relief grd $toring height data is

selected by shifting the pixel grid xaandy directions for half a pixel size.

The pixel value of the relief grid node (the rectld in Figure 5.8) atx( y) is

defined by averaging the values of its four pixeighbours,

6 =5 (10 2y D10 Sy )+ 10 Ly =D 10 Sy )| 5.8)

The gradient operation of the intensity at the gigid location X, y) is

defined using the same four pixel values as
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31(xy)
_ )
0= a1 y)

oy

] Sl sy Dereedy e d -t Ly D162y )
i, 1.1 1.1 11 11
E(I(X+E'y+§)+I(X_E’y+5)_I(X+§'y_5)_l(x_5'y_5)) (59)

Alternatively, the gradient operation of the heightue can be defined at the
pixel location in a similar compact fashion where tsurface normal is
estimated by Lambertian Image. Such compact lapeljps to increase the
resolution for the reconstruction of the relieffage. The following section
describes the method to derive an independent eriengtion for each of the

aforementioned inputs.
Depth Input

With respect to the input depth image, it is abléransform it into a piece of
relief by a linear compression. Such direct operatinay cause loss of the
local features and the resulting relief look duledo lack of depth information
incorporated. The height information is processeith wa non-linear

compression by recovering the surface from compgutire Poisson equations.
The depth value is denoted at position \) aslq(X, y). The second order

derivative value is computed by:
g=0G(0l,) (5.10)

G is a non-linear high dynamic compression functiovhich takes the

following form:
y(la)’
G(a)= Sgn(a)a(yj (5.11)
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y andp jointly control the compression ratig=0.1 and$=0.9 are set in this

experiments.

Then the relief surface is reconstructed by solvihg following Poisson

equations,
0%h(x,y)—-g =0 (5.12)

h(x, y) specifies the discrete height. This Poisson eguiatan be numerically
resolved. However, in order to integrate this sotutwith all three inputs, the
energy terms is defined and the solution is fougdrinimizing the overall

energy.

Therefore, the energy term is formed that relabethé depth image input as

follows:

£, =3 ”"1(h(x+l )+ h(x=1y) + (x y+1>J2 (5.13)

+h(xy-1)-4hxy)-a(xy)

x=2 y=2
Lambertian Image Input

L is denoted as the light sour¢esam(p), wherea is the light intensity andh
is the light direction at poinp. The albedo (or the reflection radiance) at the
point is

| =L (5.14)
with n as the surface normal at the point.

Using the staggered grid layout as shown in FiguBeestimates the reflection

radianced of the relief at a pixel poink¢1/2,y+1/2), the four height values at
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the pixel's corners can be used to compute the aloditection first. The
estimated normal can be written as

_oh
n, ox
_ 1| oh
n=|n - =~
Y1 Al dy
n, 1
(5.15)
where
oh _1 oh _1

=5 (M0t Ly) + Mo+ Ly 1) = hx y) = R(xy +) (Px y+2) + h(x+1y+1) = h(x y) = h(x+1))

ox

. (ah)z ah
n=_1+| —| +| —
ox oy

the latter optimization steps, linearising the egstis necessary by estimating

Y and

JZ
as the scale factor to normalise the normal vedior

the scale factor with the results from the previotegation rather than
computing it at the current time. The scale fadwsorinitiated as 1 when
computing startsn is given as the normal to compute the reflectiatiance

pixel by pixel using Equation 5.14.

The input Lambertian image has the intensity valua given positionx{1/2,
y+1/2) asl (x+1/2,y+1/2). Recalling the staggered grid setting, mhaged that
both the estimated reflection radiance and thensitg image are defined at the
pixel grids and their gradients are defined atréief grid nodes by Equation
5.9. Using the image gradient compression methttddoced by Fattal et al.
(2002), | can get the compressed image gradietiteoinput a&(Cl ) , where
the compression function is defined in Equationl5.The gradient of the

reflection radiance is expected identical to theapeessed input value, that is

O (x,y)-G(@l) =0 (5.16)
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Therefore, it is defined the related energy ternth® Lambertian image input

as follows,

IR VEVRIE SN VRO SV UV SV NUPPRE SO N R |
a—zz(—[l(x+5,y D102y D12 Y- =1(x 2,y+2)] G(ax)j

a2

+§g“g(l(x+%,y+%)+I(x—%,y%)—l(x%vy—%)—|(X—%,y—%)]—0(%)j (5.17)

Line Drawing Input

A separate line drawing input layer is included arder to generate the
engraved line effect for a sunken relief. Anotherergy item specially
associated to this input is defined. The line draysi are provided, firstly,
initiate a stencil based on it. The stencil is arage whose strokes are one
pixel wider than those in the inputv (x+1/2, y+1/2) is denoted as the pixel
value at positionxt1/2,y+1/2) of the line drawings input. The relief gridlve

S(x, y)of the stencil template is defined as follows,

0 else (5.18)
The stencil value is zero only when all of its foi@ighbouring pixels are zero.

Using stencilS can filter out the influence of those pixels whiahe not
adjacent to a given stroke to avoid unnecessarypuatation. In order to
engrave lines on the relief according to the lin@wdngs input, it is expected

that the following relationship holds.

SI(01(xy)-G(01,))=0 (5.19)
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| being the intensity of the reflection radiance gklted by Equation 5.14
whose values are defined at the pixel grid and wigadients are defined at

the relief grid ands is the non-linear compress function of Equatidiil5.

Therefore, the definition of the energy term foe tline drawings input is

described as,

mini 2
EN=ZZSxy{§[l(x+§y—§+l(x+—;y+§—l(x—%y—%)—l(x—g,w%))—e(%;)j

Ay

+§:§E{xy}[—;{l(x+§,y+—§+ I(X—%,y+—;)—l(x+—;,y——;>— |(x—%’y_§]_q%)]z

(5.20)
Compositing Relief by Minimizing the Energy

To recover the height information, the superposited all existing energy
terms with respect to the height values at the ersriof the pixels has to be

minimized. The overall energy is written as follows
E=w,E, +W E +W,E, (5.21)

This illustrates that the weighting coefficientsntrol the influence of each
term. The gradient of the reflection radiance naedrly depends on the height
alternation. This dependency is linearised by esiimg the scale factor which
normalises the normal vector by the results from pinevious optimization

step.
The optimization problem is defined as,

min E
h<0, -h<h (5.22)
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The constraints of height ensure the relief is sutd a given flat planeinax

explicitly specifies the maximum depth that carchered into the plane.

An alternative way of regulating the relief carvidgpth is to penalise the
small height value. It can be achieved by includamgadditional energy item

Eh into the overall energy computation.

£, =33 (hxy)-h
=) (5.23)

x

withh™ =-8log(l-8n(x y)), whered controls the degree of compression.
5.5.3 Results

The proposed algorithm is capable of providingefemodels as triangular
meshes. Such meshes can be further simplifiedefs $torage or to lower the
computational cost for future operation. Other gosicessing steps, such as

texturing and shading can be added to create fugthéellished results.

As shown in Figure 5.9(a), a plain carved reliehgrated only includes the
line drawings input. Figure 5.9(b) and (c) représka composting results with
all inputs. They have different depths of carviriig.can be observed that
combining both lines and the surface together camlyce more advanced

sunken reliefs.
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(a) Lines only.

(b) Shallow depth.

(c) Deep depth.
Figure 5. 9 Comparison of reliefs with different irputs.
Figure 5.10 compares the results from differer¢ inawings inputs with and
without Laplacian smoothing. It can be seen thdunelant strokes of input

cause the result (Figure 5.10(a)) appear bumpy tadd the main shape
features at some point, which can be improved fSgare 5.10(b)) with a
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mesh smoothing process before extracting the cotitees when preparing the

line drawings input.

(a) Initial lines input. (b) Laplacian smooth.

Figure 5. 10 Comparison of reliefs with different ine density.

Figure 5.11 demonstrates the generated bas rédipfsy Cignoni et al. (1997),
(b) Kerber et al. (2007), (c) Kerber et al (20G8)d (d) Sun et al. (2009). It can
be seen from Figure 5.11(a) that the simple limeanpression is not sufficient
for relief generation as many important features arissing. The others
preserve more details, which can be applied to rg¢ing sunken reliefs by
simply shifting the height into its surface. Howevthe results generated by
this way are compromised and degenerated becagsmplortant feature lines
with carved effects are missing which sunken religfostly rely on. The
proposed approach is the first time that sunkerefrgleneration has been
proposed whcih benefits from the application oftoan lines that impresses
the presence of 3D features and addresses momioasi in the art forms.

Such lines are organically integrated with the stnoirfaces.
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() (d)

Figure 5. 11 Bas reliefs produced by the methods ¢d) Cignoni et al. (1997). (b)
Kerber et al. (2007). (c) Kerber (2009). (d) Sun «dl. (2009).

Figure 5.12 shows multiple results created by usthg proposed. It
demonstrates that the proposed method is able talédaboth simple
abstraction forms (Figure 5.12(a), the Pear), amtptex geometric features
(Figure 5.12(d), the Buste). Very low frequency buotooth features like the
muscles along the shoulders of the horse or thk okthe pear could hardly
be preserved if only the height information is taketo account. The example

of the Heptoroid shows that the depth order remasible.
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(a) Pear model.

(b) Heptoroid.

(c) Horse.

(d) Buste.
Figure 5. 12 The results of sunken reliefs.

In this experiment, different 3D meshes are used@ds to create the sunken
reliefs. The user is able to control the sunkemefredutputs with different
settings in preparing their inputs. The PC usedRsWorkstation 4300, with

81



Intel Pentium Dual CPU 3.2GHz and 2GB RAM, whicheguipped with
NVIDIA GeForce 7900 GTX video card. It takes 6-Zraends of processing
time to create a relief from images with resolutanl024x768. For example,
the Cow model (Figure 5.9(c)) was created in 6.6¢osds and Armadillo
model (Figure 5.10((a)) in 18.07 seconds. The wagaof time depends on the
resolution as well as the complexity of the reliefss the algorithm is
implemented in Matlab, it would be foreseen an wpment of performance

when rewriting the code in C++.

5.6 Summary

In this chapter, firstly, a technique to generateken relief has been proposed
using lines extracted from line drawings. Followihgs, a novel combination a
line drawing image with an image rendered using hartian shading and with
a depth image has been developed. This combinatitrese three elements is
able to generate more lively and vivid sunken feli@he experiments have
shown that the former can generate sunken reliafetsowith pure engraved
lines, whilst the latter can generate smooth heiglarmation between lines.
The combination of lines and height transition ceffiectively generate

advanced sunken relief compared to the former one.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

This thesis has developed techniques for gener#tirege types of relief (bas
relief, high relief and sunken relief) digitally & unified framework. These
types of relief are distinguished with one anotimeterms of their definition

and style, high relief has over half of their natwlepth, bas relief has under
half (a small value in most cases) of their natdeghth and for sunken relief,

the objects are carved into a flat surface (Rofy8rst).

My framework of digital relief generation includest novel bas relief
generation method based on gradient operation &@imgle piece of image;
an efficient method to generate a relief (bothretiefs and high reliefs) from a
3D mesh directly; and the methods for sunken elgénerated with only

feature lines and with an improvement of combinfiegture/contour lines and
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the depth information. These developed methodsreleted to one another
although they are specially designed to solve diffeproblems.

The methods are designed to consider various inpaisiding images and 3D
meshes. The relief generation from an image isntbst simple and mature
technique to create relief-style. It is only coefihto generate bas reliefs and
hard to extend to high relief generation. The fadieneration from 3D shapes
has been considered as a promising way to credte thgh relief and bas
relief, and this method allows reusing of existiB® models of different
objects. The produced relief do convey height imfation and then can be
machined into relief pieces with a CAM system. Tdevelopment of these
techniques is motivated by a systematic reviewxastimg works in this field.
The developed knowledge in this thesis can assit kelief artists (relief
sculptors) and aesthetic designers to achieve terbenderstanding and

develop a new viewpoint on relief production argdaipplications.

The developed bas relief generation method wasdbasegradient operation
on a single image. Image gradient operation highigroves the quality of
generated reliefs by enhancing and preserving ¢h&ls. This method is able
to generate bas relief models and provides truand@mation rather than a
pseudo relief artwork as an image which contairske? depth information.
My method can be adopted to use 3D models if thdatsocan be converted
into height fields discretized on a uniformed gi@king such height fields as
a grey image input, the method can be directly iagplo compressing the
height into bas reliefs. This digitally generateds relief bridges the gap
between image processing tools and industrial depickages in that the
generated reliefs contain height information as hessand can be used as
inputs for industrial design packages. Howeveee lall other image-based
reconstruction algorithms (Said et al. 2009), theppsed method is sensitive

to colour distribution which may cause unnaturacdntinuity in the results
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when using a colour image as an input. It needsnticmduce a way to
authentically interpret a colour image into a gnayage to allow my method
working effectively. Another limitation of this ntead is that it is designed to
create reliefs with shallow carving, thus it canbet applied for high relief
generation. Although works on SfS may be relevartigh relief generation, it
would be beneficial to introduce a perception moded an intelligent

algorithm to recognize shapes from images.

The problem of modelling high reliefs encodes mooenplex geometry and
richer depth variance than bas reliefs. The propasethod to generate relief
(both bas relief and high relief) is from a 3D maedihectly. This method

applied 3D Unsharp Masking to boost the detail8@fobjects. A non-linear

scaling scheme was developed to achieve the dekgffects in compression.
The produced reliefs contain actual height infororatvhich can be used as
inputs for a CAM system. The core technique of thiethod is the

preservations of the details, while | used Laplagenoothing to help extract
out the details for 3D Unsharp masking. Other adedmmesh filters, such as
bilateral filer, cross-bilateral filter etc. can hesed to replace Laplacian
smoothing to get non-linear features and thus hiethef relief modelling.

Two styles of sunken reliefs were generated, omel yaire engraved lines to
present the features/shapes, and the other comtiieresktracted feature lines
with depth variation. The latter one can generat®ath height transition
between lines to emphasize the perception of al#pes This work is the first
attempt to create sunken relief digitally. Howewe created sunken reliefs
used certain line types, including contours, ridged creases, other stylization
of secondary lines may be required to present iceefifects, for example, to
convey shape shadow with hatch lines, and the gaaerof these secondary
lines is not included in my thesis so far. Althouble proposed sunken relief

generation method starts from a 3D mesh, the gkoeraf the relief firstly
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transforms mesh information into several image-likputs, implying that

image based bas relief generation method can haedlbere.

This thesis has proposed methods to generate lafs,rdigh reliefs and
sunken reliefs, these methods are related to onéhen For example, bas
relief, high relief and sunken relief can be alhgeated from 3D inputs with
developed methods. For bas relief and high releefegation, different Scaling
Factor is required, and for sunken relief genematithe lines and shape
information can be extracted from 3D models anchthe combined. By
converting 3D models into height field data, thedient operation based
method can be used to generate bas reliefs. Thegydnbased bas relief
generation technique can also be directly adoptedunken relief generation
to achieve different results and stylizations ifiree detection algorithm is

included.

6.2 Future work

There are still some other aspects to be investigak the future to extend this
research, like stylization, animation and spatrahragement of the generated

reliefs.

Deformation can stylise the generated reliefs saghealistic relief, abstract
relief and combination relief according to the d#fon. Geometric

transformation methods (Alexa 2003; Sheffer andekoy 2004; Jin et al.
2000; Jones et al. 2003) could be applied to deuwsjothe stylised reliefs
achieving some special deformation effects. A wirased geometric
deformation technique could be developed (Igarashal. 2007) to achieve
different deformation effects as well.
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Combining current animation techniques in producialief-style animation
offers a novel representation for games and mofieseloping techniques for
relief-style animations (Moccozet et al. 2004; Baret al. 2007) will be
applicable for games or films. There are two pdesikays to realise relief
animation: The first one is converting existing @Bbimation sequences to 3D
relief animation directly; the other one is makinglief animation from
processing digital relief models by adopting defation(Sumner and Popovi
2004) and morphing techniques(Fidaleo et al. 2000).

Improving previously developed techniques will ®oBome specific problems
relating to real relief production, such as oveplag, foreshortening, colouring
and lighting. Relief is a spatial art form (Roget874). What should be
considered next is to solve the overlapping probiemen there is more than
one object in a scene because the overlapping affeshserves a variety of
decorative and expressive purposes. For compudkzagon, the most obvious
and straightforward method of overlapping a numbkeforms in a limited
space is to put all the forms into different planéselief, so that the foremost
layer constitutes the front plane and the otheersyie in a series of receding
planes between this front plane and the backgrofindther choice is to carve
the more advanced figures in high relief and thepéelying figures in low
relief and keep them both in separate planes. Roresing occurs when an
object appears compressed when observed from digreagewpoint, and the
effect of perspective causes distortion. It is milar pictorial method of
representing the recession of objects. A simplevageitlknown instance is the
use of an ellipse to represent a receding circleotier way of avoiding
extreme foreshortening while also avoiding the e loss of depth is
arranging everything parallel with the picture @an
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