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Abstract

& In a previous study, Egly, Driver, and Rafal (1994) observed
both space- and object-based components of visual selective
attention. However, the mechanisms underlying these two
components and the relationship between them are not well
understood. In the present research, with a similar paradigm,
these issues were addressed by manipulating cue validity.
Behavioral results indicated the presence of both space- and
object-based components under high cue validity, similar to

the results of Egly et al.’s study. In addition, under low cue
validity, the space-based component was absent, whereas the
object-based component was maintained. Further event-
related potential results demonstrated an object-based effect
at a sensory level over the posterior areas of brain, and a space-
based effect over the anterior region. The present data suggest
that the space- and object-based components reflect mainly
voluntary and reflexive mechanisms, respectively. &

INTRODUCTION

Space-based attention theories conceive of visual selec-
tive attention as a ‘‘spotlight’’ (Posner, 1980), ‘‘zoom
lens’’ (Eriksen & Yeh, 1985), or ‘‘gradient’’ (Downing &
Pinker, 1985), stating that attention selects a spatial
region in the visual field and then highlights the pro-
cessing of information within that region (for a review,
see Cave & Bichot, 1999). However, the context and
structure of visual inputs may have an effect on atten-
tional distribution. Accordingly, object-based attention
theories propose that visual objects are the units for
attentional selection. Based on Gestalt principles (Palm-
er, 1999; Wertheimer, 1938; Koffka, 1923), a visual object
is organized preattentively, and is then selected by
attention as a whole, ‘‘prior to its properties and inde-
pendent of them’’ (Kahneman & Henik, 1981; for a
review, see Scholl, 2001). When a certain visual object
is selected, the processing of all its attributes and parts
will be facilitated uniformly, regardless of whether these
features/parts are task relevant or not (Kahneman &
Henik, 1981).

Evidence for object-based attention has accumulated
in recent years. In one pioneering study, Duncan (1984)
used overlapping lines and boxes as objects, and found
that when two task-relevant properties were located
within the same object, the performance of reporting
these properties was better than that when they were in
different objects. In a recent study by Blaser, Pylyshyn,
and Holcombe (2000), two superimposed circular
striped Gabor patches were presented as objects, which
changed smoothly along their feature dimensions, say,

saturation, and so forth. Observers could easily track
multiple features of one of the two patches, suggesting
an object-based selection. And, similar to Duncan’s
result, the performance of detecting a feature changing
discontinuity was better when a single patch was at-
tended than when performing the same task across two
patches. Also using superimposed stimuli, Valdes-Sosa,
Bobes, Rodriguez, & Pinilla (1998) investigated the
neural correlates of object-based attention with the
event-related potential (ERP) technique. Their results
indicated that larger posterior P1 and N1 components of
the motion-onset ERPs were associated with the at-
tended set of rotating dots (object) compared to the
unattended set (object). Furthermore, a functional mag-
netic resonance imaging (fMRI) study by O’Craven,
Downing, and Kanwisher (1999) revealed that directing
attention to one attribute of an object would produce
not only enhancement of activation in the cortical region
coding that attribute, but also enhancement of activation
in the area for another, irrelevant attribute of the same
object.

Whereas all the above-documented studies provided
strong support for object-based selection, the present
experiments are based on another classic work by Egly,
Driver, and Rafal (1994). In their study, the objects
were two parallel rectangles, with the distance between
the cued location and other two critical locations kept
identical. Subjects were instructed to detect a lumi-
nance increment at one end of a rectangle immediately
after the peripheral cue. Within the cued object, invalid
targets had longer reaction times (RTs) than the valid
ones, showing a pure spatial attentional cost. This was
interpreted as a space-based component. They also
found a significant object-based component, that is,
an additional RT cost for invalid targets located in the
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uncued object compared with invalid targets in the
cued object, suggesting the attentional selection of
objects.

Much remains unclear, however, about the mecha-
nisms underlying the space- and object-based compo-
nents, and the relationship between them. For example,
do these components share a common attentional
selection mechanism? Given that an informative periph-
eral cue was used in the study of Egly et al. (1994), it is
unclear which component reflects the effect of the
predictive information, and which is related to the
physical properties of the cue. Previous studies sug-
gested that peripheral cues trigger both reflexive and
voluntary orienting mechanisms. The reflexive mecha-
nism is triggered by the immediate physical properties
of the cue and is little affected by cue validity. The
voluntary mechanism, however, requires spatial expec-
tancy on the basis of cue validity (Müller & Findlay,
1988; Müller & Rabbitt, 1989; see also Berger, Dori, &
Henik, 1999). In the study of Egly et al. (1994), visual
attention was covertly oriented by spatially informative
peripheral cues along with ‘‘space-based’’ instructions,
predicting the most probable location of target onset.
Therefore, a plausible answer to these questions is that
the voluntary and reflexive mechanisms are closely
related to the space- and object-based components,
respectively.

This proposal was tested by the present experiments,
which used a similar paradigm to that of Egly et al.
(1994). The validity of the spatial peripheral cue was
manipulated. Because cue validity affects the voluntary
mechanism but not the reflexive one (Müller & Rabbitt,
1989; Müller & Findlay, 1988), the proposed hypothesis
predicts that the space-based component should vary
with cue validity. Specifically, when the validity of a
predictive cue is not high enough, the space-based
component of RT results may be absent, because the
prediction of a certain location is not powerful enough
to produce observable spatial RT cost. The object-based
component, however, will maintain its presence under
different levels of cue validity.

The above hypothesis, specifically the proposal re-
garding the reflexive mechanism, was further validated
with the ERP technique, which is particularly useful for
determining the stage at which an effect takes place
(see Luck & Hillyard, 2000; Rugg & Coles, 1995). A
wealth of electrophysiological studies have shown that
visual attention enhances early sensory ERP compo-
nents, such as P1, N1, or both, which are thought to
be early indices of selection (e.g., Heinze et al., 1994;
Eimer, 1993; Luck, Fan, & Hillyard, 1993; Heinze, Luck,
Mangun, & Hillyard, 1990; Mangun & Hillyard, 1990,
1991; Eason, 1981; for recent reviews, see Luck &
Hillyard, 2000; Eimer, 1998; Luck, 1998; Mangun,
1995). In particular, Hopfinger and Mangun (1998,
2001) recently provided converging evidence that re-
flexive attention transiently facilitates sensory process-

ing of visual inputs (see also Mangun, Jha, Hopfinger, &
Handy, 2000). In their studies, a nonpredictive periph-
eral cue, which triggers the reflexive attention mecha-
nism, preceded each target stimulus. In both form
discrimination (Hopfinger & Mangun, 1998) and lumi-
nance detection (Hopfinger & Mangun, 2001) tasks,
an enhanced sensory ERP component (P1) was associ-
ated with the cued target stimuli. They concluded
that reflexive attention modulates early sensory pro-
cessing at the same stage as does voluntary attention. In
accordance with their observations, in the present study
an enhancement of sensory ERP component(s) is ex-
pected for the targets that are located within the
cued rectangle. Because our hypothesis suggests that
reflexive attention selects objects rather than spatial
locations, all targets within the cued object should
have similar ERP modulations on the same sensory
component(s).

The present study addressed the issue of voluntary/
reflexive mechanisms with three experiments. Experi-
ment 1 and Experiment 2 obtained behavioral data
under high and low cue validity, respectively, and under
low validity conditions, Experiment 3 used the ERP
technique to investigate the electrophysiological corre-
lates of attention. There were three cue–target relation
types. The cue and the target were presented at the
same location (valid) or at different locations (invalid).
For invalid locations, the target could be in the cued
object or in the uncued object. These three conditions
were termed valid, intra, and inter conditions in the
present article, respectively. Furthermore, three pat-
terns of results were considered in the present article,
based on the idea of space- and object-based attentional
selection. When the valid condition was different from
both invalid conditions and the two invalid conditions
did not differ from one another, the term spatial
pattern was used, reflecting the space-based selection
only. When the valid and intra conditions did not differ
from one another while both of them differed from the
inter condition, this was termed an object pattern,
demonstrating the object-based selection only. And if
both space- and object-based components were ob-
served, as in the study of Egly et al. (1994), it was
termed a mixed pattern.

RESULTS

Behavior

Figures 1 and 2 and Table 1 present the behavioral
results. Under the high cue validity (Experiment 1),
repeated measures analysis of variance (rm-ANOVA)
showed a significant main effect of the factor of cue–
target relation, F(2,22) = 19.54, p < .0001. Further
pairwise comparisons indicated that the RTs of the three
conditions corresponded with the mixed pattern, repli-
cating the results of Egly et al. (1994). The valid condi-
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tion had a significantly shorter RT than the invalid
conditions (the intra and the inter), and the intra was
responded to significantly faster than the inter. The
mean RTs were 339 (valid), 359 (intra), and 374 msec
(inter), respectively. The mean miss rate of responses
was 0.2% and mean false alarm rate was 3.7%.

In contrast, experiments with low cue validity (Experi-
ments 2 and 3) produced different results. In Experi-
ment 2, rm-ANOVA showed a significant main effect of
cue–target relation, F(2,22) = 13.35, p < .0003. Further
pairwise tests for cue–target relation factor demonstrat-
ed the object pattern: Both the valid and intra condi-
tions had significantly shorter RTs than the inter, and the
valid and intra conditions did not significantly differ from
one another. The mean RTs were 328 (valid), 331 (intra),
and 353 msec (inter). Subjects missed keystrokes by an

error rate of 0.1% and had a false alarm rate of 4.5% on
average.

Experiment 3 replicated the results of Experiment 2.
A significant main effect of cue–target relation was
found, F(2,38) = 62.21, p < .0001. The mean RTs were
334 (valid), 338 (intra), and 359 msec (inter), showing
the object pattern. Subjects had a mean miss rate of
0.4% and a mean false alarm rate of 5.2%.

In all three experiments, the main effects of back-
ground layout (Fs < .90, ps > .3) and its interactions
with cue–target relation (Fs < 2.42, ps > .1) did not
approach statistical significance.

Electrophysiology

The ERP waveforms of the valid, intra, and inter con-
ditions were averaged across subjects and are plotted in
Figure 3. A temporal-occipital P1 was observed but was
small in amplitude. Other deflections were clearly iden-
tified: anterior N1 (central), posterior N1 (temporal-
occipital), P2 (frontal), and a widespread late positive
deflection (LPD; distributed over parietal, central-parie-
tal, and lateral central to frontal areas). These five
components were analyzed with mean amplitude calcu-
lations and rm-ANOVAs. Time windows for calculation,
applied sites, and mean amplitudes are shown in Table 2.
Statistical results are presented in Table 3.

The P1 component did not show any effect of cue–
target relation at any of the three electrode pairs (Fs <
1.34, ps > .2) or any hemispheric difference (Fs < 3.44,
ps > .079). No interaction between these two factors
was found (Fs < .77, ps > .4).

Figures 4 and 5 display the distribution and statistical
results of the anterior and posterior N1s. For the
anterior N1, main effects of cue–target relation were
observed on all eight measured sites (Fs > 8.84,
ps < .0009). Further tests showed the spatial pattern
in which the valid condition had a significantly larger
amplitude than the intra and the inter. No significant
effect of hemisphere was observed on the lateral sites
(Fs < 3.83, ps > .065). A significant interaction between
cue–target relation and hemisphere was found only
at C3/4, F(2,38) = 5.85, p < .011; other sites: Fs < .92,
ps > .4. However, further tests indicated that both sites
C3 and C4 yielded the spatial pattern (valid vs. intra:

Figure 2. RT results of Experiments 2 (black bars) and 3 (gray bars)
(standard errors indicated). The valid and the intra do not differ from

one another, and both have shorter RTs than the inter, demonstrating

the object pattern.

Table 1. The Main Effect and Pairwise Comparisons of RTs

Main Effect Pairwise Comparisons (p)

F p
Valid:
Intra

Valid:
Inter

Intra:
Inter

Experiment 1 19.54 < .0001 < .008 < .0002 < .009

Experiment 2 13.35 < .0003 > .6 < .0008 < .0004

Experiment 3 62.21 < .0001 > .2 < .0001 < .0001

Figure 1. RT result of Experiment 1 (standard errors indicated). The

valid has a shorter RT than the intra, and the intra has a shorter RT

than the inter, showing the mixed pattern.
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ps < .016, valid vs. inter: ps < .004, intra vs. inter:
ps > .057).

For the posterior N1, the main effects of cue–target
relation were also obtained at the six measured sites
(Fs > 11.51, ps < .0004). At the lateral parietal sites (P3/4),
results followed the mixed pattern: The valid had a
significantly larger amplitude than the intra, and the
intra had a significantly larger amplitude than the inter.
For lateral occipital (O1/2) and temporal (P7/8) sites,
however, the object pattern was obtained, with the valid
and the intra amplitudes being significantly larger than
the inter. No significant main effect of hemisphere (Fs <
3.08, ps > .095) or interaction (Fs < .90, ps > .3) was
observed.

Attention effects were also obtained on the later
components (P2 and LPD; see Figure 6). The P2 ampli-
tudes yielded significant main effects of cue–target
relation (Fs > 11.49, ps < .0003) and showed the spatial
pattern in which the valid targets elicited significantly
smaller amplitudes than either the intra or the inter. The
LPD data showed the main effects of cue–target relation
at CP3/4, CPz, and Pz (Fs > 4.02, ps < .037). Among
these sites, CP3/4 and Pz showed the object pattern in
which the inter was significantly smaller than the valid
and the intra. No significant effect of hemisphere (Fs <

2.57, ps > .1) or interaction (Fs < 2.38, ps > .1) was
observed on these two components.

DISCUSSION

Space- and object-based attention theories diverge as to
what is the fundamental unit of attentional selection.
Because attention facilitates processing of the selected
stimuli, these two schools of theories can be distin-
guished from each other by their different predicted
response patterns. In particular, when a peripheral flash
captures attention, the space-based theories predict
enhanced processing of the stimulus at that spatial
location, whereas the object-based theories propose
facilitated responses for the cued perceptual object.
Previously, in a spatial cueing paradigm with an infor-
mative peripheral cue, both space- and object-based
components were found, showing the mixed pattern
(Egly et al., 1994). This indicated the presence of both
space- and object-based selections in a single task. The
present study aimed at unraveling these two compo-
nents by manipulating cue validity. Because voluntary
attention is based on expectancy, whereas reflexive
attention is little affected by cue validity (Müller &

Figure 3. Grand average ERPs (averaged over all four target positions) in Experiment 3.
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Rabbitt, 1989; Müller & Findlay, 1988), this validity
manipulation is believed to modify the component
related to voluntary selection, but not the one related
to reflexive selection.

In the present study, Experiments 1 and 2 yielded
different RT results, showing that the space-based com-
ponent varied with cue validity. Under conditions of
high validity, the behavioral responses demonstrated
the mixed pattern. However, when cue validity was low,
the object pattern was shown. In other words, the
space-based component was evident when the cue
validity was high, and subsided when the validity fell.
In contrast, under both the high- and low-validity con-
ditions, the object-based component was evident. These
results demonstrate that the space-based component
was affected by cue validity, whereas the object-based
one was not. Note that in the present experiments,
instructions were ‘‘space based,’’ providing subjects
with the information of most probable target onset
location. It seems that the voluntary mechanism, which
is guided by the spatial information, does not select
objects. Accordingly, it is suggested that the space- and
object-based components mainly reflect the voluntary
and reflexive attention mechanisms, respectively.

We investigated the underlying neural substrates of
these behavioral effects in Experiment 3. Of particular
interest was whether we could identify an object-based
electrophysiological activation associated with the reflex-
ive selection based on visual objects. As noted in the
Introduction, Hopfinger and Mangun (2001) provided
evidence that the reflexive mechanism induces enhance-
ment of an early sensory ERP component in a simple
luminance detection task with a requirement of speeded
responses (see also Luck & Hillyard, 2000). Therefore,
according to our proposal that reflexive attention selects
objects in the present paradigm, an enhancement of
sensory-level responses such as P1, N1, or both would be
expected for stimuli within the selected object.

Analyses of the sensory-level components confirmed
this prediction. At temporal-occipital electrodes, targets
in the cued object elicited a larger posterior N1, showing
the object pattern and paralleling the RT results. This
result suggests that when a peripheral cue directs
attention, the reflexive mechanism selects the visual
objects at an early sensory processing stage. This is the
first evidence that visual objects can be selected at an
early stage under the control of voluntary spatial atten-
tion (for evidence of early voluntary object selection,

Table 2. Mean ERP Amplitude Analyses in Experiment 3

Amplitude ± SE (�V)

Peak Window (msec) Electrode(s) Valid Intra Inter

P1 80–100 P7/8 0.22 ± .36 0.36 ± .33 0.42 ± .39

P3/4 �0.62 ± .51 �0.46 ± .44 �0.41 ± .53

O1/2 �0.48 ± .36 �0.26 ± .32 �0.11 ± .34

N1ant 130–150 FC3/4 �3.20 ± .41 �2.44 ± .39 �2.17 ± .43

C3/4 �4.25 ± .64 �3.33 ± .61 �3.06 ± .63

Cz �6.46 ± .66 �5.41 ± .73 �5.00 ± .76

CP3/4 �4.30 ± .73 �2.96 ± .69 �2.65 ± .70

CPz �5.44 ± .73 �3.82 ± .75 �3.56 ± .78

N1post 150–180 P7/8 �2.84 ± .50 �2.42 ± .61 �1.57 ± .61

P3/4 �3.96 ± .67 �2.96 ± .79 �1.93 ± .79

O1/2 �3.20 ± .55 �2.56 ± .75 �1.53 ± .67

P2 230–260 F3/4 3.47 ± .46 4.63 ± .42 4.53 ± .40

Fz 2.96 ± .47 4.14 ± .48 4.35 ± .48

FC3/4 2.45 ± .44 3.69 ± .45 3.91 ± .46

LPD 350–380 CP3/4 2.80 ± .49 2.99 ± .59 3.56 ± .70

CPz 2.16 ± .50 2.70 ± .64 3.17 ± .83

P3/4 2.84 ± .44 2.70 ± .56 3.40 ± .71

Pz 2.78 ± .53 2.94 ± .65 3.76 ± .87

Measurement windows (msec), electrodes, and results (AV) of the mean amplitude calculation are shown for each component. The anterior and
posterior N1s are abbreviated as N1ant and N1post, respectively. LPD signifies the late positive deflection.

He et al. 1089



see, e.g., Valdes-Sosa et al., 1998). In the present study,
no attention effect was found in the time range of the P1
component. This differs from the results of Hopfinger
and Mangun’s study (2001), in which P1 enhancement
was observed in a simple detection task. This distinction
may be due to a variety of differences between the two
studies. For instance, we used an onset flash as periph-
eral cue, whereas they used offset to trigger the atten-
tional orienting. Furthermore, we used a fixed and
longer cue–target onset asynchrony (CTOA) (300 msec)
compared with their jittered and much shorter CTOAs
(68–268 msec). Nonetheless, the present ERP results

suggest that visual objects are selected by reflexive
attention at an early sensory level. Because previous
studies suggested that the posterior N1 is generated in
extrastriate visual cortex and can be accounted for by the
same or neighboring dipolar source(s) as that of the P1
component (Di Russo, Martı́nez, Sereno, Pitzalis, & Hill-
yard, 2001; Martı́nez et al., 2001; Clark & Hillyard, 1996;
Clark, Fan, & Hillyard, 1995; Gomez Gonzalez, Clark,
Fan, Luck, & Hillyard, 1994), the present data indicate
that reflexive attention can modulate early neural pro-
cessing in the extrastriate cortex. This suggestion is
consistent with the results of Hopfinger and Mangun

Table 3. Main Effects of Cue–Target Relation and Results of Further Pairwise Comparisons of ERP Amplitudes in Experiment 3

Main Effect Pairwise Comparisons (p)

Peak Electrode(s) F p Valid:Intra Valid:Inter Intra:Inter

P1 P7/8 .77 > .4 – – –

P3/4 .52 > .5 – – –

O1/2 .34 > .2 – – –

N1ant FC3/4 8.85 < .0009 < .013 < .0006 > .2

C3/4 12.63 < .0002 < .005 < .0002 > .2

Cz 12.72 < .0001 < .006 < .0002 > .1

CP3/4 22.28 < .0001 < .0003 < .0001 > .1

CPz 24.37 < .0001 < .0001 < .0001 > .3

N1post P7/8 11.51 < .0004 > .1 < .0007 < .0004

P3/4 17.58 < .0001 < .017 < .0001 < .002

O1/2 11.79 < .0002 > .095 < .0002 < .006

P2 F3/4 11.50 < .0003 < .0008 < .002 > .6

Fz 13.44 < .0002 < .002 < .0005 > .3

FC3/4 14.92 < .0001 < .002 < .0001 > .3

LPD CP3/4 4.28 < .023 > .4 < .019 < .046

CPz 4.02 < .037 > .082 < .032 > .1

P3/4 3.22 > .057 – – –

Pz 4.32 < .033 > .5 < .040 < .025

Abbreviations as in Table 2.

Figure 4. Topographic

voltage maps of grand

average ERPs (averaged over

all four positions) from 120
to 196 msec after target

onset. The anterior N1 was

very large and centrally

distributed. The posterior
N1 was much smaller and

had a temporal–occipital

distribution. The data shown

are from the intra condition.
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(1998, 2001). Therefore, the RT and ERP results provide
converging evidence for the reflexive object-based se-
lection proposal.

Another interesting result comes from the anterior
N1. Although no space-based component was observed
in the RT results, there was a significant spatial effect on

Figure 5. ERP results of the anterior and posterior N1s in Experiment 3. (A) Target-elicited ERP waveforms at Cz (anterior) and P7/8 (posterior).

ERPs were averaged over all four target positions. (B) Result of anterior N1 amplitude (Cz). Difference of mean amplitude is significant at sites
FC3/4, C3/4, Cz, CP3/4, and CPz. All these sites yield the spatial pattern. (C) Result of posterior N1 amplitude (P7/8). Difference of mean

amplitude is significant at sites P3/4, P7/8, and O1/2. Activities at P7/8 and O1/2 show the object pattern. In (B) and (C), the asterisk-marked

bar has a different amplitude compared to the other two conditions, and the other two conditions do not differ from one another.
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the anterior N1 from the frontal-central to the central-
parietal areas. This may indicate the participation of
spatial voluntary attention. Note that the validity of the
peripheral cue in the ERP experiment was 58%, which is
well above chance level and hence informative. Besides
the predictive value of the cue, the instructions given to
subjects also promoted space-based selection. There-
fore, it seems that the spatial voluntary attention still
played a role even when the cue validity was relatively
low, even though the RTs did not reveal such a spatial
voluntary component. Previous ERP studies have found
that spatial voluntary attention can yield larger anterior
N1 for targets located within the selected region of
space (e.g., Clark & Hillyard, 1996; Gomez Gonzalez
et al., 1994; Luck et al., 1993; Mangun & Hillyard, 1990,
1991). The present data are consistent with these previ-
ous results, suggesting that the spatial pattern on the
anterior N1 reflects, at least in part, the spatial voluntary
mechanism in the informative cueing paradigm.

Taking the results of the anterior and posterior
N1s together, both space- and object-based attentional
selections were reflected in the ERP responses, suggest-
ing that at the sensory level, both spatial and object-

based attentional selections take place. The anterior N1
showed the spatial pattern and reflected neural activity
underlying the voluntary control of spatial attention. In
contrast, the posterior N1 exhibited the object pattern
and reflected neural correlates related to object-based
reflexive selection. The dissociation between the activity
patterns of the anterior and posterior N1s seems to
provide a clue about the differentiation of the voluntary
and reflexive attentional processing, and calls for further
investigations.

After the sensory processing stage, the P2 amplitude
changes showed the spatial pattern, whereas the object
pattern was observed in the LPD. These data suggest
that the voluntary and reflexive mechanisms can affect
the information processing at multiple stages. At the
temporal stage of the LPD, the processing of visual
objects was in the late period, and a reaction decision
had already been made. Therefore, the neural activity
manifested by the LPD may partly reflect the decision-
making process in which the object-based selection
dominated.

Hopfinger and Mangun (1998, 2001) proposed that
the reflexive attention effects on the P1 and P300
components in their studies can be attributed to auto-
matic processes, since the same enhancements occur in
both simple detection (Hopfinger & Mangun, 2001) and
complex discrimination (Hopfinger & Mangun, 1998)
tasks. In general, there is a consensus that reflexive atten-
tion operates in an automatic manner (see, e.g., Pashler,
Johnston, & Ruthruff, 2001; Müller & Rabbitt, 1989;
Müller & Findlay, 1988; Jonides, 1981). However, in
the strict sense of automaticity (in other words, strong
automaticity), that is, meeting the criteria of being
insensitive to perceptual load and being not subject to
voluntary control (Yantis & Jonides, 1990; Shiffrin &
Schneider, 1977), there is disagreement as to whether
reflexive orienting can always be considered an auto-
matic process (see, e.g., Pashler et al., 2001; Yantis, 1998;
Yantis & Jonides, 1990). Therefore, whether the reflex-
ive attention engaged in the present study selects ob-
jects automatically is still an open question that deserves
further study.

METHODS

Participants

The number of accepted volunteers was 12 (6 women),
12 (6 women), and 20 (8 women) for Experiments 1, 2,
and 3, respectively. Ages ranged between 17 and 26
years. All subjects were right-handed and had normal or
corrected-to-normal vision. A false alarm rate of 15% was
set as the criterion for rejecting subjects, and was
applied to each background layout (session). For exam-
ple, for each session of Experiments 1 and 2, there were
28 catch trials among the total 200 trials. Thus, only no
more than four false alarms were allowed. This checking

Figure 6. Grand average ERP waveforms (4-position-collapsed) at

electrodes Fz and Pz, showing the P2 component and the LPD.
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process resulted in the rejection of one participant in
both Experiments 2 and 3.

Stimuli and Procedure

The stimulus sequence in the present experiments is
shown in Figure 7. At the center of the screen was a
green fixation cross of 0.48 � 0.48. Two gray outline
rectangles of 8.48 � 1.48 (0.18 line width) were horizon-
tally or vertically placed, each of which was 3.58 away
from the fixation (center-to-center). The cue was a gray
solid bar of 1.48 � 0.28, placed at one of the four ends of
the two rectangles. The target was a gray filled square of
1.28 � 1.28, presented at one end of the two rectangles.

Experiments were implemented in a dimly lit and
sound-attenuated room. Each block started with a back-
ground display containing the fixation cross and two
rectangles. This display remained on the screen through
each block. After the background display had been
presented for several seconds, the cue/target sequence
began. First, the cue was presented for 100 msec and
then disappeared. After a 200-msec cue–target interval
(CTI), the target (or nothing on catch trials) was pre-
sented for 150 msec. The intertrial interval (ITI) was
randomized between 1000 and 1400 msec.

All three experiments consisted of two sessions, in
which the rectangles were horizontally or vertically
placed. For each session, there were four (Experiments 1
and 2) or 20 (Experiment 3) 50-trial blocks. In Experi-
ment 1, the target appeared at the cued rectangle end
on 66% of total trials (valid), at the other end of the cued
rectangle on 10% of total trials (intra), and at the
equidistant end of the other rectangle on 10% of total
trials (inter). Thus, the cue validity (the percentage of
valid trials to the total target-present trials) was about
77%. The rest of the trials (14%) were catch trials. In
Experiments 2 and 3, the percentage of the valid, intra,
inter, and catch trials was 50%, 18%, 18%, and 14%,
respectively (cue validity, about 58%).

In all three experiments, participants were told that a
target was most likely to appear at the same end as the
cue, but it could also appear at other ends, or could be

absent. Subjects were instructed to maintain fixation
throughout each block and to detect the luminance
increment immediately after the cue flash. They were
required to press a button when they detected the
target and to withhold responses on catch trials. Speed
and accuracy were equally emphasized in the instruc-
tions. Half of the subjects responded with the right
thumb, whereas the other half responded with the left
thumb. Before starting each experiment, there were one
or several practice blocks to ensure that the subjects
could correctly perform the task. The sequence of
sessions and blocks was randomized across subjects. In
all three experiments, responses were recorded and
RTs were calculated. Additionally, in Experiment 3, scalp
potentials were recorded while subjects were per-
forming the designated task.

Recording and Analyses

Repeated measures design was used in all three experi-
ments. Before any statistical analysis, data trimming with
the RT window of 150–850 msec was executed to
exclude anticipatory and inadvertent responses. For
the three experiments, this trimming process resulted
in the exclusion of about 0.5%, 2.1%, and 1.5% of target-
present trials.

RT medians of correct and accepted trials were
analyzed with two-way rm-ANOVAs. The Greenhouse–
Geisser procedure was used to mitigate violations of
the sphericity assumption (Jennings & Wood, 1976;
Greenhouse & Geisser, 1959). The two factors were
cue–target relation (valid, intra, and inter) and back-
ground layout (horizontal and vertical).

In Experiment 3, the electroencephalogram (EEG)
was recorded to hard disk with a NeuroScan acquisition
system at a digitizing rate of 250 Hz. Twenty-seven
electrodes were placed on the scalp within the frame-
work of the International 10-10 Electrode System (Amer-
ican Electroencephalographic Society, 1994): F7, F3, Fz,
F4, F8; FT7, FC3, FC4, FT8; T7, C3, Cz, C4, T8; TP7, CP3,
CPz, CP4, TP8; P7, P3, Pz, P4, P8; O1, Oz, and O2.

Figure 7. An example of the stimulus sequence in the horizontal session of the present study. A cue could appear at each one of the four ends of

background display in a trial. The following target (or no target on catch trials) could appear at the same end as the cue did (valid), at the other end
of the same object (intra), or at the equidistant end of the other object (inter). The other session had the same stimuli sequence, except for the

different background layout (vertical). The example shown is from the intra condition.
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Electrical activity from the right mastoid (RM) was also
recorded. All the above-mentioned electrodes were
physically referenced to the left mastoid (LM). Horizon-
tal (from electrodes placed about 5.0 cm lateral to the
left and right outer canthi) and vertical (from electrode
placed about 3.0 cm below the left eye) electrooculo-
gram (EOG) were recorded to measure eye movements.
Impedance of each electrode was below 5 k�.

EEG data were processed off-line after acquisition.
The ERPs were averaged for 1300-msec epochs starting
500 msec before target onset (i.e., 200 msec before cue
onset) and ending 800 msec after target onset; the mean
voltage of the first 200-msec interval served as baseline.
A 0.1- to 40-Hz band-pass filtering and an artifact rejec-
tion with criterion of ± 60 AV were applied. The
algebraically determined mean voltage of left and right
mastoids was used as reference. Trials with incorrect
responses were excluded from any RT or ERP analysis.

ERP averaging generated three waveforms (valid, in-
tra, and inter) for each individual. The neural responses
to the cue overlapped with the responses to the target
stimulus because of the use of short CTOA. However,
because a constant CTOA was used, the adjacent re-
sponse (Adjar) filter method (Woldorff, 1993) could not
be used to remove the distortion from overlapping
potentials. To eliminate the possibility that any differ-
ences in early target ERP components might be due to
overlapping and distortion from cue ERPs, the ERP
waveforms of each subject were produced by taking
the same number of trials from each location, each
session, and each cue–target relation into the averaging
procedure. Therefore, the ERP distortion cannot ac-
count for the differences between compared conditions
(for detailed analysis and description, see Appendix).
After the averaging process, the main deflections of the
ERP waveforms were measured with mean amplitude
calculations (see Table 2) and subjected to rm-ANOVAs
(Greenhouse–Geisser module). The two factors were
cue–target relation (valid, intra, and inter) and hemi-
sphere (left and right; just for lateral sites).

APPENDIX

When visual stimuli are presented at a fast rate, the ERPs
of temporally adjacent stimuli overlap. The distortion
due to overlap can be diminished through ‘‘jitter,’’ and
further corrected with the Adjar technique (Woldorff,
1993). The Adjar technique subtracts out overlapping
scalp potential changes that are time-locked to the
previous stimulus, leaving those that are time-locked
to the current stimulus (Woldorff, 1993, p. 112). However,
when an experiment uses a constant CTOA, the ERP
time-locked to the previous stimulus is also time-locked
to the current stimulus, which makes the Adjar tech-
nique inapplicable (see Woldorff, 1993, pp. 109–115).

The ERP distortion does not necessarily bring artifacts
into the results of the differences between compared

conditions. For example, superimposing the same seg-
ment of ERP on two ERP waveforms does not change the
difference between them. Artifacts come from the dif-
ferential overlap between electrophysiological re-
sponses to temporal adjacent stimuli. In the field of
visual attention research, two types of imbalance of the
previous stimuli, namely, the physical property imbal-
ance and attentional state imbalance, may introduce
artifacts (differential overlap) to the results of statistical
comparisons. Figure 8A shows an example of trial-by-
trial attention orienting to the left/right visual fields with
a peripheral cue. The designated comparison is between
the validly cued and the invalidly cued conditions.
Because each possible location is expected to have the
same probability of cue onset, there is no difference of
attentional state (or expectancy) between cues at differ-
ent locations. For stimuli in the left visual field, the valid
target was always preceded by a left cue, whereas the
invalid target was always preceded by a right cue.
Therefore, the difference between the ERPs with the
left cue and right cue (different physical property:
location) will bring artifacts into the observed difference
between the two conditions. In a sustained attention
paradigm (Figure 8B), a left stimulus was equally likely
to be preceded by left stimuli as by right stimuli.

Figure 8. Imbalance in visual attention research. Stimuli are

presented in the left visual field (L) or in the right visual field (R).
(A) Physical property imbalance in a trial-by-trial orienting study with

peripheral cue. Cue (previous) stimuli have no difference of attentional

state. (B) Attentional state imbalance in a sustained attention
experiment. The current stimulus is equally likely to be preceded by

left stimuli or by right stimuli (adapted from Woldorff, 1993). A plus

sign (+) indicates the attended response, whereas a minus sign (�)

indicates the inattended response.
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Although the physical properties of the previous stimuli
were balanced, in this case their corresponding atten-
tional states did not match. Taken that attention mod-
ulates neural responses to visual stimuli, the overlap on
the current attended response (L+) from previous
responses of left stimuli (L+’s) will not be the same as
the overlap on the current inattended response (L�)
from previous responses of left stimuli (L�’s). Similarly,
the overlaps from previous responses of right stimuli
(R+’s vs. R�’s) are also different. Thus, the current
attended and inattended ERPs of left stimuli are over-
lapped by different preceding waveforms (see Woldorff,
1993, p. 104). By the same reasoning, the current atten-
ded and inattended ERPs of right stimuli are also dif-
ferently overlapped by the responses of previous stimuli.
The above-described situation is true in both the trial-
by-trial orienting and sustained attention paradigms.

One possible solution to the differential overlap prob-
lem when the Adjar technique is disabled is to directly
subtract the ERPs without the presence of the current
stimulus from the ERPs with the presence of the current
stimulus. However, because physiological processes are
usually not additive (see, e.g., Picton et al., 2000, p. 140),
this solution is not widely suggested with the exception
of few certain situations, say, in the post probe paradigm
(e.g., Luck et al., 1993). Another solution is to precisely
balance the physical properties and the attentional
states, as we have done in the present study. This
method is described in detail below.

In the present ERP experiment, each target was
preceded by a peripheral cue, which covertly oriented
the visual attention. Because the ITI was long and well

jittered (1000–1400 msec), the current stimulus (target)
was not subject to the distortion of the previous trial but
only to the distortion of the previous stimulus (cue of the
same trial). As noted earlier, balancing the attentional
states is unnecessary because there is no expectancy
difference between cues at different locations in the
trial-by-trial orienting paradigm. Figure 9 demonstrates
the balancing of the physical properties. Without the
balancing, the current stimulus received differential over-
lap from the peripheral cue (each column of Figure 9).
Considering the cue and target as a combined stimulus,
we can see that after taking the same number of trials
from each location and each cue–target relation into the
averaging procedure, the physical properties of the cue–
target stimuli are identical under different conditions.
The only difference between the three conditions (each
row of Figure 9 represents a condition) is the cue–target
relation (or, the processing interaction of the cue and
target; see Woldorff, 1993, p. 112), which is our research
interest.

Although the cue ERPs still overlap and distort the
target ERPs, this distortion is identical under the three
to-be-compared conditions. Therefore, any difference
between these conditions cannot be accounted for by
the distortion from the cue ERPs. Figure 10 is an
example of the cue ERPs of the present ERP experiment,
showing no evident difference between conditions dur-
ing the first 300 msec after cue onset. However, because
the factor of stimulus location is collapsed after the
balancing procedure, the analyses of visual fields and
contralateral/ipsilateral ERPs are disabled.
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field. Only stimuli of the horizontal session are plotted.

Figure 10. An example of cue-elicited ERP waveforms after balancing

the physical properties (site Oz). The waveforms are shown from
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observed. Note that the target onset is at 0 msec, and the cue onset

is at �300 msec.
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