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Abstract—The improvement and success of socio-technical systems depend on the joint optimisation of both the social and the technical parts. Improving the social part of a socio-technical system is a meticulous task, as social requirements are diverse and dynamic, and they usually evolve with time and context. Information transparency (henceforth, transparency) is one of the social requirements that can affect the overall attitude of the stakeholders present within a socio-technical system, and influence their other social requirements such as privacy, trust, collaboration and non-bias. In this paper, we advocate the need to engineer transparency as a first class requirement, propose a baseline model for transparency and show how this model can be a starting point for the analysis of transparency requirements of different stakeholders. We showcase our on-going research in the modelling and analysis of transparency as a requirement, discuss some of the challenges of transparency requirements elicitation, and present our future work.
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I. INTRODUCTION

Socio-technical systems (STSs) emphasise the interaction that exists amongst social actors and also between social actors and technical actors in an organisational settings [1]. Mainstream modelling languages in requirements engineering, such as goal modelling [2] and business process modelling [3], reflect such a view of STSs. One part of this socio-technical interaction is the transfer of information from one social entity to another. The information transfer amongst various social entities brings several topics into question, such as copyright, privacy, security, trust and transparency. Some of these concepts have been studied extensively both from the social viewpoint and from the requirements engineering viewpoint. For example, the notion of privacy is one of the classical concepts in social sciences research, e.g., in [4], and from the engineering perspective, e.g., in an attempt to model privacy requirements in [5].

One of the concepts that is under-researched from the engineering perspective, in comparison to other similarly important concepts, is the concept of transparency. It is generally considered that providing transparency has desirable effects, while the lack of transparency raises doubts on the ethical and professional practice. For example, in the context of politics and governance, it is illustrated that “more transparent governments govern better” [6]. However, we will illustrate in this paper that the right level of transparency should be achieved if joint optimisation, which is the goal of STSs for the emergence of productivity and well-being [7], is to be accomplished; otherwise, providing transparency may lead to adverse effects. For example, it was studied and shown in [8] and [9] that transparency may have significant unintended consequences in medical care. It was found that when ‘media spectacles’ and transparent regulation are combined, it can cause ‘spectacular transparency’ which has some perverse effects on doctors’ practice and increased defensive behaviour in doctors and their staff. Furthermore, in another four-year organisational study, [10] discovered that in the context of a clinical risk management, when intersubjective relations are solely regulated by transparent self-revelation to authorities, this transparency can undermine ethical behaviour and lead to organisational crisis and even collapse.

These studies clearly illustrate that transparency, when applied in an ad hoc manner, can lead to serious issues in STSs. Therefore, it is important to study transparency and its emergent side-effects. We advocate that transparency can be seen either as a special kind of requirement or as a meta-requirement, i.e., a requirement of a social entity to know how their requirements are being fulfilled by others. As a requirement, software engineers have to deal with transparency during the requirements engineering process and requirements definition [11].

Let us take an example of a requirements engineering department as an STS. A requirements engineer’s job includes the elicitation of a set of requirements from various stakeholders of a system and the prioritisation and specification of these requirements, with the aim of designing a new system which meets the expectations of its stakeholders. In such a process, requirements engineers might need to make a stakeholder’s requirements visible and transparent to another stakeholder. Such transparency may discourage certain stakeholders to voice their requirements. This means that the process of requirements elicitation might be incomplete, and the produced or evolved software based on it will probably be flawed, inefficient or inappropriate in part or for some stakeholders. All these problems can arise when requirements engineers do not consider transparency requirements of their stakeholders during the elicitation process.

One issue to bear in mind is that calling for less transparency does not necessarily mean that it is stemmed only from privacy requirements by the stakeholders, because the transferred information may not necessarily be personal information or
relate to what a stakeholder would like to hide. Instead, it might be about one stakeholder’s preference not to provide such information because they think it may create undesirable effects such as information overload or bias.

In this paper, we take the first steps towards modelling and analysis of transparency in STSs. We advocate that while transparency has its own unique characteristics and peculiarities, there is still a lack of dedicated models, tools or approaches that allow a managed engineering of transparency in STSs which can, amongst other things, estimate the right level of transparency and predict its side effects. We advocate the need for a separate modelling and analysis for transparency, as it is a concept that should be investigated on its own merits. This argument, which is similar to the argument about the modelling and analysis of related social concepts in STSs, e.g., security or privacy [12], is supported by the famous software engineering principles of separation of concerns and modularity. That is, to better manage transparency, we need to consider it as a first class concept and capture its peculiarities and its inter-relations with other requirements models via designated approaches.

The rest of the paper is structured as follows. In Section II, we provide a background to our study and pinpoint its importance. In Section III, we present our baseline model of transparency and elaborate on it. In Section IV, we demonstrate an example of transparency requirements modelling through a mainstream requirements model, the goal model, and illustrate how certain characteristics of transparency necessitate the modelling and analysis of transparency as a separate first class concept. In Section V, we conclude and present the future work.

II. DEFINITION AND BACKGROUND

Transparency refers to the possibility of accessing information, intentions or behaviours that are revealed through a process of disclosure [13]. It is usually linked to accountability, efficiency and openness [14]. Transparency is also observed as an important concept as it can support users in the process of decision making [13].

Transparency effects have been studied in several social and technical settings. Transparency has generally been accounted to increase accountability [15], create trust among different stakeholders [16], help democratic decision-making [17], convey honesty and integrity [14], and encourage open decision making [14].

On the other hand, there are only few studies on transparency in requirements engineering. In [18], the authors propose that software transparency should be based on requirements, which in turn will provide a baseline for both upstream and downstream traceability. They also propose a transparency ladder, which shows different steps to achieving transparency. In [19], the authors design a survey to investigate the importance of transparency as it enables stakeholders to identify and understand the information transfer during stakeholders’ communications. In [20], the authors propose a framework for capturing the stakeholders’ requirements patterns which are related to transparency through argumentation. In [11], the authors define transparency as a non-functional requirement and therefore use a Non-Functional Requirements Framework and Softgoal Independence Graph to represent transparency and several quality attributes related to it. While all these studies have contributed much to our knowledge of transparency, we still lack a model of transparency that can help requirements engineers in the automated reasoning and analysis of transparency requirements of stakeholders. This is our intention in this study of transparency.

III. MODELLING TRANSPARENCY

According to [11], there are two types of transparency, information transparency and process transparency. Information transparency refers to the level of information available to stakeholders, while process transparency refers to the level of process clarity. In our study, we refer to these two types as stakeholders’ transparency requirements and meta-requirements. The reason behind this is that as a meta-requirement, transparency becomes a requirement about another requirement. We use the same example that [11] give to make it clear.

In [11], the authors suppose that information exists in a company about safety emission levels for a given artefact. Requiring that this information be available to customers is information transparency. Since the stakeholders ask for such transparency-related information itself, we can call it a transparency requirement. On the other hand, when stakeholders need to know how the artefact is being assembled, they need some information about the process used for artefact assembly, and this is called process transparency. Here, since the stakeholders’ real requirement is the artefact, and the transparency-related information is a requirement about another requirement, we can call it transparency meta-requirement. In both cases, however, the following concepts should be noted:

- Both in information transparency and process transparency, it is information that is being processed and transferred from one social entity to another. Therefore, while we acknowledge the differences between the two concepts, we advocate that any model of transparency should focus on the flow of information. This vision is also confirmed in [21], when the authors mention that transparency in process models deals with organising and documenting information about processes.
- Whether we look at transparency as a requirement or as a meta-requirement, it is still a requirement and will benefit from engineering approaches. Therefore, while we acknowledge the differences between the two concepts, we refer to both as a requirement.

A. Baseline Model of Transparency

As described earlier, in our study, transparency is all about information, how it flows and transfers between different entities and how it can be tracked and related to the entity
Fig. 1. A representation of information transparency model

providing that information. In our model of transparency, any flow of information can be broken down into four elements:

- **Information Provider (IP):** the entity that is providing and presenting some information about another entity, or about itself.
- **Information Receiver (IR):** the entity that is receiving, probably upon request, the information about another entity, or about itself.
- **Information Entity (IE):** the entity whose information is being transferred. This can sometimes include the IP or the IR, depending on the context.
- **Information Medium (IM):** the medium through which the information is being channelled and transferred.

There are a few details which should be noted about these four elements of transparency. These are as follows:

1) IP and IE are the same if information provider is giving information about themselves. For example, when someone is describing their own job.
2) IR and IE are the same if information provider is giving information about information receiver. For example, when someone is telling their colleague about that colleague’s performance.
3) IP, IR, and IE are the same if information provider is giving information about themselves to themselves. For example, when someone is keeping a private journal about themselves. This can be of importance in the presence of an information medium, as information can be stored and found on it, and this may lead to undesirable transparency.
4) IM might be absent in cases where the information is being transferred without using any medium, e.g., in face-to-face communications.

Therefore, in our model of transparency, only the presence of the information provider and the information receiver is obligatory. With respect to the information that is being transferred, any information can be divided into two subcategories:

- **Transparency-Related Information (TRI):** This is the information that carries data related to transparency presented by the information provider (IP) about the information entity (IE).
- **Transparency-Unrelated Information (TUI):** This is the information whose transparency is not important, relevant or in question, presented by the information provider (IP) about the information entity (IE).

Based on the information we have provided so far about transparency, the transparency model is illustrated in Fig. 1.

**B. Levels of Transparency**

Based on the model of transparency we have provided, we can perceive five different levels of transparency:

- **Level 1 – No Transparency:** If IP only sends TUI information to IR, either through IM or directly, and does not send any TRI information, then we can say that there is no transparency achieved. In this case, only IP knows about TRI.
- **Level 2 – Unilateral Transparency:** If IP sends TRI information along with TUI information to IM, but IM does not reveal TRI information to IR and only sends TUI information to IR, then we can say a unilateral level of transparency is achieved. In this case, it is still only the IP who knows about TRI, but this information is also stored in IM. It should be noted, however, that certain laws and regulations may oblige IM owners to reveal this information and make it transparent, which means the unilateral level of transparency will no longer be maintained. Furthermore, in our model of transparency, unilateral transparency can never be reached if there is no IM.
- **Level 3 – Bilateral Transparency:** If IP sends TRI information along with TUI information to IM, but IM does not reveal TRI information to IR and only sends TUI information to IR, then we can say a unilateral level of transparency is achieved. In this case, it is still only the IP who knows about TRI, but this information is also stored in IM. It should be noted, however, that certain laws and regulations may oblige IM owners to reveal this information and make it transparent, which means the unilateral level of transparency will no longer be maintained. Furthermore, in our model of transparency, unilateral transparency can never be reached if there is no IM.
- **Level 4 – Bilateral Transparency:** If IP sends TRI information along with TUI information to IR, either through IM or directly, then we can say bilateral transparency is achieved. In this case, only IP and IR know about TRI.
A. Example: Online Transcription Service

Suppose a researcher is looking for an online transcription service for transcribing some audio files to text, as illustrated via a goal model in Fig. 3. We use goal modelling [22], [23] as it helps to illustrate the rationale of each actor, including

![Fig. 3. Goal model for online transcription service](image)

B. Example: Email Surveillance

Suppose a government agency is investigating a case and needs more information about a suspect. The government agency contacts an email service provider to collect some information about that suspect’s correspondence. In this example, IP is the email service provider, IR is the government agency, IE is the suspect and IM is the telephone call. The level of transparency the email service provider needs is trilateral transparency. On the client company’s side, this leads to transparency shortage.

Example 2: Suppose a government agency is investigating a case and needs more information about a suspect. The government agency contacts an email service provider to collect some information about that suspect’s correspondence. In this example, IP is the email service provider, IR is the government agency, IE is the suspect and IM is the telephone call. The level of transparency the email service provider needs is trilateral transparency. On the government agency’s side, this leads to transparency abundance.

These examples illustrate the possible conflicts of interest that may arise between different actors and how these conflicts can lead to transparency shortage or abundance. Furthermore, such conflicts can apparently lead to less accountability (as in example 1) or less trust (as in example 2).

D. Conflicts of Interest in Transparency Levels

It is sometimes the case that IP, IR, and possibly IE (i.e., when IE is a social actor) have different transparency requirements. This can lead to conflicts of interest in the level of transparency that each entity requires. We elaborate on this by providing the following examples:

Example 1: Suppose a company is using a cloud service, and for safety and security reasons, they would like to know where their stored files are hosted and how they are encrypted. Therefore they use the cloud service provider platform to get this information from them. The client company may not be willing to use the cloud services if the geographical location of their servers poses a threat to their security. In this example, IP is the cloud service provider, IR is the client company, IE is the server location and IM is the cloud service provider platform. The level of transparency the client company is looking for is bilateral transparency, or probably any level higher than that, i.e., the server location becomes public. If, for example, the cloud service provider refuses to provide such information to the client company, then the level of transparency the cloud service provider is offering is no transparency. On the client company’s side, this leads to transparency shortage.

Fig. 2. Basic outcome of transparency analysis

C. Transparency Analysis Outcome

The study of our model of transparency leads to another aspect of transparency, which is to analyse if the right level of transparency has been reached. IP and IR have a required level of transparency, which is the level of transparency they need, and an achieved level of transparency, which is the level of transparency they actually get. As a result, three outcomes are possible:

- Transparency Shortage: Transparency shortage happens when the achieved level of transparency is lower than the required level of transparency. This can lead to conflicts of interest in the level of transparency.
- Transparency Coverage: Transparency coverage happens when the achieved level of transparency is equal to the required level of transparency. This is the optimal solution which helps toward joint optimisation in STSs.
- Transparency Abundance: Transparency abundance happens when the achieved level of transparency is higher than the required level of transparency. This can also lead to conflicts of interest in the level of transparency.

Fig. 2 shows the basic outcome of transparency analysis in an STS, emphasising that transparency requirements are appropriately met only when achieved transparency equals required transparency.

IV. Study of Transparency and its Challenges

In this section, we present an example to illustrate the importance of and the need for transparency modelling and analysis.

A. Example: Online Transcription Service

Suppose a researcher is looking for an online transcription service for transcribing some audio files to text, as illustrated via a goal model in Fig. 3. We use goal modelling [22], [23] as it helps to illustrate the rationale of each actor, including

- Level 4 – Trilateral Transparency: If IP sends TRI information along with TUI information to IR, either through IM or directly, and one of IP, IM or IR also sends them to IE, then we can say trilateral transparency is achieved. In this case, IP, IR and IE know about TRI.
- Level 5 – Full Transparency: If IP sends TRI information along with TUI information to IR, either through IM or directly, and probably one of IP, IM or IR also sends the IE, and at the same time they make it accessible to the general public (including IE), then we can say full transparency is achieved. In this case, potentially everyone knows about TRI.

Being in different contexts where transparency requirements arise necessitates different appropriate levels of transparency. Therefore, it is important to investigate which level of transparency is needed in every case study based on the context of that case study.

D. Conflicts of Interest in Transparency Levels

It is sometimes the case that IP, IR, and possibly IE (i.e., when IE is a social actor) have different transparency requirements. This can lead to conflicts of interest in the level of transparency that each entity requires. We elaborate on this by providing the following examples:

Example 1: Suppose a company is using a cloud service, and for safety and security reasons, they would like to know where their stored files are hosted and how they are encrypted. Therefore they use the cloud service provider platform to get this information from them. The client company may not be willing to use the cloud services if the geographical location of their servers poses a threat to their security. In this example, IP is the cloud service provider, IR is the client company, IE is the server location and IM is the cloud service provider platform. The level of transparency the client company is looking for is bilateral transparency, or probably any level higher than that, i.e., the server location becomes public. If, for example, the cloud service provider refuses to provide such information to the client company, then the level of transparency the cloud service provider is offering is no transparency. On the client company’s side, this leads to transparency shortage.

Example 2: Suppose a government agency is investigating a case and needs more information about a suspect. The government agency contacts an email service provider to collect some information about that suspect’s correspondence. In this example, IP is the email service provider, IR is the government agency, IE is the suspect and IM is the telephone call. The level of transparency the government agency is looking for is bilateral transparency, and not any level higher or lower than that. If, for example, regulations on the email service provider side oblige it to reveal such exchange of information to the suspect as well, then the level of transparency the email service provider needs is trilateral transparency. On the government agency’s side, this leads to transparency abundance.

These examples illustrate the possible conflicts of interest that may arise between different actors and how these conflicts can lead to transparency shortage or abundance. Furthermore, such conflicts can apparently lead to less accountability (as in example 1) or less trust (as in example 2).
the goals they have, the way they achieve these goals and their dependencies on each other in a STS. Such a model could also be a baseline for our transparency model in the future work as transparency is mainly about sharing knowledge with other inter-dependent social entities in an STS. In this example, and based on our baseline model of transparency, IP is the online transcription service provider, IR is the researcher, IE is the information about transcription costs, quality, etc., and IM can be any medium through which the two actors communicate.

It is shown in Fig. 3 that providing some information about the online transcription service, such as how much different services may cost, how different services influence the quality of the transcription, and how people are recruited to perform the transcription, can affect transparency in a positive way, i.e., increase the level of transparency. However, increasing transparency level, as explained before, does not necessarily mean meeting transparency requirements of the involved actors. As a result, while this model provides some information about transparency and how to increase it, we would still want to address several fine-grained transparency concerns which necessitate additional modelling constructs. Such concerns include:

- **The ability to inform transparency levels:** The proposed model of transparency should utilise designated constructs to inform requirements engineers what level of transparency is required and what level of transparency is achieved. This means that the model should facilitate constructs so that every actor, upon requesting information, can clearly state what level of transparency they require, and upon providing information, what level of transparency they can achieve.

- **The ability to compare transparency levels:** This model of transparency will then be able to help requirements engineers to compare and analyse whether the achieved level of transparency is the required level as well.

- **The ability to detect possible conflicts:** Requirements engineers will then be able to identify any conflicts of interest that may arise as a result of the difference between the achieved level of transparency and the required level of transparency. This, in turn, will help them to try to resolve the issue by communicating with the actors, informing them of the issue and reviewing their policies and regulations when applicable.

- **The ability to support decision-making:** The proposed model of transparency should also be able to illustrate how transparency requirements of different actors and possible conflicts of interest on transparency requirements may influence and support different actors’ decisions to choose amongst alternatives to reach a goal. This enables requirements engineers to propose alternatives to different actors to reach the same goal while adhering to their transparency requirements.

- **The ability to analyse side effects:** Requirements engineers will use the proposed model of transparency and the information it provides to analyse the effect of the achieved transparency on other softgoals, such as trust, accountability, etc. in different actors.

These concerns show the necessity for designated constructs to model transparency as a requirement that can capture and address them.

### B. Challenges Related to Transparency

To aid the engineering of transparency requirements, we still need to handle basic challenges not related to the modelling and analysis but to the elicitation of such requirements. They are as follows:

- Transparency requirements of actors are themselves subject to other meta-transparency requirements. When an actor states their transparency requirements of other actors, they may not necessarily agree or prefer that others are aware of those requirements. This creates a paradox...
that may be resolved by some sort of obfuscation techniques and translucence, both emerging research topics.

- Transparency requirements are typically hard to specify, as such specification requires stakeholders to state what they usually do and believe which they may not necessarily be able to state. The challenge on tacit knowledge in requirements [24] is maximised here. We may rely on a feedback loop to keep the transparency requirements updated by allowing online and runtime requirements elicitation [25] from the users in the real context.

- Transparency requires not only the typical stakeholders, e.g., the different roles in an organisation, but also expertise in ergonomics and human factors in computing. Such a multi-disciplinary topic also calls for a multi-disciplinary requirements engineering team. We still need to think what sort of expertise such a team should have and how to manage the viewpoints within the team [26].

V. CONCLUSION

In this paper, we show how requirements engineers can benefit from a transparency model which captures the transparency requirements of different social actors, and aids in the analysis of those requirements and their possible side effects. We discuss how inefficient handling of transparency requirements may lead to possible adverse effects, such as reducing the level of trust or decreasing accountability, and how these adverse effects may arise as a result of transparency shortage or transparency abundance. Consequently, we propose that modelling and analysis of transparency as a requirement is a step forward to a better engineering of this concept in STSs. Our baseline model of transparency seeks to conceptualise the flow of information amongst different actors, and facilitates the establishment of an automated analysis that aids requirements engineers and different stakeholders to understanding the different levels of transparency, how conflicts of interest may arise as a result of unmatched transparency requirements and how these conflicts might be resolved.

In our future research, we aim to develop this baseline model further to be able to capture transparency-related data in conjunction with a mainstream STS requirements model. Goal modelling will be one established model on which we will base our transparency model. Doing that, we aim for concepts which could be also applied on different models of an STS, e.g., those capturing dynamic aspects and business processes. We also aim to focus on the specification process of transparency as a requirement in STSs.
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