Table of Contents

International Journal of Digital Crime and Forensics
Volume 9 • Issue 1 • January-March-2017 • ISSN: 1941-6210 • eISSN: 1941-6229
An official publication of the Information Resources Management Association

Research Articles

1  Age Detection Through Keystroke Dynamics from User Authentication Failures
Ioannis Tsimperidis, Democritus University of Thrace, Komotini, Greece
Shahin Rostami, Bournemouth University, Poole, UK
Vasilios Katos, Bournemouth University, Poole, UK

17  Investigation Approach for Network Attack Intention Recognition
Abdulghani Ali Ahmed, Faculty of Computer Systems & Software Engineering, Universiti Malaysia Pahang, Gambang, Malaysia

39  A Framework of Event-Driven Traffic Ticketing System
Jia Wang, Auckland University of Technology, Auckland, New Zealand
Minh Ngucyn, Auckland University of Technology, Auckland, New Zealand
Weiqi Yan, Auckland University of Technology, Auckland, New Zealand

51  Dynamic Semi-Group CIA Pattern Optimizing the Risk on RTS
Padma Lochan Pradhan, Gokul Institute of Technology & Science, Bobbili, VZM, AP, India

71  Proposed Round Robin CIA Pattern on RTS for Risk Assessment
Padma Lochan Pradhan, Gokul Institute of Technology & Science, Bobbili, VZM, AP, India

COPYRIGHT

The International Journal of Digital Crime and Forensics (IJDCF) (ISSN 1941-6210; eISSN 1941-6229), Copyright © 2017 IGI Global. All rights, including translation into other languages reserved by the publisher. No part of this journal may be reproduced or used in any form or by any means without written permission from the publisher, except for noncommercial, educational use including classroom teaching purposes. Product or company names used in this journal are for identification purposes only. Inclusion of the names of the products or companies does not indicate a claim of ownership by IGI Global of the trademark or registered trademark. The views expressed in this journal are those of the authors but not necessarily of IGI Global.

The International Journal of Digital Crime and Forensics is indexed or listed in the following: ACM Digital Library; Applied Social Sciences Index & Abstracts (ASSIA); Bacon’s Media Directory; Cabell’s Directories; Compendex (Elsevier Engineering Index); DBLP; GetCited; Google Scholar; INSPEC; JournalTOCs; Library & Information Science Abstracts (LISA); MediaFinder; Norwegian Social Science Data Services (NSD); SCOPUS; The Index of Information Systems Journals; The Standard Periodical Directory; Ulrich’s Periodicals Directory; Web of Science Emerging Sources Citation Index (ESCI)
Age Detection Through Keystroke Dynamics from User Authentication Failures
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ABSTRACT

In this paper an incident response approach is proposed for handling detections of authentication failures in systems that employ dynamic biometric authentication and more specifically keystroke user recognition. The main component of the approach is a multi layer perceptron focusing on the age classification of a user. Empirical findings show that the classifier can detect the age of the subject with a probability that is far from the uniform random distribution, making the proposed method suitable for providing supporting yet circumstantial evidence during e-discovery.
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INTRODUCTION

In today’s modern digital communications, user authentication failures may lead to a series of incidents where if a user’s identity is misrepresented, it could cause, among other issues, false accusations, leading to misconduct of justice. In its simplest form, consider a scenario of an unattended laptop where an adversary sends an insulting email by spoofing the legitimate owner. If traditional forensics are used, the laptop could be identified, seized and analysed to prove that the particular device was the email’s origin. However, in digital forensics it is of utmost importance to “put fingers on keyboard”, that is, to identify the physical person that performed the action. Another scenario relates to systems that offer seamless, continuous, and transparent biometric authentication (Flior and Kazimierz, 2010). In a typical setting, once authentication fails, the user – hopefully the perpetrator and not the legitimate user, as can happen in many cases due to the Type I errors such authentication systems exhibit – would be denied access. In our proposal, if user authentication fails at some point in time, the system should have the ability to record the user’s typing behaviour in order to gather his/her characteristics such as gender, handedness, age, and so forth. As this is acknowledged to be a challenging problem (Uludag et al., 2004) with relatively poor success rates, we consider the use of epistemic uncertainty handling frameworks (Katos and Bednar, 2008). More specifically, in this paper we propose a system that is based on keystroke duration measurements in order to provide circumstantial evidence for supporting a forensic analyst to make an informed judgement on the identification of a suspect. Clearly, as it is very common in forensic science practice, the information gathered from the proposed system would need to be correlated with other sources (such as GSM geolocation data (Lessard and Kessler, 2010), security cameras, as well as physical evidence if applicable), in order to allow further reduction of the
uncertainty surrounding the crime scene. Accepting that the evidence is circumstantial, we can relax the requirements of high success rates, but nevertheless, it is expected that the proposed solution will provide results that will be significantly diverging from a uniform distribution. The main contribution and novelty of this paper is on the application of neural networks for improving forensic readiness by providing indication and circumstantial evidence on an author’s age. An age detection component has a number of applications, both as a proactive security measure (e.g. alerting a minor in the case they believe they are chatting on a social networking site with a young person whereas they may be chatting with a potential predator), following thus the security by design approach, as well as a post mortem tool for performing attribution on a potentially offensive content.

The rest of the paper is organized as follows. A survey of the literature is presented followed by the description of the data acquisition method and approach to parameter extraction required to perform keystroke dynamics. The paper continues by developing the classifier employed in the proposed method and the empirical evaluation.

RELATED WORK

Artificial Neural networks were used in the past to classify computer users or computer items into some categories. For instance, Clark et al. (2003) presented an artificial neural network based system for automated e-mail filing into folders and anti-spam filtering. Nogueira et al (2005) and Auld et al (2007) dealt with Internet traffic. More specifically, Noguiera et al. (2005) proposed the classification of Internet users into groups according to their average transfer rate. Auld et al. (2007) classified flows based on header-derived statistics, and this is feasible even when the IP (host) address and application port number are not known.

A number of diverse approaches on artificial neural networks for age classification exist in the literature. Hewahi et al. (2010) for instance proposed neural network classifiers to determine the age using image analysis techniques. They examined 4 age classes, each of them divided into two subcategories, used 68 landmark points taken from face images and achieved a success rate of 78.4%. Similarly, Choobeh (2012) used the same number of landmark points, applied 130 attributes to each of the artificial neural network classifiers that involved and calculated the mean absolute error of exact age between 4.85 and 5.85 years. Yi et al (2014) reduced the mean absolute error further to 3.63 years, which is an acceptable value to supply a more stable age estimator for practical applications.

Determining a blog’s author age group is another perspective in this field. Schler et al. (2006) divided users into three age classes and based on the authoring style, but also the content of the blogs, achieved a classification success rate of about 76%. Rangel et al (2013) presented the results of the first International Author Profiling Task in which, researchers examined blogs written in two different languages: English and Spanish. Several different features were selected and the best approach achieved a classification accuracy of 64%.

The wide expansion of social networks has motivated the researchers to develop techniques for determining a user’s attributes when these are not disclosed on their personal profile. Rao et al (2010) proposed an approach to automatically discover a number of user attributes by examining their status messages, the social network structure and communication behaviour of the users. They created a data set from 2000 users, who were divided into two classes, users who are under 30 and users who are over 30, used a Support Vector Machine, SVM, classifier and attained a classification accuracy rate of about 74%. The work by Pennacchiotti and Popescu (2011) and Bergsma et al. (2013), also dealt with social networks. In this case parameters like linguistic content and contacts between users were considered and used to predict ethnicity, political affiliation and origin.

This paper builds upon the concept of user classification using keystroke dynamics. The underpinnings of the proposed approach have roots to the Halstead-Reitan Battery, which is a sequence of neuropsychological tests that include a finger-tapping test (Strauss et al., 2006). This test measures the rate at which a subject repeatedly pushes a button. Empirical results show correlation
of this simple task with a subject’s age, gender, dominant hand, overall health, and even whether he or she is putting maximal effort into the task. Since using a keyboard is a lot like pushing a button repeatedly, perhaps these same traits manifest in different typing rhythms.

Initially, keystroke dynamics were used for user authentication in order to replace the obsolete way of using passwords as a login mechanism. For example, Joyce and Gupta (1990) used digram latencies to distinguish a legitimate user from an imposter and the results showed that there were very few times that the imposter was able to successfully authenticate. Similarly, Monrose and Rubin (2000) collected data from 63 users, developed a toolkit for analysing the data, used 3 classifiers, and achieved classification accuracy between 83% and 94% depending on the approach being used.

User authentication regards a specific number of users, usually a limited number of them, with “known” typing patterns, that is the authentication system has prior knowledge of the users’ typing behaviour through some training phase. Therefore, this approach can’t be applied in the case of the Internet user base, where no data is available. However, in Tsimperidis and Katos (2013), users were classified according to a device that used for writing a text, keystroke dynamics can be employed for user classification at about 75% classification accuracy. Furthermore, Tsimperidis et al. (2015) showed that it is possible to predict the gender of the author of a text from the way he or she types and not from the content, with a classification accuracy of approximately 75%.

Finally, Idrus et al. (2013) in a research similar to this paper attempt to extract information from keystroke dynamics templates with the ability to recognise, amongst others, the age category of a user when he or she types a given password or passphrase on a keyboard. They collected the data from 110 users who were asked to type 5 phrases of a length between 17 to 24 characters, using an SVM classifier, separated the users into two age classes, those who were under 30 and those who were over 30, and achieved a classification accuracy between 65% and 82%.

High-Level Description of the Proposed Incident Response System

In the context of this paper user classification is defined as the process in which a person who uses an electronic device is recognised and placed into a group of particular attributes. Typical attributes include the handedness, gender, the input device (laptop, desktop, etc.), and of course, age.

Consider a biometric authentication system based on keystroke authentication. Such system will have a database containing all distinct typing patterns used for the continuous and transparent authentication of the user, as analysed and studied in the current research literature. Consider our example scenario where a user leaves her workstation and a perpetrator gains control of the keyboard. In addition, we assume that the perpetrator is not a user with registered attributes on the authentication database since in this case the system would be in the position to identify the perpetrator. Assuming that the biometric authentication system detects the fact that a different, unknown user is typing on the keyboard, there are two potential alternatives:

1. The authorisation system locks the user out;
2. The authorisation system adopts a honeypot approach by allowing the user to continue typing in order to collect circumstantial evidence in order to be used later on for the revelation of the identity of the perpetrator.

The proposed work focuses on option 2. Naturally, the exact response of the authorization system would depend upon a number of factors, including the underlying security policy and the associated risks of allowing an adversary to have access to a production system; such aspect is outside the scope of this work as it relates to different research priorities and objectives.

A state diagram of the proposed incident response system is shown in Figure 1. The major states of the system are training, “normal” operation (i.e. legitimate use of system) and incident response mode, where the system has detected that a physical user who is not an authorised member of the system has gained access to the keyboard.
DATA COLLECTION AND ATTRIBUTES EXTRACTION

Data acquisition for a keystroke dynamics analysis type of research is typically performed by deploying a keylogger on a volunteer’s computer device. The volunteer may either be requested to type a specific, fixed text, or free text. The latter is preferred as it integrates better with the subject’s regular typing activities, it is less intrusive and allows a larger amount of data to be collected.

For the reasons listed above, a free text keylogger - called “IRecU” - was designed and developed. This can be installed in desktops, laptops, tablets and smartphones with any version of MS Windows. During the first execution of the keylogger, among other attributes, volunteers had to provide information of the age group they belong to. For this project four age groups were chosen as follows: 18-25, 26-35, 36-45, and 46+.

The continuous recording of a volunteer’s typing during over a prolonged period of time inevitably introduces risks, due to the possibility of disclosing passwords and reading personal messages by a third person. To remedy this, the volunteers had the clear option to execute “IRecU” whenever he or she wished. Additionally, a consent form was signed by the volunteers together with a signed declaration by the researchers in which they stated that the collected data would be used only for the purposes of this project and will not be given to any persons other than the researchers.

For each volunteer, “IRecU” program create a delimited txt file with the following format:

```
75,#2014-05-06#,44449582,”dn”
75,#2014-05-06#,44449675,”up”
65,#2014-05-06#,44449732,”dn”
76,#2014-05-06#,44449810,”dn”
65,#2014-05-06#,44449831,”up”
76,#2014-05-06#,44449907,”up”
```

Each line is a record of a volunteer action, with comma-delimited fields. The first field represents the virtual key code of the key which the volunteer pressed or released. The second field depicts the date the action took place (in the format year-month-day). The next field is the elapsed time from the beginning of that day in milliseconds, and the forth field is the action, “dn” for key-press and “up” for key-release.

Figure 1. Main states of the incident response
From this data it is possible to extract all keystroke dynamics parameters. For instance, keystroke duration is calculated from the subtraction of ms that correspond to the “up” action minus the ms that correspond to the “dn” action, for the same key. In a similar way we can calculate all digram latency representations, i.e. press-press, release-press, press-release and release-release digram latency.

“IRecU” was distributed to a number of volunteers, during the period from 20/02/2014 until 27/12/2014. At the end for the period the users returned their data in log files. The number of log files per age group is presented in Table 1.

The log files varied in size from 170 KB to 271 KB and contained data from 2800 to 4500 keystrokes.

The next step was to extract the parameters that were examined. As already established by the literature, in keystroke dynamics there are plenty of parameters that can be used to characterise a user. A system that involves all parameters, or a big selection of them, will be rather complex and will require a substantial training effort, resulting from extensive and high volume data sets which are rather impractical and infeasible to acquire. For this reason, in keystroke dynamics research, there is a parameter reduction procedure. As evidenced by Ordal et al (2005) the keystroke durations are much less a characteristic of a user than digram latencies, while Zhao (2006) observes that the usage of latencies as parameters, bring better results than any other N-gram, for N≥4. The above, in conjunction with the fact that the digrams have larger appearance frequency in a text than any others N-grams, led us to choose the digram latencies as parameters for user age classification.

If it is assumed that an average computer keyboard has 100 keys, then the number of digrams is 4950, which is still a big number of parameters to investigate. However, some of the keys are barely used and too many digrams appear sparsely. By observing the log files, it was shown that the majority of the volunteers used 120 digrams frequently. These digrams were used as parameters to perform the classification.

To extract parameters from the log files another software component was developed, namely “ISqueezeU”. This software read text files created by “IRecU” and it would calculate the average value of latency.

An example of digram latencies average values extraction by “ISqueezeU” program for specific log files and digrams is shown in Table 2:

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Files</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-25</td>
<td>32</td>
</tr>
<tr>
<td>26-35</td>
<td>102</td>
</tr>
<tr>
<td>36-45</td>
<td>90</td>
</tr>
<tr>
<td>46+</td>
<td>15</td>
</tr>
<tr>
<td>total</td>
<td>239</td>
</tr>
</tbody>
</table>

AN ARTIFICIAL NEURAL NETWORK CLASSIFIER

The performance of several classification algorithms was considered to identify which classifier was most suitable for the extracted data and parameters. The classifiers which achieved a success rate greater than 45% have been listed in Table 3 along with the “Best Results” for their success rate and F-measure.
The term “Best Results” refers to the highest achieved classification accuracy obtained through the optimization of classifier parameters. Most of the above results were not considered satisfactory and moreover some of these classifiers which achieve relatively high success rates present problems. For example, SVM requires longer training time since the number of variables used in SVM equals the number of training data. SVM is optimality, where in an optimal model, the parameters used must be chosen carefully such that it includes the kernel selection and tuning its parameters, margin value, gamma value, etc. Such processes could be time consuming and it might cause model generalization problem (Abe, 2010). For the reasons listed above we focused on Artificial Neural Networks.

Artificial Neural Networks (ANNs) are a division of statistical learning algorithms within the field of computational intelligence, inspired by the behaviour of biological neurons located in the brain and central nervous system (Nelles, 2013; Rojas, 2013). ANNs employ a set of self-adaptive weights and biases which are adjusted by a learning algorithm to capture the highly complex and non-linear underlying models of the data which they are applied to. Due to their self-adaptive nature, ANNs can detect complex relationships between both dependent and independent variables without prior or auxiliary knowledge (Tu, 1996).

ANNs have been applied to a broad domain of pattern recognition and classification problems. In contrast to classical classification techniques, such as discriminant analysis, which require an understanding of the underlying statistical models of the system that produced the data, ANNs are instead a “black-box” technique capable of adapting to the underlying models (Rostami et al, 2013).
This has resulted in the successful application of ANNs in fields such as decision support for concealed weapon detection (Zhang, 2000), where their self-adaptive characteristics, in particular in high-dimensional datasets, has overcome many of the difficulties in model building associated with conventional classification techniques such as decision trees and k-nearest neighbour algorithms (Dreiseitl and Ohno-Machado, 2002). The perceptron was one of the first ANNs created for the purpose of pattern recognition (Nelles, 2013), we have employed this approach for our experiments.

In our case, the perceptron has 120 inputs and these are the digram latencies of the 120 selected digrams. Each input, is multiplied by a weight, which is typically a number between -1 and 1. The initial weight assignment is random. Then the products summed, and the sum is applied to a function, called transfer function. Figure 2 shows this procedure.

If the inputs are denoted as \( x_i \), for \( i = 1 \) to 120, then the output \( y \) of a perceptron can be written as explained in detail by Bishop (1995) as:

\[
y = f \left( \sum_{i=1}^{120} w_i \cdot x_i \right)
\]

(1)

However, a perceptron can only solve linearly separable problems. Our problem was more complicated, because we tried to classify users according to their age, using more than one hundred digram latencies, and it was unlikely to be divided linearly. To succeed we had to create an ANN from perceptrons consisting of multiple layers called to a Multi-Layer Perceptron (MLP), as shown in Figure 3.

Whilst a number of techniques exist for the optimisation of weights in Artificial Neural Networks (ANNs) (such as the Widroff-Hoff least mean squares algorithm and back propagation), there are no hard and fast rules for choosing the structure of an ANN - in particular for choosing both the size (in terms of number of neurons) and number of hidden layers used in the network. However, this internal structure is one of the key factors in determining the efficiency of the network and the accuracy of the classification (Rostami, 2014). A preliminary empirical study was conducted to determine the optimal number of neurons to be used in the hidden layer of our neural network. In this study, the performance of the neural network was evaluated for different configurations of neurons on the hidden layer, starting from 10 with an incremental increase up to 240 (double the number of inputs). The results (illustrated in Figures 4 and 5) indicated that 62 neurons in the hidden layer offered the most robust performance in terms of the accuracy, precision, and sensitivity of the classifier.

The transfer function \( f \) is chosen to have a number of properties which either enhance or simplify the network containing the neuron. Crucially, for instance, any multi-layer perceptron using a linear transfer function has an equivalent single-layer network, while a non-linear function is necessary to gain the advantages of a multi-layer network. Therefore, we chose the sigmoid function, which is written:

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

(2)

It takes values between 0 and 1. When \( x \) tends to \(-\infty\), \( f(x) \) tends to 0, and when \( x \) tends to \(+\infty\), \( f(x) \) tends to 1.

In general, ANNs are used for their simplicity, good ability to handle nonlinear and multidimensional problems. They are considered to be both fast and adaptive learners, in the sense that the network changes its structure based on the available information during the training process (Mallios et al, 2011; Wang and Musa, 2014).
Figure 2. The output of a perceptron

Figure 3. The multi-layer perceptron
Figure 4. The standard deviation of accuracy of the system in relation to the number of neurons in hidden layer

![Accuracy Graph](image)

Figure 5. The standard deviation of F-measure of the system in relation to the number of neurons in hidden layer

![F-Measure Graph](image)
RESULTS

Initially the stability of the proposed approach and its independence from data and classifier parameters was demonstrated. For this purpose cross validation was used. In this technique, data is split into K exclusive folds of equal size. Each part is used as a test set, with the rest used for training. The overall performance is measured by averaging the K runs results. The advantage of this method is that it matters less how the data gets divided. Every data point gets to be in a test set exactly once, and gets to be in the training set K-1 times. The variance of the resulting estimate is reduced as K is increased. As there were more than 200 samples available, we used 10 folds. Furthermore, we ran the experiment for a range of values for the neural network classifier parameters L (learning rate) and M (momentum). The learning rate ranged from 0.3 to 0.7, with a step of 0.05, and the momentum ranged from 0.2 to 0.6, with a 0.1 step. In addition the experiment was conducted 10 times, for every (L, M) pair. In every run the data were cross-validated using a 10-fold cross validation approach. The success rates for every pair of values are in Table 4.

It can be seen from the results that the success rate of the system barely escapes from 61%-62%, for a wide range of L and M values. This is a strong indication that the system is independent from data and classifier parameters.

For a more detailed view of results, we chose a specific configuration of the classifier as presented in Table 5.

The results obtained after conducting the experiment, again with the cross validation technique, are in Table 6.

As shown, 153 out of 239 files were successfully predicted, i.e. 64%, which is considerably better than the 25% uniform selection. The computed F-measure of the above experiment was 0.639.

At this point it is worthwhile mentioning that an age classification exercise is not explicit and this consequently distorts further the prediction results. For example, the separation between male and female in gender classification is clear cut, but in case of age classification a 26 year old person is more likely to have more in common with a 25 year old person than a 35 year old. However, according to the construction of classes in this paper, the 26 year old person is belongs to the same class as the latter. This is an inherent limitation of this methodology and it becomes evident in Table 6, where

Table 4. Success rates for L and M value pairs

<table>
<thead>
<tr>
<th></th>
<th>0.3</th>
<th>0.35</th>
<th>0.4</th>
<th>0.45</th>
<th>0.5</th>
<th>0.55</th>
<th>0.6</th>
<th>0.65</th>
<th>0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>0.2</td>
<td>61.2%</td>
<td>61.3%</td>
<td>61.3%</td>
<td>61.3%</td>
<td>61.2%</td>
<td>61.3%</td>
<td>61.1%</td>
<td>61.3%</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>61.1%</td>
<td>61.2%</td>
<td>61.1%</td>
<td>61.3%</td>
<td>61.2%</td>
<td>61.1%</td>
<td>60.8%</td>
<td>61.1%</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>61.7%</td>
<td>61.5%</td>
<td>61.3%</td>
<td>61.1%</td>
<td>61.2%</td>
<td>61.4%</td>
<td>61.3%</td>
<td>61.0%</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>61.7%</td>
<td>61.1%</td>
<td>60.9%</td>
<td>61.4%</td>
<td>61.3%</td>
<td>61.7%</td>
<td>61.6%</td>
<td>61.0%</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>61.4%</td>
<td>61.4%</td>
<td>61.1%</td>
<td>61.6%</td>
<td>62.0%</td>
<td>62.1%</td>
<td>61.7%</td>
<td>61.8%</td>
</tr>
</tbody>
</table>

Table 5. The multi-layer perceptron properties

<table>
<thead>
<tr>
<th>Classifier Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>0.7</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.2</td>
</tr>
<tr>
<td>Training Time</td>
<td>500 ms</td>
</tr>
</tbody>
</table>
it is shown that the two outlier classes (“18-25” and “46+”) present a significant prediction rate for the neighbouring class. That is, 25% of “18-25” class log files were predicted as “26-35” and 40% of “46+” class log files were predicted as “36-45”.

Based on the results, in Table 6, it can be suggested that the proposed system can predict the age group of unknown users to a satisfactory level of accuracy. It should be noted that the proposed approach does not depend on auxiliary data such as content analysis, analysis of facial features (Schler et al., 2006; Garera and Yarowsky, 2009), or social network group memberships (Rao et al., 2010).

In order to examine the robustness of the approach, the classes were reduced to three by merging the “46+” class with the “36-45” class and the test was repeated using the same classifier. The results are shown in Table 7.

In the case of three classes, 166 out of 239 log files were successfully predicted, that is 69.5%, which is better than the 33.3% random uniform selection. The obtained F-measure value was 0.694. Once again the misclassifications were popular in the neighbouring classes. Specifically, a percentage of about 31% of “18-25” class log files were predicted that belong to “26-35” class and a percentage of about 19% of “36+” class log files were predicted that also belong to “26-35” class.

Finally, the samples of “18-25” and “26-35” classes were combined and the test was repeated for two classes this time, those who were up to 35 and those who were over 35. The results are shown in Table 8.

In the case of two classes, 173 out of 239 log files were successfully predicted. That is, the classifier produced a success rate of 72.4%, which is higher than 50% of the random, uniform selection (and with an F-measure of 0.724).

The results obtained from the execution of 4-classes, 3-classes and 2-classes experiments, are comparable to the work by Irdus et al. (2013). One significant difference is that our work uses free text data.

### Table 6. Classification results for 4 classes

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Predicted as</th>
<th>Success Rate per Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18-25</td>
<td>26-35</td>
</tr>
<tr>
<td>18-25</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>26-35</td>
<td>4</td>
<td>72</td>
</tr>
<tr>
<td>36-45</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>46+</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 7. Results for 3 classes

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Predicted as</th>
<th>Success Rate per Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18-25</td>
<td>26-35</td>
</tr>
<tr>
<td>18-25</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>26-35</td>
<td>3</td>
<td>76</td>
</tr>
<tr>
<td>36+</td>
<td>11</td>
<td>20</td>
</tr>
</tbody>
</table>

| Success Rate per Prediction | 53.3% | 71.7% | 71.8% |
Improving the Success Rate

For the sake of completeness a number of meta-algorithms was employed in order to explore ways of improving the success rates. To this end, AdaBoost, MultiBoost, Random-correction-code and Exhaustive-correction-code were employed. The latter two were not applied in the 2-classes case, since they relate to multiclass problems.

The results obtained from these experiments are shown in Table 9. The notable success rate improvements are noted with bold and underlined font.

Figure 6 visualizes the results of Table 9, showing the difference in success rate of the system between before and after the use of meta-algorithms.

This improvement of success rate in 4-classes problem means that 21 more people in one thousand would be predicted in correct age class, giving more reliable information to forensic agents or to unsuspicious, benign users. Similarly, in the 2-classes problem, the age of 12 more people in one thousand is expected to be predicted correctly.

CONCLUSION AND OUTLOOK

Age detection via keystroke analysis can provide circumstantial evidence for supporting the identification of a suspect in a case of account, identity theft or a masquerade attack. Moreover, the proposed approach can be used as part of a warning system for age discrepancies of users participating in online chats. This is particularly useful for detecting for example child grooming where an unsuspecting minor may have a conversation with a much older person who falsely declares to be of a younger age. Overall the ability to guess one’s age apart from the offender profiling domain, may have other applications such as the validation of the information provided during a registration process.

An extension of this work involves the increased granularity of the classes, which can be done by generating a considerably bigger dataset. Furthermore, the proposed method can use multiple

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Predicted as</th>
<th>Success Rate per Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-35</td>
<td>101</td>
<td>75.4%</td>
</tr>
<tr>
<td>36+</td>
<td>33</td>
<td>68.6%</td>
</tr>
<tr>
<td>Success Rate per Prediction</td>
<td>75.4%</td>
<td>68.6%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4-Classes</th>
<th>3-Classes</th>
<th>2-Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Succ. Rate</td>
<td>TBM</td>
<td>F-score</td>
</tr>
<tr>
<td>Without meta-algorithm</td>
<td>64.0%</td>
<td>43.99</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>64.0%</td>
<td>87.92</td>
</tr>
<tr>
<td>MultiBoost</td>
<td>64.0%</td>
<td>89.36</td>
</tr>
<tr>
<td>Random-correction-code</td>
<td>64.4%</td>
<td>341.87</td>
</tr>
<tr>
<td>Exhaustive-correction-code</td>
<td>66.1%</td>
<td>397.63</td>
</tr>
</tbody>
</table>
classifiers, in parallel. In this case the results will need to be fed to an evidence-handling framework, such as Dempster-Shafer’s theory of evidence, to allow the fusion of the classifier “views” in order to produce the final outcome.
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