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ABSTRACT

Transparency is defined as the open flow of high quality information in a meaningful and useful
manner amongst stakeholders in a business information system. Therefore transparency is a
requirement of businesses and tinénformation systems. It is typically linked to positive ethical and
economic attributes, such as trust and accountability. Despite its importance, transparency is often
studied as a secondary concept and viewed through the lenses of adjacent conagptssecurity,
privacy and regulatory requirements. This has led to a reduced ability to manage transparency and
deal with its peculiarities as a firstass requirement. Atloc introduction of transparency may have

adverse effects, such as informationeoad and reduced collaboration.

The thesis contributes to the knowledge on transparency requirements by proposing the following.
First, this thesis proposes four reference models for transparency. These reference models are based
on an extensive literate study in multiple disciplines and provide a foundation for the engineering

of transparency requirements in a business information system. Second, this thesis proposes a
modelling language for modelling and analysing transparency requirements amongshaders in

a business information system. This modelling language is based on the proposed four reference
models for transparency. Third, this thesis proposes a method for the elicitation and adaptation of
transparency requirements in a business inforioat system. It covers the entire life cycle of
transparency requirements and utilises the transparency modelling language for modelling and
analysis of transparency requirements. It benefits from three concepts of crowdsourcing, structured
feedback acquisbn and social adaptation for the elicitation and adaptation of transparency

requirements.

The thesis also evaluates the transparency modelling language in terms of its usefulness and quality
using two different case studies. Then, the feedback acquisiection in the transparency
elicitation and adaptation method is evaluated using a third case study. The results of these case
studies illustrate the potentials and applicability of both the modelling language and the method in

the engineering of transpancy requirements in business information systems.
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Chapter 1

Introduction

"THE LAST THING THAT WE FIND
IN MAKING A BOOK IS TO KNOW
WHAT WE MUST PUT FIRST."

Blaise Pascal



1 Introduction

Requirements engineerin@RE)refers to the process of the elicitation, evaluation, specification,
analysis and evolution of the objectives, functionalities, qualities and constraints tohievad by a
software-intensive system within some organisational or physical environnfgan Lamsweerde
2009) Requirements engineering assures that a software solution can appropriately solve the
problem for which it has been designed. In order to achithis, however, requirements engineers
should understand and define the problem. They need to discover, understand, formulate, analyse
and agree on what the problem is, why the problem needs a solution, and who should be involved in

the responsibility oBolving the problenfVan Lamsweerde 2009)

In the field of requirements engineering, requirements are generally broken down into two major
categories, functional and nefunctional requirements (NFRs). Even though there is still no
consensus about the nate of NFRs, functional requirements have a rather broadly accepted
definition (Glinz 2007). A functional requirement is defined as a function that a software system
must be able to performlEEE Standards Association 19%@hat the software product musio
(Robertson and Robertson 2012and what the software system should d8ommerville 2004

Since functional requirements may also retierthe behaviour of a software systerArfton 1997, a

ONRBI RSN RSFAYAGAZ2Y KIF a I f aémerd B specifigdBnidetianSHatal & T
system must be able to perform, without considering physical constraints; a requirement that
ALISOATASA Ay LIz 2 dzii LIazobsod & K198 2 dzNJ 2 F | aeadSyoé

NFRs, on the other hand, have been defined in mangreifit ways, and there have been definition
problems, classification problems, and representation problems with NER® 2007)However,
most definitions refer to NFRs as nbahavioural aspects of a software system which capture the
properties and consaints under which a software system operatdsion 1997, requiremensthat
specify physical constraints on a functional requiremgdacobson et al. 1999andrequirements
that do not have a bearing oa software systenfunctionality, but describe atibutes, constraints,
performance considerations, design, quality of service, environmental consideratehse and
recovery (SCREEN Glossary 1p9Bherefore, one might state thaton-functional requirements

describe how the system works, while functéd requirements describe what the system should do.

One of the less discussed NFRs in software systetrengparency Transparency is defined as the
open flow of information amongst stakeholderbldlzner and Holzner 20R6The definition of
transparencyused throughout this thesis is based on the above definition, and is as follows:
G¢NI yaLl NByOe A& RSTAYSR Fa (KS 2Ly Ftz2g 27
YEYYSNI FY2y3aid atl 1 SK2f RSNE A yherdfore, otduspargh&ya & A



requirements relate to the information which is provided to stakeholders, usually in order for them
to make informed decisions. In the requirements engineering literature, the study of transparency
requirements has been a scarcity, and the eatliworks in this field date back to 200Zgppelli et
al.2007).

Transparency requirements look like any information provision or information request within a

business information system and can be formatted as a user story as follows:

a ! &akeldolder Al want to get information from stakeholder B, so that |
Oy dzaS (GKS AyF2NXIGA2Y Ay Yé RSOA&AZ2Y YI

Or as follows:

a ! stakeholder A, | want to give information to stakeholder B, so that
a0 1SK2t RSN . Ol'y dzaS GKS AyF2NXYIGA2Y AY

For example, an insurance company customer may need to get some information from the insurance
company about their cancellation policies, so that they can decide whether they want to take that
insurance product from that company or ndthis is an examplef transparency for the first user
story. For another example, a bank provides information on different current account products and
their comparisonwith each otherto the bank customer, so that the bank customer can make an
informed decision on what cuent account product to choosé&his is an example of transparency

for the second user story.

Because the word transparency offers a nicely ambivalent notion which has a positive normative
meaning Michener and Bersch 20)1it is generally considered to be positive attribute of
information systems. However, transparency has been shown to be an undesirable information
guality in some cases. For instance, it is stated that increased transparency in the relationship
between buyers and suppliers may resultsmme negative effects such as unwanted exposure of
information to competitors Klultman and Axelsson 2007Consequently, it is imperative to take

precautionary steps towards providing transparency in order to reduce such adverse effects.

Furthermore, thechange of the millennium and the emergence of the new generation, sometimes
called the digital natives, who are both transparent and are actively seeking transpateasyy(
2015 often through the use of the Internet, Web 2.0 and social media, plus tlerence of
several recent crises in the financial sectidiighener and Bersch 201&nd the social sector (Ko et

al. 2015) which mainly arose either from the lack of transparency or abundance of transparency,

have shifted attention to transparency requineents.



Eliciting transparency requirements can be a difficult task, as information related to transparency
may be intermixed with general information requests which are not related to transparency
(Hosseini et al. 201). Furthermore, the difficulty incress as it should be made clear what
information to reveal, how this disclosure of information should be regulated considering other
informationrelated NFRs, such as privacy requiremerprggue 2007 and to whom such
information should be revealed, amgst other concerns related to transparency. For example, not
every request of information from a website should be replied to by posting the requested
information publicly on the website, because it can lead to information overload, information

misuse, braches of security, etc.

Another issue regardinthe engineering ofransparency requirements is their evolution over time.
Initially, transparency requirements can be elicited in the early stages of software development, to
be embedded in the business ammation systerAo-be. However, transparency requirements may
change over time, e.g., as certain pieces of information may no longer be needed to be transparent
because they are already wddhown by the stakeholders. Consequently, business information
sydems should be able to adapt to such changes.ussissume that, in the example of a human
resources (HR) website, a pap window opens up every time employees are asked for a certain
piece of information, explaining (and therefore being transparent) wiat piece of information is
needed by the HR and how it can help them in their decigsi@aking process. Some employees,
however, may be uninterested to know the rationale behind such information requests (which may
cause information overload for them),hite others, once they have read the information, may never
want to read the same explanation again with every HR request for the same piece of information

(which may cause unnecessary transparency).

Another issue to consider is that stakeholders in afess information system have different roles
within the business environment. However, transparency requirements often vary not only at the
role level but also at the individual level. Therefore, it is inevitable that more stakeholders should be
actively angaged during the elicitation process for the discovery of their heterogeneous
requirements, and their voices should also be heard for the evolution of the business information

system.

In the domain of information systems and requirements engineering,sfgarency is currently an
underresearched topic. There is a lack of conceptual models and rigorous methods for engineering
transparency as a requirement. Transparency is often studied as an element of other requirements
concepts, such as privacy, secusdtyd regulatory requirementXptzet al. 2009). However, in order

to better manage transparency requirements of stakeholders, there is a need to study it as a first



class requirement concept. Furthermore, the literature on transparency in general, anchjputer
sciences in particular, still lacks a critical focus, which is a systematic modelling of transparency.
Without a rigorous and systematic model, several otlgsuescannot be duly addressedrirst, a
transparency model can facilitate a consistenéthrod for eliciting transparency requirements of
stakeholders. Second, a transparency model can provide methods for analysing transparency, which
could be automated as well. Third, a rigorous transparency model can also make way for automated
validation aml evaluation of transparency. Such a model, however, does not exist for transparency

yet,

Due to the nature of transparency requirements, their elicitation requires novel approaches.
Traditionally, requirements elicitation is carried out during the degigre, usually bygathering a
sample group ofexper) users and performing interviews, focus groups, questionnaire distribution
and similar methods of data collection. It is generally believed that when the sample is sufficiently
representative of the userof a software system, requirements engineers are able to successfully
elicit all the requirements from that sample and design the system based on the elicited

requirements from that group of usef¥an Lamsweerde 20Q9)

Recently, however, there has beenshift in the paradigm of requirements engineering from the
traditional methods of requirements elicitation to more modern, adaptive methods. These methods,
as will be revealed in this thesis, also have a great potential to aid the engineering of temgpa
requirements. The motive for this shift has been the inadequacy of the traditional methods of
requirements elicitation which cannot cope with the exdranging context in which new software
intensive systems operate, and the growing diversity amosag#itvare users. The advent of Web2.0
and mobile applications has also rendered traditional methods of requirements elicitation less
productive and functional (HerbsleB007). Furthermore, the need to evolve softwaimtensive
systems more frequently to net the new requirements of the users and to give their developers a
competitive advantage in the fagrowing software market has increased the need for more

efficient and less costly methods of requirements elicitation (Damian and Z@0QB).

To respo to this need, it has been suggested that users should be more involved during different
stages of software design, so that the designed software system closely matches their requirements
(El Emamet al. 1996). It has also been suggested that softwardutiem should benefit from
adaptive methods which adapt the software system to the current needs of software arzdla

et al. 2004). In order to involve software users during the design process and give them a broader,
more efficient role during the qocess of requirements engineering, several methods have been

proposed. In the following, some of these methods are briefly explained:



a)

b)

c)

d)

UserCentred DesigiflUCD) UCD emphasises that the purpose of any system is to serve its
users, and as a result, the needf users should dominate the interface design, and the
needs of the interface should dominate the design of the rest of the sy@iamman 1986)

It also describes an iterative process, whose goal is developing a system that can be
effectively used, byniolving its potential users during the system des{farat 1996)
Although UCD has been defined in many different wi@gliksen et al. 2003}t is generally
considered to be a desigime process of involving users in system design decisions.
Therefoe, it does not discuss and consider user involvement either during system evolution
or during runtime.

Participatory Design (PD)PD is a similar concept, ensuring that users of a system are
involved in its design as daesigners and informant¢Schulerand Namioka 1993) It
generally stems from the belief that people have a democratic right to be included in the
design of what is going to affect them, and that such inclusion results in more efficient and
more usable system®Bowen 2010)Similar to UD, POs generally a desigtime inclusion.
ComputerSupported Cooperative Work (CSCVOSCW studies and analyses coordination
mechanisms for effective human communication and cooperation as well as the systems
which support them(Garrido et al. 2005)CSCW aflipations are open voluntary structures
embedding organisational and linguistic rules and serving as resources that mediate and
transform cooperative interactions via recurrent ugecesses (procedures and practices)
within specific organisational contextLyytinen and Ngwenyama 1992)Although this
concept was not originally proposed as a way of involving users during the system design
process, it has been utilised in the domain of RE with its focus on the social organisation of
work (Crabtree 2006, Gado et al. 2005) CSCW, however, is not focussed primarily on
system users, and can be applied on any group of people (e.g., prograrantktatabase
administrators) performing any professional activity (e.g., system design, system
programminganddatabag design).

Global Software Engineering (GSIBSE advocates the development of software systems
globally instead of locally. It advocates that software project team members may be in more
than one location, often on more than one continent, the drivingcéoof such a situation
being issues such as concerns for cost, the need to tap global pools in search of highly skilled
resources, and satisfying investment requirements imposed by government in foreign
markets(Herbsleb 2007)Similar to CSCW, GSE isfooussed on system users either, but it
implies the involvement of global users in software engineering processes in general and in

requirements engineering processin particular.



e) Crowdsourcing:Crowdsourcing is facilitating the engagement of a usualtge, diverse
group of people through an open call (Howe 2006). Through the use of crowdsouhgng,
crowd can be recruited for their skills, innovative ideas, wisdom, and sometimes money, and

in return, they are usually incentivised through social,Hirial, or entertainment incentives.

With regards to software evolution through adaptation, the literature has seen two major

breakthroughs:

a) One method of adapting the software system to the needs of its users is thrselfh
adaptation (Salehieand Tahvildari 2009) Selfadaptive systems are designed to respond to
the everincreasing complexity of softwatiatensive systems, in which many requirements
are not realised until very late stages of software development, i.e., until the runtime. These
requiremens stem from the evechanging environment in which the software works and
from the uncertainty which is an inevitable part of some environments, andasilptive
systems adapt to such environments in an autonomous manner.

In selfadaptive systems, someedign decisions are generally put off until runtime. To this
end, selfadaptive systems use a feedback loop in order to adapt themselves with the
changes in the environmeniBrun et al. 2009)A feedback loop consists of four main
activities. The first onés to collect the data from the surrounding environment and also
from the system itself, and the second one is to analyse this data. After the data analysis, a
decision for the adaptation should be made which becomes the third activity. The fourth and
lag activity in the feedback loop is to act out that decision.

Selfadaptive systems, however, rely mainly on autonomous changes during the runtime.
The role of users is hardly, if ever, noticed in-adlfiptive systems as it is the system itself,

and not ts users, which decides how and where and when to evolve. Since the ultimate goal

2F FRILIWGEFGA2Y Aa (G2 YSSO dzZaSNEQ NBIdzANBYSyYy

agdausSy G2 RSOARS 2y AdGa FTRIFILGFGAZ2Y ¥I @&
requirements being neglected, as there are adaptation drivers which might not be
monitorable through solely autonomous meaffdi et al. 2011)

b) Social adaptationis another adaptive method of software evolution, amddvocates that
the collective judgment of system users is an effective driver for system adaptation. It
RA&aOdzaasSa GKIG 6KSY AYRAQGARMZ f dzaSNBRQ FS
aeadSYraAolrtte 02 0KS a2Fdgl NB aeadsSvy: d
consequently, user safection is more effectively achieve(Ali et al. 2012) Socially
FRIFILIWGAGS aeaitSvya LIy YR 3FdzARS GKSANI | RI



is given iteratively during the lifetime of a system. Therefore, adaptation process occurs
during the runtime and the users, through their continuous feedback provision, decide how

and where and when the system should evolve.

1.1 Research Aim
In the light of aforementioned challenges that exist in relation to transparencylianitd research

in engineeing approaches ithe identification of transparency requirementshis research aims to
provide an engineering solution to capture transparency requirements and deal with them so that
such requirements are met effectively addi I { S K atisfRcS8oNE &higved. This engineering
approach will consist ofeference modek for transparency, which will help in the analysis of
transparency requinments, a domainspecific modelling language for transparency requirements,
which will facilitate their modellingand automated analysisand a method based on which

transparency requirements of stakeholders can be elicited, analysed, evaluated, and evolved.

1.2 Research Question
Ba®d on the aim of this research, the following research questions are formulatédsithesis:

1. How can transparency requirements be modelled in a business information system?
(Answered in Chapters 3 and 4)

2. How can transparency requirements be analysed based on the capabilities of the
transparency models? (Answered in Chapter 4)

3. How can tansparency requirements life cycle be systematically engineered? (Answered in

Chapter 5)

1.3 Research Objectives
In order to achieve the aim of this thesthjs research has been conducted to reach the following

objectives:

Objective 1:Conduct aliterature review of the transparency requirements of stakeholders in

business information systems

The first objective in this thesis is to study transparency in multiple disciplines in order to find a
holistic view of transparency requirements. A mudliciplirary literature study is crucial for two
reasons. First, the literature on transparency requirements in software engineering in general, and
RE in particular, is scarce. Second, in order to get a holistic view of transparency requirements, a
multi-disciplirary literature study helps understand different viewpoints expressed in different fields

of study (See Chapter 2).



Objective 2: Buildreference models for transparency requirementsn business information

systems

The second objective in this thesis is teate reference models for transparency requirements of
stakeholders in business information systems. The reference models are based on the results
obtained from the extensive literature study in Objective 1. These reference models can facilitate
discussio and evaluation and provide a holistic view of the problem space in the engineering of
transparency requirements. Furthermore, they also limit the scope of the study on transparency by
focusing on specific variables and defining the specific viewpoinishwivill help transparency
researchers. They are also used as foundations for transparency requirements and are implemented
in the design of the modelling language for transparency requirements. The limited study on
transparency requirements in the fieldf eequirements engineering, and the subsequent lack of
concrete foundations for the engineering of transparency requirements further highlight the

importance of these reference models (See Chapter 3).

Objective 3: Provide a language for odelling and analging transparency requirements in

business information systems usingte@nsparencymodelling language

The third objective in this thesis is to build a modelling language that can cover different aspects of
transparency requirements in a business inforraatsystem. This modelling language will be based
on the reference models built as the outcome of Objective 2, and will help developers and
stakeholders to represent their transparency requirements, to facilitate the communication of their
transparency reqginements amongst different stakeholders, to facilitate the formalisation and
automated analysis of transparency requirements, and to facilitate the documentation process. The
automated analysis of transparency requirements will further help requirementgneers and

other stakeholders to identify possible issues during transparency provision, e.g., information

overload, bias, and mismatches in the requested and provided transparency (See Chapter 4).

Objective 4: Crea a novel method for the engineering dfansparency requirements in business

information systems

The fourth objective of this thesis is to create a comprehensive approach for the engineering of
transparency requirements. As explained earlier, the peculiarities associated with transparency
requirements, plus the limited research which has been conducted on them sodeessitatethe

creation of a novel approach for the effective management of such requirements. The approach

utilises two concepts of crowdsourcing and social adaptation, alonly structured feedback



FOljdAaAlA2ys (G2 StEAOAGE lylfteasSs S@rfda GdSz |y
Chapter 5).

Objective5: Ewaluate the modelling language and the transparency engineering approach

The fifth objective in this thesis 1) to evaluate the usefulness of the transparency modelling
fly3dzZaZ 3S FTNRY GKS adl(1SK2ftRSNAQ LISNELISOGABS A
transparency requirements effectively, 2) to evaluate the quality of the transparency modelling
land dzZl 3S FNRBY GKS NBIldzZANBYSyida Sy3AiykGowmMiudlity LIS NE |
evaluation framework$or modelling languagesind 3) to evaluate the structure and content of the
acquired feedback from stakeholders, advocated in the engineeringhadefor transparency
requirements, in order to identify how people view transparency and how they express their

requirements.

The first and third evaluation studies and part of the second evaluation study will require an
empirical approach. The first anktA NR S @I f dzr A2y addzRASa gAft o
LISNELISOGADBSad ¢KS SYLANROIE LINIG 2F GKS asS02yR
views and recommendations. The rempirical part of the second evaluation study will folltve

set of guidelines and standards proposed tive quality evaluation framework for modelling

languages (See Chapter 6).

1.4 Research Methodology
In order to achieve the aim of this research, different research methodologies will be followed for
accomplshing each objective mentioned above. The details of each research methodology can be

found in the corresponding chapters of this PhD thesis, but are briefly explained in this section.

In order to achieve objective one, a literature review will be adopiddch will cover multiple
disciplines, such as philosophy, finance, and politics, in which transparency is researched. The
employment of this research methodology will help review the critical points of current knowledge
on transparency, including fundameh findings as well as theoretical and methodological

contributions to transparency and transparency requirements.

In order to achieve objective two, a metanalysis approach will be embraced to build the reference
models. The employment of this reseantiethodology will help combine the results obtained from

the literature review, analyse them and create a set of reference models that help requirements
SYaAyYSSNE Ay G(GKS RAAOdAAA2Y FYyR 8OFtdd GA2y 27
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In order to achige objective three, a theorgriented approach will be utilised to create a
transparency modelling language for the modelling and analysis of transparency requirements in
business information systems. The employment of this research methodology is ekserttigs

stage as this chapter is part of the main intellectual contribution to this thesis.

Similarly, in order to achieve objective four, a theorjented approach will be applied to create a
method for the engineering of transparency requirements imsibess information systems. The
employment of this research methodology is essential at this stage as this chapter is also part of the

main intellectual contribution to this thesis.

In order to achieve objective five, an empirical software engineeringaguh will be employed.
Empirical software engineering is a discipline that attempts to positively affect the practice of
software engineering by comparing theory to reality and to move toward-fwathded decisions to

drive the software development procesThe methods adopted in empirical software engineering
are inspired by social sciences and they lead to the creation of theories or frameworks that explain
what the researcher observes and measu(Essterbrook et al. 2008Based on the formulated
theories, one can introduce evidendmsed changes that are grounded in scientific research to the
development process of a software program to empower its success. Therefore, a combination of
empirical studies (e.g., focus groups) along with a-feeihded lierature study, which will enable

one to acquire a better picture of the statd-the-art research, will help to better understand and

formulate the topic of transparency and its modelling and analysis.

1.5 Thesis Structure
This thesis is structured as lfmlvs. Chapter 2 presents the extensive mdisciplinary literature

review conducted on trasparency and its related topicand highlights severdlside) effects of
transparency on itstakeholders. In Chapter 3, the reference models of transparencyrasempted,
which are based on the literaturstudy on transparerty, and as a proof of concept, a major
transparency document, the nited Kingdom Freedom of Information Act, is studied in the light of
the reference models. Chapter 4 presents the modellimgleageandits associated analysdsr the
engineering of transparency requirements business information system€hapter 5 reports the
novel approach devised for the engineering of transparency requirements, which benefits from
crowdsourcing, structuré feedback acquisition, and social adaptation. Chapter 6 discusses the
methodologies and the empirical and nempirical studies undertaken in order to evaluate the
guality and usefulness of the transparency modelling language and the feedback acqusitidn

the transparency engineering approach. Chapter 7 presamsismmary of thethesiscontributions,

and suggests future woslon the topic of transparency requirements modelling and analysis.

11



1.6 Summary
This chapter gave an introduction to the corttexid domain of this thesis, which is transparency as

a requirement of stakeholders in business information systems, and discussed the rationale for this
thesis. It also introduced the research aim, research questioesearch objectives, research
methoddogy and the thesis structure. In the next chapter, a literature review of transparency in

multiple disciplines will be presented.
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Chapter 2

Literature Review on Transparency

"THERE IS NO KNOWLEDGE
THAT IS NOT POWER.”

Ralph Waldo Emerson
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2 Literature Review on Transparency
Transparency is a subject that has gained much attention since the last quarter of the twentieth

century from different fields oftsdy, including postnodern sociology (Vattimo and Webb 1992),
philosophy (Hang 22), management sidies (Berggren and Bernshteg607),accounting (Canning

I YR h 250d4)bBshéss administration (ZI2004), economics andifncial markets (Bagella et

al. 2006), journalism (Allen 2008), law (Fenster 2006), political science {(8@#), public
administiation (Piotrowski and Van Ryz&907), and publiacelations (Bentele and Seiffe2009).
Transparency is a paradigshifting topic. While privacy conaes caused the twentieth century to

be titled ¢the age of privacy transparency concerns will cause the twefitgt century to be
ONRGYSR |a aiKS &ITRSNgEN atiemdtsyby davemiBefits) ®drganisations, and
noted individuals around the wigl to publish information online (i.e., on the Internet) and offline
(i.e., through periodicals, journals, newspapers, books, ate.$trong indicatos of surpassing from

one age to the other. The public demand for all governmental-pfofit and nonprofit
organisations to be transparent and therefore accountable is increasing and the support of
information communications technologies (ICT) is contributing to this cause. In short, transparency is

becoming the buzzword of the twenfirst century as tire is going on.

Transparency, as much as it is being discussed and researched, has remained an area of research full
of ambiguities and little practical solutions. Specifically, in the field of computer science,
transparency remains undeesearched. Even ane specifically, it remains as a littitudied subject

for requirements engineers as a nfunctional requirement (NFR) or a quality requirement. A lack

of automated approaches for eliciting, specifying and engineering transparency requirements is
evidert during any literature study on this topic. Unlike some other NFRs, such as privacy and
security, for which several studies, approaches, and models exist in the literature, transparency
apparently suffers from a deliberate negligence of the provisioruoli gormalities, mostly due to its

controversial nature and the difficulties in pinpointing its constituents.

This thesis therefore aims to provide such foundations for transparency by delving into the literature
of transparency in several fields of studpme of them mentioned above. Indeed, one aim of this
thesis is to illustrate the muldisciplinary nature of transparency and how such nature has deterred
researchers, especially in tiRECOmmunity, to investigate its peculiarities and nuisances, whah
deterred automated analysis of transparency as al®gel concern. It also aims to pave the way for
the modelling and analysis of transparency requirements, which needs to be an evolutionary and

iterative process during the lifetime of any softwasestem.

14



In this chapter, a complete ontology of different definitions of transparency is provided in Section
2.1. This helps readers to get a comprehensive view of transparency, while also hinting at why
dealing with transparency requirements can be difficiBection 2.2 lists several obstacles to
transparency which must be considered in the engineering of transparency requirements. Section
3.3 discusses several categorisations of transparency, some of which form the basis of some of the
transparency referace models discussed in Chapter 3. Section 2.4 demonstrates why transparency
goes beyond information availability and what the other aspects of information are which must be
considered in a useful provision of transparency, while also demonstrating thertamge of
information quality in transparency. The information in this section is also reflected in the
transparency reference models in Chapter 3. Section 2.5 provides a comprehensive view of how
transparency levels and degrees have been discussed ilitereture, opening the way for another

method of classifying transparency levels in Chapter 3.

The importance of transparency is discussed in Section 2.6, which illustrates why the engineering of
transparency is desirable, and the effects and side effefttransparency are discussed in Section
2.7, which help form a foundation for transparency analysis in terms of its-efftects in Chapter 4.

The neighbouring concepts to transparency are provided in Section 2.8, which shows the possible
overlaps andvhere some of the regulations on transparency originate from, also reflected in part in
transparency reference models in Chapter 3. The limitations and regulations of transparency
provision are discussed in Sections 2.9 and 2.10, illustrating some ofthiéigrities in transparency

provision and emphasising why transparency requirements must be engineered.

Section 2.11 provides a background on the work already conducted on transparency in the domain
of requirements engineering, and illustrates why furtlveork is still needed in this domain. Section
2.12 lists some of the soctechnical impacts of transparency in real world and how it is gaining
more attention all around the globe. The need for engineering transparency is discussed in Section

2.13 and foms the basis of this thesis. Finally, a summary of Chapter 2 is provided in Section 2.14.

2.1 Meanings of Transparency
Transparency, as the concepéople know and use today, is a rather new concept, only gaining

public attention in the last quarter of thewventieth century. The origins of theord transparency,
however, dated  O1 G2 TFAFGSSY G K OSy i dzNEtEanspagemuniiivghichi KS a
FOO2NRAYy3I (2 +I OOFNR FtYR alR&aSy ounndl0d YR 0o
show light through€, and according to Merriam Webster Online Dictionary, to the word
dranspareré> ¢ KA OK Y S| y a £ €angequanky? transpayeiy Wab Jarted to be used
FTAIANI GAGSt s YSE¢gAyYy3a aSlarte asdSSy G(KNRdAZAK
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Since transparency stymologically andsemanticallyassociated with vision, Michener and Bersch

(2011) argue that it is awkward, at least for some people, to apply this word and its derivatives (i.e.,

its noun, adjective, and adverb) to abstract ideas, such as politics, or ideas combinedsuatlty v
non-transparent solid collections of objects, such as the parliament. According to their research, a
Danish academjevho was a nomative English speaker, was the first scholar to have used the word
transparencf ¢ KA f S RA & O dzaaki-efchomidhtBnsparéniyin the Waypdbple now

recognise and use it.

Consequently, the meaning of transparency has been deblayeresearchers. Michener and Bersch

(2011) believe that transparency has attracted attention because of its nicely ambivalgah n

which has a positive normative charge. They argue that the causes of transparency, its effects, limits,
and effectiveness are researched, while what constitutes transparency and what does not, and how
one can evaluate its quality are not discussedhia literature. They also argue that most studies

have adopted stylised definitions of trdn¥ NBy O& = 2 NJ ( Kue énowiitkndeén we seé dzY S
it€ attitude towards transparency. They go further to say that it is not clear what people mean when
they tak about semiransparency or full transparency, and that the lack of convergence on the term

with the intent of establishing parameters or measures has left a substantial gap in the literature,

and has left transparency open to conceptual stretching, umoonicative and inaccurate
neologisms and several analytical blind spots.

To prove their argument, Michener and Bersch (2011) present several definitions of transparency
IAAGSY Ay GKS tAGSNI GdzNB® ! Y2y 3aFi2 NivK $EigefRiF A y A (
Holznerh nnc0X GaiKS AYyONBIFI&aSR Ft2g 2F GAYSE& |yR NJ
which is accessible to all relevant stakehB SNE ¢ 0+ A a Kg | yalpidgpkh 0 Zy R YRl dzh KIS
of information by institutions that is tevant to evaluating thd8 A Yy & G A G dz( A 2208F o Cft -
Based on these definitions, they conclude that these definitions neither convey the basic parameters

of transparency (i.e., transparency implying a state or quality), nor do they agree vaithotaer.

Such divergence in the use of the notion of transparency, in their viewpoint, illustrates increasing
deviation from a collectively understood definition, in other words, conceptual stretching.

In the following subsections, this thesis uses thenptete ontology of different definitions of

transparency presented by MéndezViso (2009) and discusses their implications in the field of RE.

2.1.1 Transparency Synonymous with Invisibility
Transparency, defined in thé&nline Oxford English Dictionaryiis most obvious, nometaphorical

YSIEYyAYy3s YSIEya aKFE@Ay3a GKS LINRPLISNIeE& 2F GNIyay
completely vigble; that can be seen through(MenéndezViso 2009) So transparency is seen

synonymous to invisibility, andvisibility is one cause of mistake, distrust, violeraral injustice.
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Such a definition and usage of the word transparency is already observed in computer sciences, as
the hiding of information from its users. According to Turilli and Floridi (2008pnputer sciences

and Information TechnologylT) studies, transparency can mean information invisibility and hiding
processes from userd-or example Koster et al. (2001) state that one benefit of middleware
platforms is that they manage applicati@mdependent issues transparently to the programmer and

hide underlying complexity. Star et al. (1988odefine a system to be transparent if its user does

not need to know its underlying mechanisms.

This thesis does not intend to investigate tharticular definition of transparencyConsequentlyits
possible implications in the field of R&mainbeyond the scope of thithesis However, given the
increasing usage of transparency in different literary articles as equivalent to visibility (in contrast to

transparencybeingequivalent to invisibility), this usage is becoming archaic and less used.

2.1.2 Transparency Synonymous with Candidness
The second definition of transparency in Online Oxford English Dictionary, according éadden

Viso (2009), state§ K| GG G NJ yaLJ NByoOe YSIyada aFNrylyS&aszx 2L
As a result, transparency becomes synonymous with sincerity, faithful descripichaccurate
explanation.

Several definitions of transparency in the literatuaee in line wih this definition of transparency.
Rawlins (2008a) defines transparency as the deliberate attempt to make available all legally
releasable information, positive or negative in nature, in an accurate, timely, balanced, and
unequivocal manner in order to ipnove the reasoning ability of the public and hold organisations
accountable for their actions, policies, and practices. Curtin and Meijer (2006) define transparency
as the extent to which one entity discloses relevant information about its own decisaoegses,
procedures, performance, and functioning. The same definition is used by Gerring and Thacker
(2004), Welch et al. (2005), and Grimmelikhuijseal. (2012).

In this definition, it becomes a duty of requirements engineers to make the systemraparant as
possible. That is, the RE community should deal with transparency requirements as a top priority of
stakeholders and provide a software system with enough tools to make it transparent to its
stakeholders by providing an accurate descriptiontefprocesses and goals. As stakeholders are
also an indispensable part of abwisiness information systensoftware system transparency will

also include stakeholdefprocess and goal transparency. Finally, this definition of transparency can
be describ®& | & & (0 KS ¢ NuRich kéansitie staékéhdlders will decide which information to

hide and which information to show.
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2.1.3 Transparency Synonymous with Interpretive Reality
In the third definition of transparency according to MerdezViso (2009)transparency is defined

as information gained not through direct observation of organisations, agencies, etc., but gained
through and told by spokespeople, reports, figures, and graphics. In this definition, stakeholders do
not know immediately whether siic information corresponds to reality and in which way.
Consequently, interpretation of information is needed, usually through third parties, in order to

achieve the desired transparency.

Some of the definitions of transparency point out to this third notaf transparency. In the context

of political sciences, Ab8hanab (2013) defines transparency as the open communication of
effective knowledge with relevant information to citiz&nrequirements which occurs between
citizens and governments. In the sam@ntext, AbuShanab (2013) also proposes a definition for e
transparency as utilising ICT tools, the Internand web 2.0 tools in order to improve public
information provision with regards to the operations, budget, and political process conducted by the
governments. Such utilisation of ICT tools for transparency provision surely matches this third

definition.

In the context of RE, it means that requirements engineers will need help in the process of making a
software system transparent, since providingetinformation by itself is not synonymous with
transparency any more. This help is needed to further elaborate on information in the process of
making the software systemmore transparent. Finally, this definition of transparency can be
RS & ONX o Sight to Knowgy Whicls means one stakeholder wishes to know certain information

about another stakeholder, and thus make it more transparent.

2.1.4 Transparency Synonymous with Unrestricted Surveillance
In the fourth definition of transparency put forwardybMenréndezViso (2009), transparency is

RSTAYSR I & ainfeSrictéd® ek ind firfnshoil éven pedgleConsequently, the more
transparent one is, the less privacy one may enjoy. Transparency can encourage surveillance and
control, as also oted by Mol (2010), and can result in information asymmetry, where one party in

an agreement or a decision owns more information than other parties (Stadler and Castrillo,1994).

Therefore, transparency needs to be regulated to prevent such possible harms.

Some definitions of transparency in the literaturant at this concept of transparency. For example
OQleill (2009) states that transparency means that public bodies make information about their
activities publicly available, either regularly or on demaexicept for specific categories of reserved

(i.e., private) information.
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In the context of RE, this means that transparency as a requirement may need to be regulated by
privacy and security laws. Requiremgengineers must ensure that transparency regunents do

not interfere with privacy regulations and mitigate privacy requirements. Finally, this definition of
GNF yaLl NByOeé Oy o6S RSaONAOGSR I£awhichaliows faR &ha A NB

stakeholder to know all public and private infoation about another stakeholder.

2.1.5 Transparency Synonymous with Self Exposure
According to MeendezViso (2009), in this fifth definition of transparency, the entity who is

observing an institution or organisation and giving opinions on it becomessgeaant itself,
because it is revealing its internal opinions and intentions. Consequently, transparency acts in both
directions: it makes the watcher and the watched transparent to each other at the same time.

Consequently, this can also result in sutaeite and exposure.

This definition of transparencyan be found in (Hosseini et &@01%), in which the authors state
that the transparency of requirements during their elicitation can be an obstacle for requirements

engineers, as such transparency may be desirable by certain stakeholders.

In the context of RE, this means that requirements engineers should not only view transparency as a
requirement, but they should also think tfe transparency of a requirement. That is, transparency
requirements ae themselves subject to transparency. For example, an employee may withhold their

opinion about a process if they know their opinion is transparent to others, e.g., their managers.

2.1.6 Transparency Synonymous with (Accessible) Information
In its last déinition of transparency given by MéndezViso (2009), transparency means access to

information about entities and organisations, and lacks any moral content, as it can reveal both good
and wicked actions. Consequently, transparency in this sense is agnivto information and

information accessibility.

Some definitions of transparency in the literature fall in this category. Hood (2011) talks about
transparency as revealing all the information there is (e.g., WikiLeaks) as opposed to revealing all the
information that one should (e.g., under the Freedom of Information Act). Turilli and Floridi (2009)
mention that transparencgan mean the visibilitand accessibility of information, intentionand
behaviours through a process of disclosure. Also, indagnition of transparency provided by

Stiglitz (2000), transparency is another name for information.

In the context of RE, this means providing access to any information that exists in the software
system. That is, requirements engineers should proalstitrenk of methods for making information

more accessible, and therefore more visible to stakeholders.
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2.2 Obstacles to Transparency
Consideringransparency as information visibilitp stakeholders and agents, several obstadan

be thought of. The bllowing obstructions to transparency are recognigkdlstad and Wiig 2009)

9 Secrecyi.e., hiding and concealing information from certain stakeholders
1 Opacity, i.e., obscuring information and making it difficult to understand by stakeholders or
to explainit to them

1 Wrong information i.e., providing misleading information to stakeholders in order to affect

their decision making

1 Biased information i.e., providing information not based on facts, but on unreasoned

personal judgement
1 Spinning i.e., providilg information to stakeholders with a particular emphasis that favours
information providers

1 Incomplete information i.e., providing stakeholders with information that does not cover

the whole truth, thus misleading them

1 Inaccessible informatigni.e., prowing information that is either impossible or, more

usually, too difficult to access by stakeholders

1 Unequal access to informatigm.e., providing different stakeholders with different amounts

and levels of information

1 Information overload i.e., overwhéming stakeholders with information they do not need,

and in the process, making it difficult for them to spot the relevant information

1 Irrelevant information i.e., providing stakeholders with information that does not serve

their purposes

2.3 Categorising Transparency
Many attempts have been made to identify different types of transparency and to classify it based

on its constituents. Relating to the different stakeholders of transparency, Michener and Bersch
(2011) investigate transparency and its origifiwo concepts olupplyside and demandside
transparency are therefore introduced. In the first concept, transparency can be supplied in two
ways; it is either supplied by government or other organisations voluntarily or as a means of
complying with legh obligations. The second concept of demaside means transparency is
provided in response to demands, as with Freedom of Information laws. According to Michener and
Bersch (2011), demand tends to drive information visibility, while information infenalli best
understood through a careful analysis of the supply of information, i.e., the incentives and

constraints of suppliers and how raw and mediated the information is.

20



A similar concept is provided by Fox (2007), stating that information can bedptbin two ways:
proactive disseminatigrwhere information is made public to the people without them asking for it,
and demanddriven accesswhere organisations provide information, otherwise inaccessible, as a
response to the publ@ request. Fox (20Q7also talks about two faces of transparency, opaque
transparency, which is providing information which is not clearly understandable, and clear
transparency, its opposite. However, given that opaque transparency is more misleading than

assisting, opaquaansparency may better not be categorised as a type of transparency.

Regarding the nature of the information disclosed as a means to provide transparency, Stuart et al.
(2012) state that three types of transparency can be observedddntity transparency which
makes transparent the identities of those exchanging information;d2itent transparencywhich
makes transparent the content and changes to the content (e.g., Wikipedia keeps a complete history
of all the edits made to its pages), andifdjeraction transparencywhich makes transparent the

actions taken during the interaction to a third party observer.

Identity transparency is the visibility of the sender and/or receiver in an information exchange.
Identity transparency can be symmetric identityansparency, meaning the send&nows the
identity of the receiver and vice versa, or it can be asymmetric identity transparency, meaning that
only one side of the information exchange knows the identity of the other side. In this category,
identity trangarency can go from total anonymity to using aliases to real names and possibly other
personal identity information (i.e., personal profiles). Stuart et al. (2012) believe that providing
identity information can lead to trust in others and willingness @dzcountable for what one says
and does, while refraining from providing such information may be beneficial in sharing information
that can be embarrassing, controversial, critiaal novel (kesler and Sproull992 McKenna and
Bargh1998). They also ate that one plausible effect of identity transparency is more accurate
information. Another one is a decrease in creativity, as people with transparent information usually

try to conform to their communit® norms and ideas.

Content transparency is proved when provenance information is made available, without which

the content will have no clear ownership and will be easy to borrow, steal, repurposkake.
Providirg provenancecan also result in activity awareness, i.e., consciousness about other
individual®2 | QG A2y & 05 AWNIStuEt etray’ (R012) Befiefezhiaticdntent transparency
leadsto more productivity, as viewing changes in the information can remind others to contribute or
respond to those changes in content and also acts aeeehanism for the information provider to

work harder since their actions are visible. However, increased stress and higher chances of making

more mistakes are reported to be amongst the negative consequences of content visibility.
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Interaction transpareng can facilitate the transition of norms and acceptable behaviours, especially
to new members. It also increases the pu@dli&knowledge about the popularity of information,
sources, receivers, and third parties. Furthermore, it can result in new informbagg discovered,

e.g., by looking at the eauthors of ceauthors in Microsoft Academic Search.

In a similar fashion, Bannister and Connolly (2011) state that there can be three categories of

transparency: ldata transparency mostly answering the qutions WhatQor WhoQ 2) process

transparency mostly answering the questiofdHowQ and 3) decision transparency golicy
transparency mostly answering the questioWhyQ They further elaborate that process
transparency usually requires data transpacg and decision transparency often requires data and

process transparency.

In an organisational setting, Vaccaro (2006) distinguishes between external transparency and
internal transparency. The former is defined as the degree of information completarissegards

to an organisatio® own business activities and the latter is defined as the degree of virtual
connectivity (i.e., availability to access through ICT tools) of the workforce to the external
environment. Similarly, Weber (2008) identifies falirections of transparency that has to do with

organisations and institutions, as follows:

1 Transparency upwards meaniat the hierarchical superiopfrincipal is in a position to
20aSNBS (KS 02y RdzO0 I ¢ & $h& higdrchidaNSubortajeRgedt,NJ & NEX
usually in a principadgent relation.

f ¢NIyaLl NByOe R2gy gl NRae invadbsifién tolblisenie thé éofducty NIzt
0SKI @A 2dz2NE  E ¥ Rk 20N S &NBisioEinfrisdiN Higures  prominently in
democratic theory and pract®> 2 F G Sy dzy RSNJ (0 KS é&zYoNBttIl 27

i Transparency outwards means that the hierarchical subordinate or agent is in a position to
20aSNBS GKIFG A &A¢thHe lorgdnisagioh; s atlli®y dzingpdrt8nSto monitor
the behaviour of an orgasation® peers and/or competitors.

1 Transparency inwards means that those outside are in a position to observe what is going on

inside the organization; the topic insofar is freedom of information.

Furthermore, Weber (2008) provides three aspects for tpamsency: 1) procedural transparency
encompasses rules and procedures in the operation of organisations, 2) deuigking
transparency is based on the acknowledgement of access to political mechanisms, and 3)
substantive transparency is directed at theasdishment of rules containing the desired substance

of revelations, standards and provisions which avoid arbitrary or discriminatory decisions.
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Scauer (2011) discusses four values that transparency should serve, transparency as regulation,
transparency a democracy, transparency as efficiency, and transparency as epistemology.
Transparency as regulation means that organisations regulate, or are forced to by external
regulatory bodies, the disclosure of their information, so that their information is aduesto the

public. Transparency as democracy means that the government itself is regulated by the public or by
its appointed representatives, and is meant to reduce corruption, bribery, etc. Both forms of
transparency as regulation and transparency amderacy are forms of control. Transparency as
efficiency means that availability of information has the capacity to make an organisation or society
work more effectively. Transparency as epistemology means that open availability of information
can facilitde the identification of truth and as a result, produce more knowledge and greater

progress.

Lodge (2004) uses the existence or ftistence of regulations to classify transparency odercive
transparencyand voluntary transparencyi.e., transparencyequirements can be established either
by the power of regulations or on an uncoerced basis. Similarly, Shkabatur (2013) provides an

analytic typology for online transparency policies as follows:

1 Mandatory transparency This refers to policies that obligeganisations to disclose specific
information, e.g., Freedom of Information Act.

9 Discretionary transparencyThis refers to policies that oblige organisations to publish some
information online but do not specify what exactly should be disclosed, eg.w#b site
data.gov where federal agencies place online higlue datasets of their choice. This vision
of regulatory transparency derives from crowdsourcing.

1 Involuntary transparency This refers to regulatory responses to whistleblowers and

information leaks.

Regarding the control of the flow of information in transparency, Lindstedt and Naurin (2006) state
that there are two types of transparencygentcontrolled transparency{ACT) andhonagent
controlled transparencyNACT). In ACT, information isalosed by an agent in response to some
requirements on the agent, such as freedom of information acts, to make some information about
its activities available. These requirements may be externally imposed on the agent or internally
imposed. In NACT, frdadependent thirdparty actors, such as the press, disclose information by
wilfully investigating and reporting the activities of an agent. A similar observation is alse imad

(Lindstedt and Nauri2010).
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Transparency can also be classified based on evhiesriginates. Brito and Perraut (2010) express

that transparency can be divided into two categories of public transparency and private
transparency. Public transparency is about transparency in government and the public sector, and
private transparencys about transparency in the private sector. Furthermore, do Prado Leite and
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release their opinions and their observations of real life incidents throughforld Wide Web (e.g.,

blogs and tweets).

2.4 Transparency: Beyond Information Availability
While transparency starts witinformation availability, it certainly does not stop there. All scholars

studying transparency unanimously agree that informatioailability does not mean transparency.

For example, Rawlins (2008a) states that just giving away the information must be called disclosure,
which alone, may defeat the notion of transparency, because it can be aingcinstead of
enlightening.Also, transparency reviews have raised questions of what should be made transparent,
to whom and how they should be assessed (Neyland 2007). Consequently, researchers have

discussed several other dimensions of information which will be discussed in this section.

Fa any available information to be used for achieving transparency, it should be first interpreted
and translated to a language understandable by its stakeholders. Therefofg;mation
interpretability is one dimension of information. For instance, in ithepen learners model,
Tanimoto (2005) illustratethe importance of information interpretability. It is argued that to
achieve a useful kind of transparency, providing an interpretive mechanism is necessary for
translating the information from a pedagaail perspective to a learn@rperspective, otherwise the

information will be rendered as incomprehensible.

Another dimension in information imformation accessibility For example, Kaufmann and Bellver
(2005) state that even with the Freedom of Infortioa laws in practice, if the general public are not
aware or do not know how to access the information, transparency is not fully achieved. In another
example, in their study of recommender systems, Sinha and Swearingen (2002) state that
transparency is qoviding explanations about why a recommender system has suggested a particular

recommendation to a user.

The dimension ofnformation perception along with information accessibility is discussed in the
work of Van der Cruijsen and Eijffinger (2010)s Hrigued that for central banks, simply being more
transparent is not enough; they should embark on other actions, such as practising clear
communication policies to the general public. They state that individual and psychological factors

(such as confirmtéon bias) can influence the perceived level of transparency (as opposed to the
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actual level of transparency) and therefore information must be presented in a clearly inferable way

to minimise such a distance. They further argue that information must lsédyeaccessible through
02YY2ys SOSNERIF& &SI NDK LINROSRdAINBAa (2 YAYAYA&S
mostly biased towards discussing transparency weaknesses. Rawlins (2008a) also argues that
transparency must be measured from the persipex of the receiving stakeholders, not from those
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match that of the providers, it can lead to no increase in their trust.

Griffith (2006) presents three dimeioms of information, information accessibility, information
interpretability andinformation understandability. It is argued that to achieve a meaningful level of
transparency, transparency must be defined in terms of the ability of the users of thogensysot

only to have access to information, but also to understand the provided information and the actions
behind them. The quote by the President of European Parliament, stated iinpiduger, also refers

to the importance of information interpretability ¢ ¢ KSNB Aa y2 LRAY(GI Ay Lk

plenary online if no effort is made to explairgit.

Michener and Bersch (2011) also have a similar view. They state that two necessary conditions for
transparency are information visibility and informatianferability. Visibility is the degree to which
information is complete and can be easily located, and inferability is the degree to which
information can be used to draw verifiable inferences. They state that visibility is a necessary
condition for trarsparency, but insufficient on its own. Based on these definitions, visibility can be
mapped to accessibility and inferability can be mapped to understandability. They also state that just
because some information is public (i.e., information availabiliogs not mean that it is visible (i.e.,
AYF2NXEGA2Y | OOS&aaAroAtAdedd ¢KS& TFdzNHKSNI adl
visibility€, which is not seeing the complete picture. They also state that inferability has everything to
do with the qudity of information, because inaccurate or obscure data diminishes the ability to draw
verifiable inferences from such information and casts doubt on the credibility of what has been
made visible. It is argued that the mediation of information can infleeis inferability. Mediation

occurs in degrees and raw data is usually mediated before it is presented to the public.

Wall (1996) discusses another dimension of informatiorfiormation acceptability, along with
information accessibility and informatiomderstandability. It is stated that transparency can only
be useful when it enhances understanding, not just increasing the flow of information. Furthermore,
transparent information should also be acceptable by the public. Therefore, transparency should
meet the three conditions of accessibility of information to the public, understandability of

information by the public, and acceptability of information by the public. There are difficulties
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though, e.g., how to assesacceptability (Tagiuri et al955). @wer (2006) also argues that
stakeholders must perceive and believe that the organisation has a transparency policy and that

they are given all the information they need to know.

Fung (2013) presents another dimension of informatimiprmation actionabiity, in introducing

the notion of democratic transparency, in which information has four dimensions:

1 Information availability, or information being available to the public,

1 Information proportionality, or information being proportionate to the extent to s
actions perbrmed by organisations threatethe interests of the public,

1 Information accessibility, or information being understandable by the public, and

1 Information actionability, or the enabling of the public to act based on the provided

informationto protect themselves and influence powerful organisations.

Information actionability is also mentioned by Simon (2006). They state that transparency can be
achieved when decision makers receive the information essential to make sound decisions,
therefore acting upon those information. It is also mentioned by Scauer (2011), stating that
transparency is more than information availability; it is about information accessibility and
information usability (i.e., information actionability). Frentrup and Theuv&06) mention that
transparency, in the sociological and psychological sense, is gaining information and knowledge
about the environment in order to prepare actions or decisions. Therefore, information actionability
is emphasised in their view of trangeacy. Finally, Holzner and Holzner (2006) state that
information must be understandable (i.e., information understandability) and usabk, (

information actionability) by the people who have access to that information.

Tanimoto (2005) discusses threégmgnsions of transparency which can answer the questions of
what information to show and how to show it. They speak of quantitative dimension, which
represents the amount of available information, interpretive dimension, which represents the
amount of supprt in explaining and interpreting the provided information, and validation

dimension, which represents the extent of authentication facilities for the provided information.

Griffith (2006) identifies the following best practices for achieving a meanitgfiusparency to be

the most significant ones:

1 Summaries of proposals and activities: This helps the information receiver to better

understand the information, and helps them in the process of informed deemimking.
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1 Integration of resources: Arformation resources increasehere is a chance of information
overload. It may also lead to confusion as where to best find the informalkicegrating
resources provides a substantial benefit as it makes these problems to be avoided.

1 Management mechanisms: IGriffith@ viewpoint, establishing effective management
mechanisms for policy setting, priority sorting, and ensuring an integrated and collaborative
approach remains a challenge.

1 Usability testing: Usability testing is undertaken to ensure that the rewss to the

information are actually an improvement, and that users see the benefit.

Michener and Bersch (2011) state that high quality transparency depends on two notions: 1) how
visible information is made, and 2) how well it lends itself to accuraterénce. Therefore, the
quality of transparency relies on the quality of information or data, or as they state, on informational
quality. They argue that information is most useful and most easily verified when it is presented in
the rawest form possible.&., with the lowest possible level of mediation), is verified by a thady
mediator, and contains a simplifying device, such as a label or a score. So, the most visible and
inferable transparency is raw, verified, and simplified. So, for examplenanah report should
include a) raw information, b) third party verification, and c¢) a simplifying heuristic such as graphs or
charts, to become transparent, while alsm be appropriate for the intended audience. They also

mention misrepresentation and mgvulation of information as transparen@ydilemmas.

Winkler (2000) states that transparency is about the following notions: 1) openness, which is about
the amount and precision of disclosed information, 2) clarity, whi@b@ut processing, structuring,

and simplifying information and putting it into context to make it more comprehensible, and 3)
common understanding, which is effective transmission of information betwaeinformation

sender andareceiver. He names honesty as an additional, fourth nexpent for true transparency.

Besides the dimensions of information discussed above, itiffermation quality is another

dimension of transparency that has been given attention to. For example, in the definition of
transparency proposed by Mitchell (199&grnsparency is facilitating the acquisition, analyaisd
distribution of regular, prompt, accurate, regianelevant information. Therefore, transparency
consists of three actions and the information has four quality characteristics. Harrison etZl) (20
state that transparency is not achieved just by having the information available or accessible for the
public; the information must be reliable, valid, and should enable the public to do something they
find valuable and important. Williams (2000) staitéhat to achieve transparency, society members
should have access to consistent, hgghality, accurate information. Grimmelikhuijsen and Meijer

(2012) emphasise that transparency has two crucial dimensions of timeliness and comprehensibility.
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Grimmelikhujsen (2012) statethat for transparency to be achieved, information must be available,
comprehensible, and timely. Schnackenberg and Tomlinson (2014) mention that transparency has
three dimensions of disclosure, clarity and accuracy. Disclosure is dedg¢he perception that
relevant information is received in a timely manner. Clarity is defined as the perceived level of
comprehensibility of obtained information. Accuracy is defined as the perception that information is
correct and unbiased. They go tm say that disclosure can be decreased by keeping secrets, and
increased by the use of open information systems; clarity can be decreased by stimulating tactical
confusion and ambiguity, and increased by bringing coherence and understanding to stakeholde
accuracy can be decreased through faking and decoupling, and increased through candid

interactions with stakeholders.

Furthermore, 1 is similarly argued thatin order to achieve a meaningful level of transparency,
information accessibility (e.g., thugh theInternet) is not enough, and the accessible information
should also have the highest possible standards in five areas of accuracy,dsaetiompleteness,
clarity, and context(Griffith 2006). Similarly, it is stated that the information providesg
transparent organisations to the public should contain all legally releasable information (whether
positive or negative in nature), and should be accurate, timely, balanced, and unequivocal (Heise
1985).

In another study, it is mentioned that availttyi of information is not enough for transparency, and

the disclosed information should be easy to interpret, timely, and with low cognitive costs (Fung
2013). Rawlins (2008a) also provides 13 guidelines for transparency, stating that transparent
organisgions should voluntarily make public information which is inclusive, auditable (verifiable),
complete, relevant, accurate, neutral, comparable, clear, timely, accessible, reliable, honest, and

holds the organisation accountable.

In the business worldsima (2006) argues that making strategic decisions solely based on internal
information is bound to fail. However, it is also a challenge how to incorporate external information
into the internal decisionmaking process. According to Simon (2006), it is inambrthat external
information be reliable and relevant to achieving business goals. To this end, they state that
information attributes (criteria) such as authority (i.e., creator and/or provider), timeliness and cost

must be rigorously examined.

In a stwy concerning usef3interaction online about a Brazilian government project called
G ¢ NI y a LI NB ¢, orAQlymgictTransphdleiizy, do Prado Leite and Cappelli (2010) state that

usergTailed transparency requirements could be categorised in four groups
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1. CQutdated data (which is relevant to information credibility),

2. Deleted data which was perceived to be confidential (which is relevant to
information accessibility),

3. Unaccountable information (which is relevant to information accountability), and

4. Non-detailed information (which is relevant to information comprehensiveness).

2.5 ldentifying Transparency Degrees and Levels
Transparency is not a dualistic or binary concept, meaning that there can be several degrees and

different levels of transparency. Fekample, Finel and Lord (1999) state that transparency comes in
different levels, and Santana and Wood (2009) mention that there are different degrees of
transparency in Wikipedia. Furthermore, transparency has been shown to have different levels, e.g.,

from a governmental perspective (Cucciniello et al. 2012) or moral perspective (Elia 2009).

Fairbanks et al. (2007) state different factors that can influence the level of transparency. These

factors can be personal, organisational, or resouadated, asollows:

1 Personal factorsDifferent personal factors can influence transparency.

o Personal beliefsthe belief that transparency is essential to a democratic society is a
factor thataffectsthe amount of information one can demand fromgovernment.

o0 Fear:Fear can influence the type of disclosed information as well as the amount of
released information. This fear exists because of what may happen once the
information is disclosed, e.g., poor reflection of the organisation or pe®ability
to comprehem and analyse the disclosed information.

9 Organisational factorsVarious organisational factors can influence transparency as well.

o Administrator€xstance:The position managers and administrators take in regard to
transparency has a big influence on hopea and accessible information will be to
the public, as they are the ones who decide how the organisation should work.

o Organisation missionThe mission of an agency plays a huge rule in its level of
transparency, e.g., national security offices may hinttee release of potentially
panicking information to the public.

o Organisation communication structur€he communication structure plays a role in
transparency because communicators cannot do a satisfactory job of making
information externally availableral accessible if they are not watiformed in the
first place. Whether communicators have a seat at the management table,
communicator§personal relationship with other staff, and their level of access to

restricted information can change this structuia the better or for the worse.
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o Politics:Politics is another criterion as it can influence items such as communi€ators

selection and access to organisational information.
1 Resource factorsSeveral resource factors can also influence transparency.

o Time:Acting and communicating transparently takes more time.

o Staff: Acting transparently also needs dedicated staff or staff with enough time to
spend on transparency requirements.

0 Money:Transparency can be very costly for organisations. Developing web nhateria
press releases, news conferencasd other ways of informing the public requires

financial means.

The literature on transparency provides several viewpoints on transparency levels. Levels of
transparency can be defined as the amount or volume of infdiom provided, which might be
troublesome for transparency, as hiding some information and revealing other may lead to
misinformation and disinformation. Level of transparency can be about the stakeholders involved,
meaning which stakeholders should orosiid not have access to the information provided and how
they view and rate transparency. Levels of transparency can also be defined from an architectural
point of view, where the constructs of information provision are argued. Finally, tharpragmatc

view to the levels of transparency, which is based on whether the provided information achieves its
intended results in the stakeholders. In the following, different viewpoints into the levels and

degrees of transparency are investigated.

2.5.1 Levels of Transparency Based on Information Architecture
Some studies in the literature on transparency discuss transparency levels from an architectural

viewpoint. By architectural viewpoint, it is meant that the study investigates the building blocks of
information which is exchanged in an act of transparency provision. This view advocates that the
more complete, accessible, understandable, etc. the information which an organisation provides is,

the more transparent that organisation becomes.

Griffith (2006) argue that to achieve a meaningful level of transparency, information accessibility
(e.g., through the Internet) is not enough. The accessible information, it is argued, should also have
the highest possible standards in five areas of accuracy, timelinesletemess, clarity, and

context.

Lawrence et al. (1993) talk about degrees of transparency and discuss what degree of transparency
is necessary, what degree of transparency is possible, and how one can achieve optimal
transparency in tel@peration systems Therefore, they provide three degrees or levels of

transparency: necessary transparency, possible transparency, and optimal transparency.
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Another viewpoint into the levels of transparency is provided by do Prado Leite and Cappelli (2010).

They state thatransparency can have three different levels:

1. Social transpareng¢yvhich aims at the general public,
2. Target transparengywhich aims at the consumers of a certain service or product, and

3. Organisational transparencyvhich aims at an organisati@nstaleholders.

2.5.2 Levels of Transparency Based on Information Volume
Some studies in the literature on transparency view transparency levels as the volume or amount of

information provided to the stakeholders. This view simply advocates that the more intfionmean
organisation provides to its stakeholders, the more transparent that organisation becomes. After all,
transparency cannot satisfy its stakehold@msqguirements unless the information provider knows

what they want and need to know (Rawlins 2008a).
Granados and Gupta (2013) discuss four possible strategic options regarding information:

1. Information disclosure, which is full revelation of information which is available and easy to
interpret, e.g., about a product quality

2. Information distortion, which is giving out oudated, incomplete, or obfuscated
information, e.g., about a fir@ inventory

3. Information bias, which is preferential display of information, e.g., about a product feature

4. Information concealment, which is unavailability or opacity of tinfation, e.g., about a

product cost

Geraats (2002) also defines transparency as the degree to which central bank provides information
about its monetary policy making process. In a similar view, Wong (2008) discusses the optimal level
of transparency whictis needed for a central bank, stating that providing full transparency is not
necessarily always desirabl&rimmelikhuijsen (2012) mentighan experiment in which they
investigate websites with different degrees of transparency. Their definition of peaxescy level is

the amount of willingness in an organisation to allow the public to monitor its performance, which

they state is based on the amount of information provided by that organisation.

This view has been challenged by some scholars thoughitlGf#006) mentions that an increase in
accessing documents does not necessarily provide greater understanding of the released
information. Therefore, more information does not necessarily mean more transparency. Similarly,
Strathern (2000) maintains thahore information often leads to less understanding, and therefore

can result in less transparency and less trust.
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2.5.3 Levels of Transparency Based on Stakeholders dinvolvement and View
In the literature on transparency, several studies also define trarsy levels based on the type,

number, or viewpoint of the stakeholders who receive information in an act of transparency
provision. This view advocates that the more stakeholders an organisation reaches out to, and the
more those stakeholders are satesd with the provided information by that organisation, the more

transparent that organisation will be.

From the stakeholdefype perspective, different degrees of transparency are studied, with these
degrees being ultimately a function of three factomsformation possessor, the information itself,

and the ones who are given that information (Scauer 2011). Based on these factors, it is argued that
transparency is a variable, i.e., it is possible to have partial transparency. Similarly, Mitchell (1998)
states that different incentives and capacities of actors (i.e., information providers and receivers) will
influence variation in the level of transparency. Madhani (2008) also states that the degree of
transparency relies on both the willingness and calitghof managers to amend informational

differences with people in the market.

Another view on stakeholdef¥ype affecting levels of transparency is proposed by Hultman and
Axelsson (2007). They mention two degrees of transparency in their study of -Suyglier
relationship, low transparency and high transparency. They conclude that new levels of transparency
also seem to produce new types of problems, and that transparency involves a need for a proper
balance. They also talk about unidirectional andireictional transparency, emphasising the
direction of the flow of information. The idea of unidirectional and bidirectional transparency
between organisations and their stakeholders is also supported in the work of Vaccaro and Madsen

(2009b), being callestatic transparency and dynamic transparency respectively.
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organisational transparency is proposed by Berggren and Bernshteyn (2007), in which it is stated
that the level of transparency at which strategy can be transmitted to an organisation's employees
influences the performance of that organisation. Another migiteral transparency agreement is
proposed by Arrowsmith (1998), which is considered to be an itapbfirst step in engaging all

World Trade Organisation members in a discourse on public procurement issues.
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and Van Ryzin (2007) state that different induals have different levels of demand for

governmental transparency, with some being very interested in knowing more about what the

government is doing, and others being less interested.
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Similarly, it is argued that usd€kawareness of and agreement the degree of transparency are

more important that transparency itself (Johnson 1997), and that in the end, it is the society which
RSGSN¥AySa (GKS tS@St 2F GNIyalLl NByOeé ocCcSt3aSy
satisfaction in the level of trangpency is through the use of software. Cysneiros (2013) states that
software designed to cater for transparency must be able to deliver appropriate levels of
transparency. He mentions that software systems can be configured to deliver different levels of
transparency depending on the stakeholder who is using the system. They state that these different

levels of transparency correspond to levels of information exposure to different stakeholders.

2.5.4 Transparency Levels Based on Pragmatic Results
The finalview on transparency levels found in the literature is concerned with the pragmatic results

of information provision through an act of transparency. This view advocates that transparency
levels should be viewed based on the results they achieve, and trerdfigher transparency levels

do not necessarily lead to more desirable achievements. In other words, the level of transparency
can make it socially desirable or undesirable, based on the efficient or inefficient equilibrium
becoming risk dominant (Anttet al. 2010).Vaccaro and Madsen (2006) also emphasise that an
optimal level of transparency should be reached in any act of transparency provision, which they
argue is not necessarily the highest possible level. It is also argued that transparengiidormust

meet a standard called substantial completeness, which is the level of transparency at which a

reasonable persa® requirements for information are satisfied (Klaidman 1987).

Trust, as one of the possible results of transparegay be a critdon in the level of transparency.
For example, Mercuri (2005) states that the level of system transparency must be enough to ensure
trust in the system.Similarly, Vaccaro and Madsen (2009a) mention that higher levels of

transparency can positively affeirtst.

Accountability, as another possible result of transparency, is also shown to rely on a certain level of
transparency (Craft and Heim 2009). Cukierman (2009) speaks of desirable levels of transparency in
some areas of policy making processwhile Bac (2001) states that a higher level of transparency in
decision making processes increases the possibility of detecting corruption. Meanwhile, Lidberg
(2009) provides the example of Freedom of Information Acts, which can ensure a level of political
transparency that can prevent corruption, nepotisand other forms of political malpractice.

However, higher levels of transparency do not imply more peace or democracy (Lord 2006).

In economics, transparency levels have been shown to have various resultsobetbedcontext and
use of the disclosed information. For example, Allenspach (2009) states that enhancing transparency

above a certain level can harm banksd thatan optimal level of transparency is neededhich
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changes when the context changes. Fumed al. (1998) confirm that greater transparency in banks
could have seriously worsened the savings and loan crisis in the US. On the other hand, Wehmeier
and Raaz (2012) state that low levels of transparency cause financial risks and greater transparency
may result in better financial performances, and Alt and Lassen (2006) speak of different levels of
fiscal transparency, which have been associated with public debts and deficits, and can positively or

negatively affect the stakeholders based on the cabta which the informations disclosed.

2.6 Importance of Transparency
Transparency has invaded the mdsvial aspects ofLJS 2 LI S Q & . IrRfashidnéble bakediés a

customers can now see people at work behind a transparent window; the TV is wmdgd with

reality shows; bricks and mortar in modern buildings are now being replaced by glass panes (Bessire
2005). These examples accentuate the increasing importance of transparency. The literature on
transparency views various importance measurestransparency. As well as financial, legal, and

organisational importance, the literature also puts moral and ethical importance on transparency.

From amoral perspective, Sullivan (1965) discusses that every person has the right to true
information in maters which affect them, and the right to participate in decisions which affect
them. This is called the moralssence of transparency (Rawlig®08a). In the same fashion,
Birkinshaw (2006) states that transparency and the right to know are fundamentalrhtigtas and

Jayal (2007) states that access to information via transparency initiatives is a right and an end in its
own merit. Interestingly, Von Furstenberg (2001) argues that transparency is a relationship variable,
meaning that it is required from tts® whom we do not trust, or do not consider to be accountable,
reliable, etc. Whether a human right and a moral obligation or not, in public discourse, transparency
should not be considered as a selfident good (Etzioni 2010). Such a view to transparemay end

to the point that one might say that moseansparentthan-thou has become the secular equivalent

of holierthan-thou in modern debates regarding ganisation and governance (Ho@®06). Ball
(2009) also states that believing in the value of trarency does not mean that transparency must

be supported and encouraged in all situations.

From alegal perspective, it is shown that transparency plays a major role in reducing uncertainties
for governments (Bagdai et a012). Furthermore, Weber (200&tates that the purpose of
providing transparency is to achieve a greater degree of clarity, predictahitityinformation about
regulations. Gupta (2008) states that transparency is a moral and political imperative, and is
associated with goals such ascountable, inclusive, legitimgteand democratic governance.
Transparency of information is also argued to have the potential to reduce the risks of conflicts and

war (Schultz 1998).
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Monetary and Financial Policiehighlight the main benefits of transparency within monetary and
financial policies: 1) enhancing accountability of policy makers, 2) fostering the effectiveness of
monetary policies by making themore predictable, 3) benefiting the operation of financial markets
and improving coordination, and 4) providing the driving force for maintaining a high quality of work
(Frioriksson 2000). Furthermore, It is also stated that transparent regulations are aom
requirement for attracting investment and promoting economic growth (Weber 2008), and that
higher levels of fiscal transparency are associated with lower publitsdmid deficits (Alt and

Lasser2006).

From anorganisationalperspective, transparencgf the workflow is shown to be able to increase

motivation in online microtask platforms such as Amazon Mechanical Turk (Kinnaird et al. 2012).

Furthermore, since transparency in financial reports in an organisation can enhance
competitiveness, voluntandisclosure of financial information is viewed as an opportunity by

organisations, not as a burden (Madhani 2008).

2.7 Effects and Side Effects of (Lack of) Transparency
Transparency provision, and also lack of transparency provision, introduces sefextd ahd side

effects, each of which has been investigated in the literature, both in relation to transparency, and
independently. This literature study will provide a reasonably-gteitlied view into such effects and

side effects of (lack of) transparen

2.7.1 Effects and Side Effects of Lack of Transparency
Lack of transparency in providing high quality information to its intended stakeholders has mostly

been associatedvith negative effects. For example, it is believed that lack of transparency in

financial environments was one cause of the global finduecisis of 20082010 (Castell2010).

Based on the literature review that they did in their study, Carlo Bertot et al. (2012) identified

multiple adverse effects as a result of lack of transparemcjyding:

Making corruption less risky

Less responsibility in public officials

Unfair information advantages to privileged people

Perpetual control over resources

Reduced cooperation and increased chances of opportunism

Reduced honesty and efficiencytime public sector

=A =4 =4 =4 4 -4 4

Hindering social trust and hence, development
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officials and organisations, and Kolstad and Wiig (2009) state that lack of transparan have

several undesirable results, such as making corruption less risky, making it difficult to choose
efficient people for public sector positions, lowering participation opportunities, undermining social
norms, and reducing trust. In the world oblftics, lack of transparency magnifies the moral hazard
problem in the interaction between the electorate and the ruler (Kaufmann and Bellver 2005). It is
also argued to be one possible reason why recommender systems have not been usedriskhigh
decison-making (Herlocker et al. 2000). Finally, Bhatnagar et al. (2003) state that lack of
transparency can facilitate for perpetrators to cover their footsteps and can make it difficult to find

corruption, for which they propose the use ofjevernment as aamedy.

In some cases, however, lack of transparency is not unintentional. Companies, for example, often
resist providing full and accurate information because of costs, marketing, and competitive
advantages (Santana and Wood 2009). Furthermore, in glalpglhs chains, lack of transparency

can be because of commercial protectionism or the fear of increased liability risks (Klievink et al.
2013, Hultman and Axelsson 2007). Consequently, under certain circumstances, lack of transparency

may be necessary andiplicly desired (Bannister and Connolly 2011).

2.7.2 Transparency and Accountability
The link between transparency and accountability has been the subject of several studies in

transparency. Generally, it is believed that transparency facilitates demo@atiountabity (Swank

and Visser 2013, Mé&ndezViso 2009, Piotrowski and Van Ryzin 2007), along with collaboration,
cooperation and commitment (Jahansoozi 2006), which in turn can lead to less corruption (Abu
Shanab 2013). It is argued that the mostioeable virtue of transparency is accountability (Scauer
2011), and that transparency is an indispensable element of public accountability (Craft and Heim
2009, Vaccaro and Madsen 2009c). The link between transparency and accountability is important,
as ransparency itself is not considered to be an end, but a means to reach accountability (Brito and

Perraut 2010).

There are several studies which illustrate the potentials for transparency to lead to accountability,
e.g., in making legislative bodies andvgrnments more accountable through the disclosure of
AYTF2NXYIE GA2Y OASs (GKS 656 ODNAFTFAGK HnancsE [ dz00
banks accountable for their policies by using transparency as a tool (Van der Cruijsen and Eijffinger
2010, Cukierman 2009), in making health care organisations more accountable for safer systems
(Kachalia 2013), and in more corporate accountability by using corporate social transparency as a

mechanism (Williams 2000). Other examples of transparency leadingccountability include
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accountability towards outsiders (Hope et al. 2009). The bottom line is that transparency provides
the opportunity to hold accountablehose in power, and this, in turn, will lead to democracy
(Birchall 2011).

It is important to know how transparency can help increase accountability. Rawlins (2008a)
maintains that transparent organisations become accountable for their actions and daecisio
because their transparency makes it possible fdreo$ to see and evaluate therfrurthermore,
transparency can result in questioning the accountability of governmental bodies and policy makers
(Margetts 2011). Transparency can increase both horizoatabuntability amongst interested

parties and stakeholders, and vertical accountability within the policy process (Truman 2008).

However, some scholars have questioned the direct link between more transparency and more
accountability. These scholars empisas that transparency is an essential prerequisite to
accountability, but not sufficient to cause accountability. For example, Gaventa and McGee (2013)
state that increased transparency in government decisitaking processes leads to greater
accountabiliy to the public. However, they mention that transparency does not automatically

produce accountability; it is a necessary condition but not a sufficient one.

Kolstad and Wiig (2009) mention public power as a leverage and state that the availability of
information alone is not enough for fighting corruption, and the public needs to have some power as
well to act based on information and put officials accountable to their actions. Similarly, Hale (2008)
states that accountability consists of two component® ability to know what an actor is doing and

the ability to make that actor do some other thing, and transparency clearly provides the first, but to

provide the second component, market power, external discourse and internal norms should be
recruited. Fox2007) also states that transparency does not necessarily lead to accountability, i.e.,
transparency is essential but not enough. The argument is that if transparency is dependent on the

power of shame, then it may have limited influence on the shameless.

Some reasons are stated as to why transparency does not necessarily bring accountability. One
reason is related to the peculiarities of transparency provision. Shkabatur (2013) states that the
demand for accountability is mainly satisfied by regulatoangparency, and that accountability has
been inseparably associated with transparency. He argues, however, that the existing transparency
policies do not enforce public accountability. This happens because most basic questions about
regulatory transparencysuch as what type of information should be made public, how such

information should be presented and how transparency pitfalls should be avoided, are often left
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unanswered. Furthermore, he says that the technology has also strengthened the traditidaits pi
of transparency policies. This is because the existing architecture of online transparency, in their
opinion, allows organisations to retain control over regulatory data and withhold the disclosure of

those pieces of information which is necessanygdublic accountability.

The second reason is related to an intermediary concept related to transparency and accountability,
which is publicity. Naurin (2006) states that accountability is mainly a function of publicity, rather
than transparency, and thapublicity is a causal mechanism which links transparency to
accountability. It is discussed that transparency literally means that it is possible to look into
something and to investigate it. But publicity means that information is actually spread to and
absorbed by the stakeholders. Therefore transparency is about availability of information, while
publicity is about accessibility and understandability of information. Naurin (2006) mentions that
different reasons, such as lack of mediators (e.g., socediay), lack of demand (i.e., rational
AJy2NIyOSou:E yR f1 01 2F aidl {SK2t RSNAEQ OF LJ OAxde
publicity, and as a result, accountability. Finally, it is also observed that publicity, like transparency, is
also anecessary condition for accountability, not a sufficient one. The sufficient condition is met

when some instruments can be utilised to enforce accountability.

2.7.3 Transparency and Fighting Corruption
One of the moreaesearched effects of providing trgperency is its potential to help fight

corruption. Studies on transparency generally confirm such potentials. For example, Kolstad and
Wiig (2009) state that transparency is an effective tool in fighting corruption through many
mechanisms, e.g., making coption actions riskier. Peisakhin and Pinto (2010) state that, based on
field experiment, greater transparency can act as an-emtiuption mechanism. Transparency is
generally believed to be a public value to counter corruption (Ball 2009), it isib&tgrseen as a
safeguard against corruption (Craft and Heim 2009), and it is promoted as a necessary condition for
better government quality, higher accountability, and limiting corruption and impunity (Bauhr and
Grimes 2014, Cucciniello et al. 2012)tkermore, the use of ICT in transparency provision has been

shown to further increase the potential to limit the scope for corruption (Sturges 2005).

Transparency can indeed act as a remedy against corruption, when information is actually accessed
by the public (i.e., publicity) and that such publicity will be backed up by sanctioning mechanisms
against the corrupt (i.e., accountability) (Lindstedt and Naurin 2006). However, some scholars

guestion a caus@nd-effect association between transparency andhfigg corruption.

Bac (2001) states that a higher level of transparency in decision making processes increases the

possibility of detecting corruption, but it does not necessarily lead to less corruption because of the
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should connect with. For example, revealing the identity of university exam designers to students
may increase favouritism or bribery, as the students may connect with those designers. Kolstad and
Wiig (2009) state that transparency alone is not sufficient to fight corruption, and other measures,
such as educating the public, should be taken alongside transparency. They argue that transparency

alone may even increase corruption.

Joshi (2013) statethat transparency is regarded as a mechanism to fight corruption by pointing out
discrepancies in public accounts and triggering accountability mechanisms such as investigations.
But they argue that this also makes several underlying assumptions thamiation made public
through transparency mechanisms will be digested by concerned people, that these people will
voice their outrage at exposed misconduct, and that such outrage will improve accountability and
reduce corruption consequently. It is thereéorconcluded that contextual factors should be

considered before transparency outcomes are to be advocated.

2.7.4 Transparency and Credibility
Transparency has been shown to influence credibility of the organisations and individuals providing

information aswell. Craft and Heim (2009) state that through providing transparency, credibility may

be enhanced, and Rawlins (2008a) states that transparency can increase credibility.

Some empirical studies further confirm the existence of such links between tramspar@nd
credibility. For example, McCarthy (2007) provides an example of how embracing transparency
restored, at least partially, the credibility of the Archdiocese of Boston. Santana and Wood (2009)
state their concern on how the lack of transparency hyaccountable anonymous users in

Wikipedia has resulted in seriously questioning the credibility of information provided in Wikipedia.

In central banks, central bankers view transparency as an important tool to increase credibility
(Blinder 1999). Similarlyransparency is shown to facilitate accountability, predictability, credibility
and effectiveness in monetary policy making (Winkler 2000). In governments, transparency in the
government communication process is considered to be essential, as it iasrgast and credibility
(Fairbanks et al. 2007), and managers in organisations may lose their management credibility if they

cannot provide standard transparency (Madhani 2008).

2.7.5 Transparency and Effectiveness
Transparency has been shown to haverdtuence on the effectiveness of organisations as well. For

example, Woodford (2005) argues that transparency has an effect on the effectiveness of monetary
policy, and Mitchell (1998) and Weber (2008) name transparency as a crucial factor to the

effectiveness of international regimes.
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Several studies point to the positive effect of transparency on effectiveness. Rawlins (2008a) views
transparency as an important characteristic of an organisation becduseill expose their
weaknessesind areas that needot be improved. Therefore, transparency acts as a motivation for
improvement in an organisation, and by doing so, it can ultimately increase the effectiveness of that
organisation. Similarly, Brito and Perraut (2010) state that transparency can makecijpgihgent

relationships more efficient and effective.

There have been empirical studies supporting such a positive link between transparency and
effectiveness. In medicine, transparency is shown to be able to lead to more engagement of
clinicians in immpvement efforts in health care organisations (Kachalia 2013), making transparency

of medical institutions an essential characteristic for improving healthcare (Wyden 1995). In politics,
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efficiently than the government (Roth 2009), has improved administrative effectiveness as well as
policy effectiveness in governments (Hirsch and Osborne 2000), and has become a critical
component for efficiency and weflinctioning of governments (Cucciniello et al. 2012). In the
finance domain, it has been illustrated that financial transparency can decrease market uncertainty
Fo2dzi LIRfAOE YIF{1SNARAQ LINBTSNByOSas 6KAOK fSIRA

efficient financiaimarkets (Bellver and Kaufmann 2005).

There are, however, studies highlighting the adverse effects of transparency on effectiveness. For
example, Allenspach (2009) states that greater transparency does not necessarily lead to more
efficiency in the bankingystem. SimilarlyEtzioni (2010)tates that transparency alone can only

raise awareness, but it does not obviate regulation. The examples provided by Etzioni include the
introduction of alcohol consumption warning labels and food products withiealthyQlabel on
GKSYZ Ay 6KAOK gl NSySaa ¢l a AYyONBFraSR odzi A
and therefore it did not lead to the effectiveness of the disclosed information. Griffith (2006) also
argues that in the legislative process,ms® lobbyists understandably want earlier access to the
RNI Fla 2F GKS RNIFlaés odzi GKSNB INBE ySOSaal NE

for the process of formulating ideas and negotiating outcomes to proceed effectively.

2.7.6 Transp arency and Trust
An important effect of transparency is considered to be the effect of transparency on trust relations

between information providers and information receivers. Not ordyt igenerally assumed that
transparency can increase trust (Rawlird02a), but also it is assumed that there is a demand for
trust based on transparency in modern societies (do Prado Leite and Cappelli 2008). In fact, some

studies show that one of the best methods of building trust is by engaging in transparent
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communicatons (Rawlins 2008a). Transparency is considered to be fundamental to trust and
trustworthiness (Bannister and Connolly 2011), and building trust amongst stakeholders is argued to
be a strategic value of transparency (Bellver and Kaufmann 2005). The tinéebetransparency

and trust is strategically important (Hultman and Axelsson 2007), because trust is a social capital,
which, for example, makes businesses flourish and become more efficient (Elia 2009). Furthermore,
the relation between trust and transpency is bidirectional, meaning that transparency and trust

are dependent on each other (Rawlins 2008Db).

Higher levels of transparency are usually associated with higher trust levels. Vaccaro and Madsen
(2009a) mention that higher levels of transparency'caLl2 & A G A @St & | FFSOG adl
business. Schnackenberg and Tomlinson (2014) argue similarly that higher transparency is a
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trustworthiness of an organisation, and such trustworthiness leads to more trust in
stakeholderslransparency also plays a vital role in rebuilding trust when there has been a decline in
trust (Jahansoozi 2006). This is also confirmed by Craft and Heim (2009), who tledim
transparency is a method that journalists can use testablish trust with the public, and by Lidberg

(2009), who argues that transparent governments, upheld by Freedom of Information acts, have the
LRGSYGALf G2 NBad2NB LIS2L) SQa GNMHzadG Ay LREAGAO

Several examples link trust to transparency as well. For example, Tanimoto (2005) states that
providing transparency in designing interfaces helps to build trust and permit error detection. In
public relations, transparency is usually seen as a preconditip trust, legitimacy and reputation
(Bentele and Seiffert 2009). In medicine, transparency can lead to more trust in patients in health
care organisations (Kachalia 2013). In politics, transparency can be viewed as a main principle for
building trust béween the public and the government (Serrano and Leite 2011), and as a means for

reducing uncertainty and increasing public trust (Meijer 2009).

But why does transparency lead to trust, and whdoesit originatefrom? There are some reasons
provided to advocate such an association. For example, Osborne (2004) reasons that increasing
transparency aims to make it harder for people to act corruptly, and therefore to infuse trust. As for
the origins, MegéndezViso (2009) states that transparency has its sem distrust, and that is
because people do not trust organisations and governments in what they do, and therefore they ask

them to be transparent and visible.

Some studies do not necessarily view an always positive association between transparency and

trust. Cysneiros and Werneck (2009) argue that transparency and trust can also have a negative
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impact on each other. Similarly, and based on examples such as WikiLeaks, Margetts (2011) argues
that transparency, while resulting in more openness and more puhliveillance, can change the
YEGdzZNE 2F (GKS Lzt AO0Qa (NHzald Ay 3F20SNyYyYSyida GK
some cases it may lead to less trust in the government and policy makers. Grimmelikhuijsen (2012)
mentions that the effets of government transparency on public trust are exaggerated, mostly
because of prexisting beliefs formed by the public about the government. In another erokisral

study, Grimmelikhuijsen et al. (2013) illustrate that transparency can have a wegfect on

public trust in governments, which can be magnified by cultural differences.
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(2002) points to the confusion as a result of information overl@ad] argues that as transparency
advances, trust seemingly recesidecause of the flood of unsorted information and misinformation
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Finally, Grimmelikhuijsen and Meijer (2012) reasonably argue that for transparency to inspire trust
in public, it is arguably essential that the disclosed results which are presentdr toublic are

positive ones. That is, any positive effect of transparency on trust should be anticipated when good
policy results are revealed to the public. Therefore, no general conclusions about transparency and

perceived trustworthiness can be drawnadvance.

2.7.7 Transparency and Democracy
A wellstudied and welemphasised result of transparency is its aid in progressing democracy. The

literature on transparency almost unanimously advocates the positive influence of transparency on
democracy, tothe point that it is odd to consider that transparency has no democratic benefits
(Moore 2011). For example, Michener and Bersch (2011) argue that accessible information (i.e.,
transparency) is the primary building block of solid democracies and marketst dispels opacity,
which is the first refuge of corruption, inefficiency and incompetence. Similarly, transparency and
the right to access information are crucial to many functions of democracy such as citizen
participation, trust in government, fightg corruption, and informed decisiemaking (Carlo Bertot

et al. 2012, Bertot et al. 2010a).

Transparency and transparent decisioraking are generally regarded as prerequisites for the
working of a representative democracy (Swank and Visser 2013, Tegalri1955) because they
provide measures to prevent bad government and abuse of power (Cucciniello et al. 2012), and that
increasing the level of transparency in governmental decimi@king processes can improve

democracy and citizen involvement (Bd0®).
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Transparency is also becoming a vital concept in western democracies (Wehmeier and Raaz 2012,
Serrano and Leite 2011) and apparently plays a role in maintaining democratic peace (Van Belle and
Oneal 1998). Democratic governments have the respongibib be open, accessible and
transparent to the public (Dawes 2010), and they can achieve greater transparency because of the
generally more open information flow within such societies (Mitchell 1998). In general, democratic

governments tend to be morednsparent that other states (Small 1996).

2.7.8 Transparency and Governance
The literature on transparency suggests that providing transparency can affect governance as well. It

is considered to be one of the best means to achieve better corporate govegn@essire 2005),

and is observed as a major component of good governance on its own right (Kaufmann and Bellver
2005, Weber 2008). Furthermore, The Organisation for Economimp&ation and Development
(OECD) lists transparency as one element afdgcaporate governance (McGe2009). Good
corporate governance includes, amongst other things, a transparent ownership structure that can
identify any conflicts of interests between managers, directors, stakehqlders other related

parties (Patel and Dall&002).

One reason why transparency can lead to better governance is given by Cucciniello et al. (2012), who
state that transparency is the key to better governance because it can increase trust. It is also argued
that transparency contributes to better aunistration of public work and open government (Abu
Shanab 2013). For this reason, transparency is promoted as a necessary condition for better
government quality (Bauhr and Grimes 2014). An empirical study also reveals that information

transparencyhasimproved governance and institutional quality in 169 countries (Islam 2003).

The opponents of transparency in the context of governance are but a few scholars, who mainly
argue that transparency may add uncertainty and unpredictability to governance amdfdhe
prove to be harmful (Moore 2011). This, however, illustrates that the link between transparency and

governance is not a wetlefined link.

2.7.9 Transparency and Ethics
More often than not, transparency is tied to ethics (Rawlins 2008a) and mof&tityon and Lodge

2001). It is considered an ethical duty of all agents to adopt transparency to ensure that all
stakeholders receive the requested information (Vaccaro and Madsen 2009a), and an essential
ethical practice which raises stakeholder truatdaconfidence in organisations (Vaccaro and Madsen
HAncoO® ¢NIFyaLl NByOe Kra | Y2NrXft @l fdzS & ¢6Sff
involving them directly in the process of making decisions which can affect their lives and interests
(Stirtonand Lodge 2001).
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meaning that some ethical principles regulate the flow of information by limiting its access, usage,
dissemination and storage, e.g., privacy, anonymity, copyrigahd freedom of expression.
Transparency is therefore ethically enabling when it provides the necessary information for
endorsing ethical principles or details on how information is limitecan$parency is ethically
impairing if false information (i.e., misinformation), partial, inapproprjateexcessive information is

revealed.

Transparency can also help the ethics within an organisation. Rawlins (2008a)s dngtie
transparency enhances thethical nature of an organisation in two ways: first because it makes an
organisation accountable for their actions and policies; and second, because it respects the
autonomy and reasoning ability of individuals who deserve to have access to informiadibnan
LRGSydAartte FFFSOG GKSANI fA0Sad ¢KS FTANRG NBI
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The second reason is backed by Wall (1996), wiyaes that the public owes an honest, publicly
accessible justification for the use of power in their society, and that such justification must appeal

to reasons and evidence that can be publicly stated and evaluated.

Transparency is important for presemgi ethical processes which are performed within public,
private,and norLINE FA G &SO0G2NE 6+ OOFN2 YR al RaSy Hnnc
conditioned by financial and economic forces, as well as ethical pressures, such as privacy and
securty (Vaccaro and Madsen 2006). However, Turilli and Floridi (2009) state that dealing with
ethical issues in disclosing information is a major challenge for information providers. They choose
the example of disclosing medi records which can help |#a\ng research, but at the same time

may expose patients to fraud or a breach of privacy. However, they state that if disclosed
information is ethically neutral, then there will be no ethical challenges regattmglisclosure of

such information. Furtherme, lack of transparency, and also being transparent against client
wishes, are considered to be two of several ethical issues in the practice of public re(@akes

2009), which illustratehe importance of keeping a balance in the amount of provigddrmation

to avoid such ethical dilemmas.
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2.7.10 Transparency and Information Overload
Information overload is usually listed as one of the sffects of transparency. Information

overload happens when people are given too much information in a shoeé, and it can lead to
confusion and poorer decisieamaking (Ripken 2007). For instance, Etzioni (2010) provides an
example of a comparison between a-g@ge mortgage document which may give the customers a
wrong sense of security (as they might thinloma details means more honesty), and a simple,
shorter, easyto-understand mortgage document, which actually enables the customers to digest

and use the provided information.

Gupta (2008) states that providing too much information can become similar tevriing in
disclosure, where information recipient gets bombarded with large volumes of disclosed information
YR OFyy2i FAYR aiGKS ySSRtS Ay (GKS Klrealdl O ¢
transparency can be counterproductive by bombarding peapitn so much information that it

becomes impossible for the public to separate the signal from the noise.

As an example of how information overload resulted from transparency can have catastrophic
consequences, Finel and Lord (1999) argue that when peaeacy leads to information overload, it
may actually hinder international conflict resolution as it makes it difficult for policy makers to
discern what information is valuable and authoritative. They go on to conclude that transparency
often exacerbatesinternational crises, may undermine behitlie-scenes efforts at negotiated
settlements, make it difficult for observers to decide who controls a given policy decision, and that in

such circumstances, a lack of transparency may actually help nationscavdligt.

With the advent of World Wide Web, and the increasing flow of information amongst entities on the
web, information overload seems inevitable. During a study, it was observed that developers
reported problems with information overload during waiog several active repositories or
following several active people (Dabbish et al. 2013). This calls for pragmatic approaches towards

transparency provision to circumvent information overload.

2.7.11 Transparency and Collaboration
Several scholars haveuslied the possible effects that transpaftemformation exchanges might

have on collaboration. Transparency has the potential to aid coordination within online communities
(Dabbish et al. 2014, Erickson and Kellogg 2000) and within a workplace (Dabbisi2@12,
Dabbish et al. 2013), can indirectly enhance collaboration within the public and facilitate democratic
processes (Casalino et al. 2013), and can enhance coordination in collocated work environments
(Carlile 2002). Similarly, Jahansoozi (200&Yesltransparency to other responsible dimensions and

forms of organisational behaviour, such as trust, accountability, collaboration and cooperation.
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One example of how transparency helps collaboration is provided by Dalsgaard and Paulsen (2009)
in the caontext of online education. It is stated that transparency in online educational activities, e.g.,
0KS a0dzRSyidaQ FyR GSIFIOKSNEQ KIFI@GAy3 Ayarakid A

potential to support and is important for cooperative learningonline learning communities.

On the other handtransparency has the potentiab hinder collaboration, when collaboration is
achieved through information hiding. For example, one study shows that too much transparency
may inhibit cooperation of interrteonal partners and governments, as international negotiations

often require diplomatic secrecy (Mitchell 1998).

2.7.12 Transparency and Open -Data Movement
One of the noticeable influences of transparency is on the creation and nourishment of the open

datamovement. Operdata initiatives allow the public to question official accounts and policy maker
actions (Margetts 2011). It has been observed that transparencythadpendata movement
G§23SGKSNI KIS O2y i NRAOGdzi SR (i BRaraR®13). A yONBI &S 27

Michener and Besch (2011) mention that the egoing movement for transparency has led to the
opendata movement, which is a new generation of tesdvvy activists and policy specialists who
seek verifiable, usable information. Opédata advoctes demand for opefiormat applications that

use application programming interfaces (APIs) and provide data that is downloadable, machine
readable, platforrindependent and open. The opedata movement has become a key reason why
inferability is becomingncreasingly important. Michener and Bersch (2011) express that-dptn
initiatives can boost accountability through greater transparefitye operdata movemenpledges

to increase the quality of transparency because of having dedicated, resourcefidaes.

2.8 Transparency and Neighbouring Concepts
As transparency relates to the flow of information, at least three adjacent concepts, also related to

information and information exchange, should be examined. These three concepts are secrecy,

anonymity,and privacyand security In this subsection, these three concepts are briefly presented.

2.8.1 Transparency and Secrecy
Secrecy is the apparent antonym of transparency (Birchall 2011, Rawlins 2008b, Yosha 2003), which

is reflected in several studies ofansparency. Rawlins (2008a) defines transparency as the opposite
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as removing the veil of secrecy, and Pasquier and Villeneuve (2006) state that transparency and
secrecy are two ends of the spectrum. However, the relation between transparency and secrecy is

not an eitheror relation (Florini 1998).
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While trarsparency and secrecy are opposite concepts, depending on the context, both
transparency and secrecy have been praised. For example, depending on the situation affecting the
lobbies and politicians, either transparency or secrecy may be optimal (Felgen2@aéy).
CKSNEF2NE> Ay OSNIFAY OFaSaszs aSONBOe IyR f I 0O}
2002). That being said, transparency is commonly viewed as a general virtue and secrecy as a
general vice (Baker 2009). For example, Ball (2008ssthat transparency must be seen as the

opposite of secrecy, i.e., if there is transparency, it conveys honesty and integrity.

Furthermore, transparency can be used to maintain secrecy as well, by disclosing information with
y2 TLyTI NS 0 hdffe®rik hote, transparégneydof segfecy is also discussed (Bok 1989),
meaningthat even though an organisation does not have to make all their information public, and

that having some secrets are justified, those justifications must be made publicarsparent.

In the literature, some attempts have been made to model secrecy. For example, Pernul et al. (1998)
propose a semantic data model for secure database applications which cantidee kinds of
constraints, integrity constraints, secrecy comgtits, and access control requirements. Another
research investigates the privacy and secrecy requirements of people in their daily social activities
(marques et al2012). A general investigation into secrecy reveals that research on secrecy is also

mostly paired up with investigations into privacy and security.

2.8.2 Transparency and Anonymity
Anonymity is considered as the right not be identified (Woo 2006), and is argued to be one of the

ethical principles that govern transparency and the flow of infation (Turili and Floridi
2009.Anonymityisconcerred withit KS KA RAY 3 2F GKS AYyF2NNIGA2Y
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transparencyStuartet al. 2A.2). Regarding identity information, anonymity is sometimes labelled as

the opposite of transparency (Lucas 2013).

While anonymising information and anonymity might be necessary in certain contexts, e.g., for
obtaining news from sources who would not dise the news unless their names are anonymised
(Carlson 201} it also remains crucial for organisations to reveal information about how they
manage personal and identiglated information flow to prove to their stakeholders that no
correlation will exst between their identity and their online activitied (rilli and Floridi 2009)
Similarly, anonymisation and deanonymisation of data should be governed by establishing
transparency in how data receivers comply with regulations regarding these two tetiekaet al.
2014).
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Modelling anonymity has been researched particularly in relational databases (Kayem et al. 2012),
where several anonymisation techniques have been investigated, suclaramnimity (Wong et al.

2006), idiversity Machanavajjhaleet a. 2007), and tloseness (Li et al. 2007). Other research
includes methods forthe classification of anonymity requirementKharaji and Rizi 20)5a
foundation for privacy maintenance where anonymity is seen as a privacy goal (Beckers and Heisel
2012),and an approach for a structure which can provide a balance between anonymity of users and

their accountability in their use of-eansactions Jayasre@and Damodaram 2032

2.8.3 Transparency and Privacy and Security
Unlike secrecy, transparency is noetbpposite of privacy, but there are occasions where the two

concepts get at odds with each other, leading to conflicting demands between transparency and
privacy (Osborne 2004). For example, MetezViso (2009) states that transparency conflicts with
privacy when it is perceived as unrestricted looking into organisations and people. Furthermore,
when personal data is concerned, more transparency is linked to less privacy and bigger privacy

challenges (Dalsgaard and Paulsen 2009).

Privacy is usually consitkd to be the ethical issue of the 2@entury, and some scholars believe

that it has now been replaced by transparency, making it the new ethical issue of this century
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carefully in order to prevent privacy issues, ensuring users that their privacy is respected (Dalsgaard

and Paulsen 2009).

Unlike secrecyrad anonymity requirements, there are several studies conducted for the engineering
of privacy requirements. Amongst theare the framework proposed for the engineering of smart
grid-specific privacy requirementdéureiteret al. 2013), the framework thagxploits the notion of
transparency awareness requirements for the identification of runtime privacy requirements
(Omoronyia et al. 2013), and the framework originally designed for security requirements
comparison which is utilised in the comparison andle&tion of privacy requirements engineering

approaches (Beckers 2012).

Similarly, security and transparency are sometimes viewed as two antagonistic requirements which
must be dealt with in the early phases of system analysis (Cappelli et al. 2010)fofdere
transparency must be squared with values such as security and privacy (Etzioni 2010), otherwise it
can threaten both privacy and security, even though transparency is seen as a positive concept
(Meijer 2009). Consequently, privacy and security arensas two forces that can affect an
2NHI yAalGA2yQa GN}yaLl NByOe o6+ 00FNR YR al Ra$
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Security engineering is also a weditablished research field and several studies have focused on it.
For example, security has been modelled usiagure Tropos (Gorgini et al. 2006), an ontology has
been proposed for it using Secure Tropddogratidis et al. 2006), and a conceptual model for
reasoning about security requirements internet of Things (IoT) systems, called Apparatus, has
been proposed, which is dritecture-oriented and uses Javascript Notation Objedayropouloset

al. 2016).

2.9 Limitations of Providing Transparency
With so many possible effects and sielfects attributed to transparency, it is normal to expect to

encounter limitations and precaions while providing transparency to its intended stakeholders. In
practice, transparency benefits should be weighed against other goals and objectives of an

institution or regime to minimise such adverse effects (Mitchell 1998).

Such limitations on pndding transparency can have several reasons. First, there are regulations
which can limit the flow of information and transparency. Some of these reasons have been
investigated to be confidentiality (which is essential for national security, crime igegistis, and

the validity of commercial competition) and personal privacy issues (Osborne 2004). Similar reasons
for limiting transparency within an organisation are listed by Brito and Perraut (2010) to be privacy
concerns, national security or internakliberations within that organisation. Scauer (2011) also
states that transparency decreases in cases of secrecy, privacy, anonymity, and confidentiality,
meaning that it must be squared with these values (Etzioni 2010). It is important to acknowledge
that all these notions have their own values (e.g., transparency is a more desirable value for
sunroom windows than it is for bathroom doors) (Scauer 2011). Furthermore, it is also argued that
0N yaLI NByOe akKzdzZ R y2i 2yt gperierinancef whighSs tleyeSuka I C
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should not be disclosing information whenever they feel like it, but this process must be regulated.
This regulation should ihade substantive and truthful information about o8eperformance, and

should include stakeholders who are entitled to that information (Brito and Perraut 2010).

Second, the context in which information is exchanged can heavily influence the choice of
transparency. One example providiby Tanimoto (2005) is about the transparency of information
unnecessary for students to know, information that teachers and testing agencies may wish to keep
hidden from them.In this example, datent semantic analysis (LSBased scoring technique is
described which ignores word order in the input and bases its results only on the frequencies of
occurrence of the words. It is argued that if students know about this technique, they may be

tempted to game the grading system figding out what kinds of words are required for a particular
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essay, and then to submit gobbledygook on their assignments that nevertheless will fulfil the LSA
based assignment system. Therefore, the assessment process will no longer work appropiitately if
is exposed to the studentdzurthermore, he contextof information exchangenay even render
transparency provision useless. For example, transparency is clearly not relevant in secret ballots
(Etzioni 2010).

Third, there is the cost of collecting, messing andlisseminating the informationWhen and if
transparency has no costs, all stakeholders benefit from it (Demertzis and Hoeberichts 2007). But
when it becomes costly to provide transparency, limits might become an inevitable option to keep
the ccsts to a reasonable extent. This is why it is argued that it may not be efficient for the public to

process and absorb all the disclosed information (Etzioni 2010).

Several studies mention and confirm limitations on transparency to avoid its side effacts.
medicine, for example, it is illustrated that if precautionary steps are not taken towards providing
transparency, transparency efforts may have a negative effect if clinicians avoid discussion because

of the fear of feeling exposed or further upsetjipatients and their families (Kachalia 2013).

In economic studies, it is argued that transparency policies may pose a threat when the authorities
must gather information from the private sector (Wong 2008). Therefore, it is optimal to reduce
transparencyin order for the policy authorities to gather more information, which in turn will result

in more informative policy statements. Hultman and Axelsson (2007) also discuss that increased
transparency in buyesupplier relationship may bring about negativensequences. In another
study, Van der Cruijsen and Eijfinger (2010) name the perception of transparency as an obstacle, and
argue that perceived transparency significantly deviates from the actual transparency practices, and
since perceptions can greatlygfluence on@® behaviour, imperfect transparency perceptions can
have an impact on peop® economic actions, such as their perceptions and expectations of

inflation, as well as their level of trust in the central bank.

In legal studies, transparency isos¥n to become limited because of the language used in formal
documents (Ripken 2007). When corporate lawyers use a formal language in preparing disclosure
documents, they intend to protect the organisations from liability rather than to provide the public
with meaningful information. Therefore, these documents cannot satisfy their communicative
purposes as they are incomprehensible for the public. Another study reveals that more transparency
in discussing decisiemaking within the European Council of Mieis may result in more baek

room discussions or deals over lunch (Stasavage 2006). Similarly, Swank and Visser (2013) point out

that more transparency may lead to preeetings and scripted public meetings.
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There are also studies in which it is argued ttrahsparency does not necessarily promote better
decisionmaking, less corruption, and more effectiveness (Bauhr and Grimes 2014). In fact, Florini
(2000) states that without mutual compatible norms, transparency can actually deteriorate a
situation. It 8 well argued that some secrets are worth protecting, such as certain corporate or
national security information. Furthermore, it is argued that information can sometimes be misused
or misinterpreted, because it reveals behaviour and not intention. Howesemetimes what is
being done is less important that why it is being done. This view of transparent actions and non

transparent intentias is also argued by (Cysneiftid 3).

Ball (2009) states that the existence of conflicting goals in policy desigesnrakisparency creation
difficult to achieve, and therefore the degree of transparency varies from one policy to another.
Also, it is argued that a policy is transparent not only if the goal is clear, but also if its impact, e.g.,
the decision making prass becoming easier, is clear. This most probably occurs when information
is both available and easily accessible. Finally, it is argued that transparency may not always work,
because other interests may prevent one person or organisation to change bahagig., in the

case of companies emitting noxious chemicals in the United States and disclosing such information

to the public (Florini 2000).

While the Internet has been shown to have the potential to improve transparency in democratic
societies (Marges 2011), the use of computer and Information Communication Technology (ICT)
can also affect transparency in a negative way. Technical advances have led to new horizons in social
transparency which sometimes exceeds the pulmomfort levels, leading tdebates on privacy

and anonymity (Stuart et al. 2012). Furthermore, it is investigated that unlike directiddeee

forms of transparency, computenediated transparency can actually threaten trust, since it is
unidirectional (i.e., not interactivejjecontextualised (i.e., removed from shared social experience),
and too structured (i.e., highly selective and simplified with a bias towards quantitative information)
(Meijer 2009). Vaccaro and Madsen (2009a) also discuss four limitations 4tmad€d dyamic

(NI yALI NByO& o ¢KS T %Naidh orgity fopke ivho liknt hav&dcc@ds folthe R A
Internet. The second one is the digital distribution of false information which is facilitated by the
explotation of the anonymity on thenternet. The third issue relates to the costs of implementing
dynamic transparency, which dramatically raises information transaction costs for organisations. The
fourth and final issue is related to respecting intellectual property rights while disclosing informat

in order to reach transparency. These studies illustrate the delicate nature of transparency and the

need for a careful implementation of transparency in a computerised environment.
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2.10 Transparency Regulations
It was discussed earlier that transparcy needs to be regulated in order to minimise its adverse

S¥T¥SOGi&a |yR YFEAYAAS AGa o0SyST¥adaoeo ¢KA&a NBIdA
information that is released, to promote releases that are comprehensible to the public and
comparabé to information released by other sources, and to secure that such information will be
NE3IdzZ NI & YIRS F@FAflLofSéd 69041 A2yA wHnanmnox | yR

by information providers (e.g., governments or corporations) (LidBefs).

Sme of the adjacent concepts to transparency, such as secrecy, anonymity and prixaey
discussed previouslyThese adjacent concepts can all be used to regulate the flow of information,

and therefore, the amount and degree of transparencyc@aao and Madsen 2009b, Birchall 2011).

Intellectual property rights such as copyright laws and trade secrets are also two of the regulating
forces of transparency (Vaccaro and Madsen (2009a). Similarly, Weitzner et al. (2008) also mention
copyright reguldions along with privacy regulations amongst those which regulate the flow of
information, and Turilli and Floridi (2009) mention ethical principles, such as privacy, copyright and

anonymity, should regulate the flow of information.

In the same fashion,réedom of Information laws regulate transparency provision. Freedom of
Information regimes will lead to increased transparency, prevention of corruption and greater public
participation in the political process, and without them, there will beropercdemocracy (Lidberg

2009). However, formal obligations to disclose information, such as Freedom of Information laws
and corporate governance codes, have to be balanced against considerations such as commercial
confidentiality, privacyand security (Hood 2d). Similarly, it is argued that freedom of information
implies a right to know that contradicts the right to privacy (Osborne 2004). In other words, these
instrumental rights to know advocate standards of information disclosure that both justify ard limi
transparency, allowing for a reasonable balance of stakehdlilgerests in other matters such as
privacy and security, and allowing organisations to remain competitive, protect their private data

and also meet the legal requirements (Elia 2009).

One again, certain contexts may introduce certain regulators of transparency. In the case-of non
governmental organisations, five main forces are identified that can influence the levels of
transparency: privacy, security, financial supporters (donors), etimgp institutions and

beneficiaries (Vaccaro and Madsen 2009b). In the case of public administration, four factors are
identified which can influence the policies on transparency: costs and risk, effective public

administration, publi@ right to know, ad rights of public servants (Bannister and Connolly 2011).
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What remains to be said in this section is that transparency is not only the target of regulations, such
as privacy or freedom of information regulations. Transparency also remains as an ativibute
regulatory systems, meaning that the regulations involving privacy or freedonfiooiriation should

be transparentto the public in order for them to be assessed and evaluated (Weber 2008). To
conclude, regulating transparency ensures that transparemdyile it is valuable, should not be

maximised at the expense of other interests (Scauer 2011).

2.11 Study of Transparency in Requirements Engineering
Transparency is a lorgjudied topic in fields of study such as politics, economy, and journalisnt. In al

these fields of study, transparency of information is considered to be a requirement of citizens
(Araujo et al. 2013). But in the field of requirements engineering, the study of transparency as a
requirement is a relatively new topic. While transpareha@g been mentioned in studies relating to

the citing and classification of ndanctional requirements, is has seldom been paid a scholarly
attention to, and has been mostly studiess a second class concept. Furthermore, the existence of
two contradictingdefinitions for transparency in software engineering has complicated the study of
transparency as a requirement (Turilli and Floridi 2009). Transparency has been used to mean
invisibility, e.g., a software system is considered to be transparent wherséis uwlo not need to

know its underlying mechanisms (Star et al. 1998), but it has also been used to mean visibility, e.g.,
when a software system is considered to be transparent when all functionalities of software are

disclosed to users (Meunier 2008).

When transparency is used in its second meaning, sometimes it is argued in two categories of
dginformation transparenc§ and ¢process transparen€y For example, do Prado Leite and Cappelli
(2008) state that software systemis transparent if it makes botthe information it deals with and

the internal functioning process transparent, called information transparency and process
transparency respectively. This same concept is @fectedin another studyconducted by them

(do Prado Leite and Capp&l010).

From the perspective of requirements engineering, transparency is commonly categorised as a non
functional requirement (NFR), because it is orthogonal to the software functionality since it is a
guality issue, and because software can work with or withwahsparency (do Prado Leite and
Cappelli 2010). Because of the nature of transparency as an NFR, it is argued that transparency can
rarely be satisfied; it can only be satisficed (Cysneiros 2013). Furthermore, as an NFR, transparency is
aided by other na-functional requirements such as accessibility, usability, informativeness,

understandability, and auditability (do Prado Leite and Cappelli 2010).
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Some works on transparency requirements have been conducted by the researchers in requirements
engineering. For example, using the NFR Framework, a software transparency softgoal
interdependency graph has been proposed which illustrates the interdependencies between
transparency requirements and other NFRs (Chung et al. 2012). Similarly, Cappelli et ahri@97)

that transparency requirements can be managed using the NFR Framework (Chung et al. 2012) and
i* modelling (YW2011). However, they also admit théitis not the final answer to transparency, as

there are shortcomings to be addressed.

Another study @ transparency requirements argues that organisations must know what
transparency is and how they can demonstrate transparency (do Prado Leite and Cappelli 2008). For
this purpose, a transparency ladder is presented, which contains the following five MFRs
accessibility, usability, informativeness, understandability, and auditability, and it is argued that
these five NFRs must be achieved in order to reach transparency. By using Github as an example of a
transparent ewironment, Dabbish et al. (2012013 illustrate that transparency has the ability to

reveal user€heeds and requirements.

In another study, and for eliciting transparency requirements, Serrano and Leite (2011) use a novel
approach to capture transparency requirements of stakeholders thmowas Argumerdtion
Framework (Serrano et &011). It is also advocated that to provide transparency, it must be dealt

with in the context of requirements specification (do Prado Leite and Cappelli 2010). In another
study, Cunha et al. (2013) illustratbet difficulties of presenting the transparency catalogue and
provide solutions for them, while Cappelli et al. (2007) illustrate that the evaluation of transparency
KFa | Otft2asS NBflI GA2YVAKALY Za&Vi KI & vIiBA6H dsdodnwR:8 d25S & & @ S

WHAT: What will be done? (task/artifact)

WHEN: When will each task be done? (time)

WHERE: Where will each task be performed? (place)
WHY: Why does the work need to be executed? (rationale)

WHO: Who will perform the task? (responsibility)

=A =/ =4 =4 4 =

HOW: How wilthe work be done? (method)

2.12 Some of the Socio Technical Impacts of Transparency in Practice
Transparency impacts on society and the way people live and obtain information have been

enormous. The demand for more transparency in several aspects ofaiheliges of people is now
increasing on a daily basis. Several examples are provided by Scauer (2011), showing the ever

increasing demand for more transparency:
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9 Courts, which are amongst the more transparent of decisi@king institutions because of
open hearings, public access to records, and written statements of reasons, are demanded
to become even more transparent.

1 Regulatory changes have responded to consumer advocates urging more transparency in
mortgages, consumer financing, banking, and othearfoial transactions.

1 Shareholder advocates require that corporations be more transparent about their
governance and decisions, while at the same time the corporations themselves, as well as
others, urge greater transparency as an alternative taaled nore awkward regulation.

1 Proponents of open source computer technology demand laws and contracts that raise

property over transparency

In a similar fashion, stakeholders of financial institutes demand more transparency, leading to new
regulations regardig reporting and financial disclosure, e.g., the Sarbafdsys Act in 2002 and

the Financial Markets Transparency Obligations Biredn 2004 (Wehmeier and Ra2912). In
politics, human rights groups such as Transparency International, the OpenySBeigidations,
Greenpeace and Lobbycontrol Germany treat governmental transparenayeasf éheir major goals

(Scauer011, Wehmeier and Ra&012).

In the United Kingdom Higher Education, government has demanded that transparency be delivered
through the governmenf@ Higher Education Funding Council for England (HEFCE), and universities
are required to provide compatibility between their activities and the demands of the Freedom of
Information Act (Neyland 2007). It should be noted that such transparéemands have also raised
several concerns in research, in teachiagd in University management, leading to increasing
pressure to demonstrate financial responsibility, e.g., through internal auditors, external auditors,

the Research Assessment Exerdaiggnands of Value for Monegnd Teaching Quality Assessments.

In the United States, President Barack Obama explicitly promised a more transparent government,

and he has issued several directives to fulfil that promise, for example:

1 Presidential Memorandunon Freedom of Information Act, 74 Fed. Reg. 468 ( 26,
2009),

1 Presidential Memorandum on Transparency and Governmenf-édl Reg. 4685 (Jan. 26,
2009), and

1 Memorandum from Peter R. Orszag, Director, Office of Management and Budget, to the

Heads of BExautive Departments and Agencies (Dec. 8, 2009).
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In the international scene, the international community attempts to set up standards for financial

transparency through the following efforts (Bellver and Kaufmann 2005):

1 The International Monetary FundIMF) Code of Good Practices on Transparency in
Monetary and Financial Policies

9 Accounting standards for the public sector set by the International Federation of
Accountants and auditing standards set by the International Osgaan of Supreme Audit
Institutions

9 Transparency principles for international banking established by the Basle Committee on
Banking Supervision

1 The Organisation for Economic -Gperation and DevelopmenfOECD) Best Practices for
Budget Transparency

9 OECD Declaration on International Inwesnt and Multinational Enterprises

1 The AsiaPacific Economic CooperatiofAPEC) transparency standards in Trade and
Investment Liberadation and Facilitation

1 OECD Anbribery Convention, 1996 Inteékmerican Convention against Corruption, the
2003 UnitedNations (UN) Convention against Corruptiand the 2003 African Union
Convention on Preventing and Combating Corruption

1 Other international agreements currently under discussion with reference to transparency
standards are th&Vorld Trade Orgasition (WTO) Agreement on Procurement, the Charter
for Transparency on International Financial Institutions (ISl the OECD Multilateral

Agreement on Investment (MAI).

Furthermore, several other efforts have been made for providing greater transparency puthie

(Lord 2006), such as

9 Data protection (e.g., Directive 95/46/EC of the European Parliament; European Commission
1995),

91 Data availability (e.g., Brazilian habeas data legislation; Republic of Brazilatfb7),

1 Access to information (e.g., Freedom lofformation Act; United States Department of

Justice n.d.)

2.13 The Need for Engineering Transparency
With so many facets and peculiarities present in the concept of transparency, and with the fine line

that exists between beneficial transparency and pesbétic transparency, it is not surprising that

some researchers have expressed a need for engineering transparency. It has been already noted
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that there is still a lack of systematic approaches for conceptualising and evaluatimgpdrency
(Stuart et al2012)and that there are no measures provided for transparency, while it is important
to propose one (Abishanab 2013). The need for developing techniques for assessing transparency

has also been statedC@rlo Bertoet al. 2012).

Griffith (2006) mentionghat policy makers and system designers should establish new criteria for
transparency that meet the needs of both legislators (as information providers) and citizens (as
information receivers) in the emerging and increasingly participatory version al@thformation

society.

In the information age, the role of technology is becoming more necessary in engineering
transparency. It is stated that the third generation of transparency policies, which is gradually
emerging, will be driven by technology aadllaborative in nature (Fung et al. 2007). However, it is
also argued that technology may enable transparency, but it cannot guide it, and therefore, there is
a risk of ICmediated transparency to be shallow, arbitragnd biased towards the interests o
corporations rather that stakeholders (Elia 2009). Such partial transparency, it is argued, can be
more damaging than none at all. Therefore, the technoldgyen engineering of transparency

requirements should avoid such a detrimental effect.

The impat of ICT on corporate transparency has yielded three areas of res€®adtaro and
Madsen 2009a)

1. Public policy which focuses on transparency as a policy measure and the role of ICT,
2. Computer ethics community, and

3. Social accounting and corpate sociakesponsibility field

In the firstarea transparency is analysed as a policy instrument for social regulation. Transparency
policies are effective for resolving controversial issues such as health and safety risks, and fighting
corruption, and ICT plays major rde in this context (Fung et &007). In the secondreg ICT is

seen as a driving force that is changing transparency from a static process to a dynamic and
interactive process by providing a new locus where organisations can interact wiih the
stakeholders. In the thirdarea ICT has been shown to enable stakehald@ngagement and

dialogue.

2.14 Summary
In this chapter, a statef-the-art literature review on transparency was presented, and the

advantages, effects, and si@dfects of tranparency were discussed. Furthermore, some of the

socictechnical impacts of transparency in todayvorld were briefly presented. In the next chapter,
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the foundations for the engineering of transparency requirements in business information systems

will be described, which will deal with the second objective of this thesis.
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Chapter 3

Reference Models for Engineering
Transparency Requirements

"ESSENTIALLY, ALL MODELS ARE WRONG,
BUT SOME ARE USEFUL."

George E. P. Box
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3 Reference Models for Engineering Transparency Requirements
The existence of reference models for a particular concept provides several benefits. First, reference

models can facilitate discussi@nd evaluation and offer a comprehensive outlook on the problem
space. Second, reference models limit the scope of the study on that specific concept by
concentrating on particular variables and defining the particular viewpoints which will help
researclers in dealing with that concept. Third, they can be used as a foundation for the design and
implementation of that concept. These benefits encourage researchers to devise and develop
reference models as a ground work for their study, which is also theoreahy reference models

are proposed for transparency in this thesis.

The reference models for transparency should facilitate the volatile nature of transparency, as
transparency can be viewedoth as a regulatoryand voluntary requirement. Regulatory
requirements are generallybmut the compliance between sigsn requirements and regulatory
constraints. Such constraints could be enforced by law (Ghanavati et al. 2007, Ingolfo et al. 2013) or
they could be quality constraints enshrined by some form of @mttor commitment (Ojameruaye

and Bahsoon 2014). Transparency might be seen as a regulatory requirement because laws and
regulatiors may reguire organisations to be traparent for certain reasons and on certain processes
(Wolfe 2003). Transparency canalse seen as a quality constraint, mainly as complying with
information availability to the stakeholders who would need them (Dawes 2010). Transparency
could be even twinned with privacy and data protection in the sense of being transparent about the
regultions about the right to hide or the obligation to reveal information (Holzner and Holzner
2006).

Despite the existence of such established conceptualisations and requirements engineering
approaches, little focus has been paid to transparency as amiaftiisn receive® requirement. In

other words, information receivers have a wide range of meguirements on the basic
transparency requirements of making information available and accessible. This becomes more
important when organisations decide to beanhsparent on a voluntary basis without the existence of
constraints or regulatory requirements. In such cases, the main focus would be making transparency
more meaningful and useful to the audience, the characteristic which has not been the main focus of
various reviewed works in requirements engineering literatéte.a result, the reference models for
transparency should be able to view transparency from both the information praRiderd the
AYF2NXIEGA2Y NB OS A dHedisPraviddsiBel nddessaybncapisits an dtteriid &

pave the way to such a consideration.
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As stated earlier in this thesis, the definition of transparency adopted in this thesis is the open flow
of high quality information in a meaningful and useful way amongst stakemlin a business

information system. This definition clearly points to the followsixg pillars

The existence of stakeholders with information needs
The existence of stakeholders who hold information
The existence of an information flow

The characterigcs of information aveingmeaningful

The characteristics of information as being useful

o 0 b~ wDdRE

The characteristics of information Aavinghigh quality

Based on this definition, four reference models for the engineering of transparency requirements in
a busiress information system are proposed in this chapter in order to enable requirements
engineers and information system analysts to better manage transparency requirements of

stakeholdersThese reference models capture:

1. The actorsinvolved in the process dfransparency provision and the information flow
amongst them(covering pillars 1, 2, and,3)

2. The meaningfulnessof the information made transparent through the disclosure of
information (covering pillar 4)

3. The usefulnessf information for a particularaudience in terms of providing them with
decision making capabilities through the disclosed informatamvering pillar 5)and

4. Thequality of the information disclosed to its intended audien@evering pillar 6)

These reference models provide a falation to measure and manage transparency as a-€lists
requirements engineering concept. These four reference models are basednoextensive
literature study on transparency in multiple disciplines including philosophy, management studies,
business dministration, journalism, and economy. The goal is to proddelid foundation in the
engineering of transparency requirements to make quality information available in a meaningful and
useful style to the right audience. As a proof of concept, thesereeice models are utilised to
investigate the UWited Kingdom (UK)Freedom of Information Act and enhancements to it are

proposed from the perspective of information receivers and transparency seekers.

The process of the creation of these reference modelas followsA template analysis approach
was adopted where @&ch reference model was initially built based on the information wigd from
the literature review on the six pillars mentioned abovéhen, the reference modelswere

augmentedin order to fitthe definition of a reference model. Afterwards, the reference models
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were discussed with the experts in the domain of requirements engineering as well as the experts in
domainspecific ontology creation and their feedback was utilised when applicabie féeduback

was obtained both in the form of fage-face communication (e.g., in universityde seminars and

in worldwide conferences with people in the same community) and in the form of written feedback
(e.g., enhancements to a submitted paper to afesence or journal). Furthermore, the reference
models underwent trivial changes as time passed by and they were put into practice -imomcl

scenarios and casudies.

The rest of this chapter is structured as follows. Section 3.1 discusses the=firtnce model,
Transparency Actors Wheel, which focuses on information circulation amongst relevant
stakeholders. Section 3.2 explains the second reference model, Transparency Depth Pyramid, which
centres on what constitutes meaningful transparency. BacB.3 describes the third reference
model, Transparency Achievement Spectrum, which concentrates on steps to be taken in order to
reach useful transparency. In Section 3.4, the fourth reference model, Information Quality in
Transparency, is explained, igh is borrowed from the work of Kahn et. §Kahn et al. 2002).
Section 3.5 will discuss several interdependencies that exist amongst these four reference models
and their implications for the engineering of transparency requirements. Section 3.6 \wiligate

the UK Freedom of Information Act from the lenses of the four reference models and provide a
detailed discussion and possible amendments on it. Section 3.7 provides a summary of this chapter

and introduces the nexthapter.

3.1 Reference Model 1: Transparency Actors Wheel
In order to understand transparency requirements, one essential prerequisite is to identify the

relevant actors in an information exchange. Amongst other things, the identification of these actors
makes it possible to understand here the information originates, which actors provide the

information, which actors receive it, and whether certain channels are used to relay information.

An initial model of information exchange illustrating relevant actors is discusseStuar{et al.
2012). In this model, which is presented inuf@3.1 (lefthand side), two entities are introduced,
information source and information receiver. The source disseminates some information to the

receiver, and the receiver provides feedback based on ttfatmation back to the source.

Based on this initial model, a more complicated model of information exchange is proposed by
Stuart et al. (2012) in order to fit toddy social networks. In this newer model ioformation
exchangewhich is presented in Fige 3.1 (righthand side), receivers can be a group of people
instead of one individual. Furthermore, a new entity called observer can observe the exchanged

information and can have access to that. The observer may also engage in these exchanges.
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Figure 31: Initial information exchangemodel (eft). Model fitted for social networks (ight) (Stuart et al. 2012

While these models have satisfied the needs of those proposing them in the act of information
exchange, some key elements are missing that are essential for the study of transparency. The first
one is the information medium which relays the information. The canrsiibn of an information
exchange medium as a technical actor is essential because it is where information can be stored, and
is therefore prone to information leakage and unwanted transparency. The example of Ashley
Madison websitgan online dating seige for married people or people in committed relationships)

and the problems caused by its hacking is one of the many examples depicting the sigmib€an
information exchange mediunn any transparency model of information exchange. The second
missingelement is information entity, i.e., the entity whose information is being exchanged. More
often than not, information providers provide information which involves other entities, e.g.,
another person or organisation. It is therefore essential to condidem in any transparency model

of information exchange. Third, the nature of information has not been thoroughly investigated in
these information exchange models. Not all the information in an information exchange model
relates to transparency. This is @her point to be considered in a transparency model of

information exchange.

The above reasons have been consideredTiansparencyActors Wheel, which was initially
proposedby Hosseinket al.(2015a) and later elaborated dyy Hosseinet al. (2015b). Tis reference
model proposes four actors in any information exchange model suited for the anajsis
transparency requirementdn this reference model, any flow of information can be broken down

into four elements:

1 Information Provider (IP)the entity that is providing and presenting some information

about another entity, or about itself.

1 Information Receiver (IR)the entity that is receiving, probably upon request, the

information about another entity, or about itself.
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1 Information Entity (IE) the entty whose information is being transferred. This can

sometimes include the IP or the IR, depending on the context.

1 Information Medium (IM) the medium through which the information is being channelled

and transferred.

There are a few details which should beted about these four elements of transparency. These

detailsare as follows:

1) IP and I&vill bethe same ifthe information provider is giving information about themselves,
for example, when someone is describing their own job.

2) IR and IBwill be the sameif the information provider is giving information abouhe
information receiver, for example, when someone is telling their colleague about that
O2f t Sl 3dzSQa LISNF2NXI yOSo

3) IP, IR, and I®vill be the same ifthe information provider is giving information aht
themselves to themselves, for example, when someone is keeping a private journal about
themselves. This can be of importance in the presence of an information medium, as
information can be stored and found on it, and this may lead to undesirable taa@spy.

4) IM might be absent in cases where the information is being transferred without using any

medium, e.g., in facéo-face communications.

Therefore, in this reference model, only the presence of the information provider and the
information receiver iobligatory. With respect to the information that is being transferred, any

information can be divided into two subcategories:

1 TransparenciRelated Information (TRIThis is the information that carries data related to

transparency presented by the infoation provider (IP) about the information entity (IE).

1 Transparencnrelated Information (TUIThis is the information whose transparency is not

important, relevant or in question, presented by the information provider (IP) about the

information entity (IE).

This reference model is illustrated in g 3.2. It should be noted that ithis transparency model of
information exchange, IP, IR, or IE do not necessarily refer to one stakeholder. Therefore, IP could be
one person, a group of people, one orgsation, a group of organisations, or any combination of
those. The same rule applies to IM, i.e., IM can be one medium or a group of media fulfilling the role

of information processing and relaying.
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TransparencyActors Wheel facilitates the classificationf transprency based on its actors.
Michener and Berscl2011) classij transparencyinto supplyside transparency andlemandside
transparency. In supplside transparency, transparency is supplied by the information provider in
two ways: it is either @pplied voluntarily, as a means to increase information receig#rast or
increase information providef®ccountability Lodge 20041 or it is suppliecdtoercively as a means

of complying with legal obligations. In demasidle transparency, transparendg provided in
response to demands and public requests, by providing information which is otherwise inaccessible
(Fox 2007.

The legal obligations of information providers to supply transparency fall into three categories of
mandatory transparency, discraionary transparency, andinvoluntary transparency $hkabatur
2012. Mandatory transparency refers to policies that oblige actors to disclose specific information,
e.g., Freedom of Information Act. Discretionary transparency refers to policies that abtiys to
publish some informationbut do not specify what exactly should be disclosed, e.g., the website
data.gov where federal agencies place online higdue datasets of their choice. Involuntary
transparency refers to regulatory responseswhistle-blowersand information leaks. This last type

of supplyside transparency is also classifiedhas-agentcontrolled transparencfNACT]Lindstedt

and Naurin 201)) where free independent thirgharty actors, such as the press, disclose information
by wilfully investigating and reporting the activities of an agent. The word agent in this context
clearly refers to the role o&n information provider. On the other hand, mandatory transparency
and discretionary transparency aragentcontrolled transparency(ACT) where information is
disclosed by an agent in response to some requirements on the agent, such as Freedom of

Information acts or personal demands, to make some information about its activities available.
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Demandside transparency can also fall into twategories olegal demands for transparency and
personaldemands for transparency. The first category, legal demands for transparency, denotes
transparency requirements which are based on laws and regulations, such as Freedom of
Information laws. It is mportant to recognise that such demassile transparency creates
mandatory transparency on the supgide as well. The second category, personal demands for
transparency, denotes transparency requirements which are personal and as a result, place no
obligations on the supphgide to provide transparency. Both categories of demaiuk
transparency are agertontrolled, because the information provider has control over the amount of

information that it discloses.

Apart from the supplside and demandide transparency, mediurmnstilled transparency should
also be considered. Frequently, the medium used to relay information between an information
provider and an information receiver may lead to unwanted transparency as a result of information
leakage. As sii¢ this kind of transparency is categorised as -agentcontrolled, because the
information provider has no control over the volume of disclosed informationur&ig.3

summarises the discussions above.
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Figure 33: Transparency Actors Wheel with transparency classification

Based onlransparencyActors Wheel reference modeliive different levels of transparency can be

identified, as follows:

1 Level 1¢ No Transparency: If IP only sends TUI information to IR, either through IM or
directly, and does not send any TRI information, th@me can say that there is no

transparency adeved. In this case, only IP knows about TRI.

66



)l

Being

Level 2¢ Unilateral Transparency: If IP sends TRI information along with TUI information to
IM, but IM does not reveal TRI information to IR and only sends TUI information to IR, then
one can say a unilaterdével of transparency is achieved. In this case, it is still only the IP
who knows about TRI, but this information is also stored in IM. It should be noted, however,
that certain laws and regulations may oblige IM owners to reveal this information and make
it transparent, which means the unilateral level of transparency will no longer be
maintained. Furthermore, ithis model of transparency, unilateral transparency can never
be reached if there is no IM.

Level 3¢ Bilateral Transparency: If IP sends TRirination along with TUI information to

the IR, either through IM or directly, themne can say bilateral transparency is achieved. In
this case, only IP and IR know about TRI.

Level 4¢ Trilateral Transparency: If IP sends TRI information along witfddination to

IR, either through IM or directly, and one of IP, IM or IR also sends them to IErthean

say trilateral transparency is achieved. In this case, IP, IR and IE know about TRI.

Level 5¢ Full Transparency: If IP sends TRI information adeitty TUI information to IR,
either through IM or directly, and probably one of IP, IM or IR also sends the IE, and at the
same time they make it accessible to the general public (including IE)ptieecan say full

transparency is achieved. In this cagetentially everyone knows about TRI.

in different contexts where transparency requirements arise necessitates different

appropriate levels of transparency. Therefore, it is important to investigate which level of

transparency is needed in evesifuationbased on the context of thatituation

The identification of different levels of transparency based on the stakehol@dargpe in

TransparencyActors Wheel leads to another aspect of transparency, which is to analyse if the right

level of transpareay has been reached. IP and IR havecmired level of transparencwhich is the

level of transparency they need, and achieved level of transparencwhich is the level of

transparency they actually get. As a result, three outcomes are possible:

1

Trangarency Shortage: Transparency shortage happens when the achieved level of
transparency is lower than the required level of transparency. This can lead to conflicts of
interest in the level of transparency.

Transparency Coverage: Transparency coverage eémspwhen the achieved level of
transparency is equal to the required level of transparency. This is the optimal solution

which helps toward joint optimisation inusiness information systems
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9 Transparency Abundance: Transparency abundance happens wheachiieved level of
transparency is higher than the required level of transparency. This can also lead to conflicts

of interest in the level of transparency.

It is sometimes the case that IP, IR, and possibly IE (i.e., when IE is a social actor) hame differe
transparency requirements. This can lead to conflicts of interest in the level of transparency that

each entity requiresThisis further elaboratedy providing the following examples:

Example 1Suppose a company is using a cloud service, and fotysaifiel security
reasons, they would like to know where their stored files are hosted and how they
are encrypted. Therefore they use the cloud service provider platform to get this
information from them. The client company may not be willing to use thecclou
services if the geographical location of their servers poses a threat to their security.
In this example, IP is the cloud service provider, IR is the client company, IE is the
server location and IM is the cloud service provider platform. The level of
transparency the client company is looking for is bilateral transparency, or probably
any level higher than that, i.e., the server location becomes public. If, for example,
the cloud service provider refuses to provide such information to the client company,
then the level of transparency the cloud service provider is offering is no

0N} yaLl NByOeod hy (GKS Ot ASyd O2YLI yeéQa &aiaARS:

Example 2:Suppose a government agency is investigating a case and needs more
information about asuspect. The government agency contacts an email service

LINE BARSNI (G2 O2ftfSO0G a2YS AyF2NN¥IFOA2Y | 62 dzi
example, IP is the email service provider, IR is the government agency, IE is the

suspect and IM is the telephon&te level of transparency the government agency is

looking for is bilateral transparency, and not any level higher or lower than that. If,

for example, regulations on the email service provider side oblige it to reveal such

exchange of information to the spect as well, then the level of transparency the
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side, this leads to transparency abundance.

These examples illustrate the possible conflicts of interest that may ariseebet different actors
and how these conflicts can lead to transparency shortage or abundance. Furthermore, such

conflicts can apparently lead to less accountability (as in example 1) or less trust (as in example 2).

68



3.2 Reference Model 2: Transparency Dept h Pyramid (Meaningful

Transparency )
Transparency requirements can be divided into three main categoBesinjster and Connolly

2011, which represent how meaningful the provided transparenc@isnarily, hese categories are

meant to deal with three gugtions and provide answers to them:

1 Data transparencgyor questions relating to data, content, and information: These questions

primarily answer what information is needed and who are the stakeholders in the context of
transparency. For example, in an o@imail service platform, data transparency reveals
whether secure mails are encrypted, or how many attachments an email may have.

9 Process transparencgr questions relating to processes, behaviours and interactions: These

guestions primarily answer hosomething is performed in the context of transparency. For
example, in an online mail service platform, process transparency reveals how secure mails
are encrypted, or how attachments are scanned for viruses.

91 Policy transparengyor questions relating tantentions, policies and decision making: These

guestions primarily answer why an action is performed in the context of transparency. For
example, in an online mail service platform, policy transparency reveals why the number of

attachmentsis limited, orwhy encryption is needed for delivering secure mail.

Bannister and Connolly2011) point out that process transparency usually requires data
transparency, and policy transparency usually requires data and process transparency. For example,
revealing why acryption is required for the delivery of secure mail reveals the fact that secure mails

are encrypted, and may also reveal some information about the process of mail encryption.

Another classification of transparency is proposgBtuartet al.(2012). Bised on this classification,
transparency can be categorised as identity transparency, which makes transparent the identity of
information exchangers, content transparency, which makes transparent the content and the
changes to the content, and interactiotransparency, which makes transparent the actions
performed during the interaction to a third party observer. Thhissisargues that the first two types

of transparency, i.e., identity transparency and content transparency, fall into the category of data
transparency, as identity and content are data, while interaction transparency falls into the category

of process transparency, since interactions reveals a process of information exchange.

Proceeding from data transparency to process transparency aridypishnsparency gives depth to
transparency, and the deeper transparency is provided, the more meaningful the information
becomes to its stakeholders. Such a shift in transparency provision can lead to positive side effects,

such as more trust. For exareplit has been shown that stakeholders will trust a recommender
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system more and act upon its recommendations when it provides explanations why it has suggested

a particular recommendation to therfsinha and Swearingen 2002

Disclosing theéhyQwill help build trust between information receivers and information providers.
For exampleand as stated earlierstakeholders will trust a recommender system more when it
provides explanations why it hasade aspecificrecommendation $inha and Swearingen 2002

will also prevent a practice known a@wvindow dressing, which is manipulating information by
readjusting the composition of information. Revealing the reasoning makes it possible for
stakeholders to spot possible flaws and to identify whether the diheeasoning results in outcomes
that match the disclosed data. The same argument applies for disclosingdtv® but at a lower

level, since the intentions of information providers remain hidden and only processes are disclosed.

Disclosing theHowQwill prevent data cooking as well. Making the processes of providing

information transparent to stakeholders means that stakeholders will know where the information is
originated from, how it is representednd how raw information is mediated before it reashthem.

As highly mediated information provides greater chances for information misrepresentation and
manipulation Michener and Bersch 20},1it can potentially lead to a suboptimal information flow

(Ruppertt al. 2013)which, in turn,can jeopardise #nsparency.

A systematic approach aiming for providing meaningful transparency should therefore enable the
engineering of transparency to distinguisimongstdata transparency, process transparenand

policy transparency. Furthermoreequirements enginers also need to be informed about other
regulations and policies that can affect the disclosure of information. They need to find the answers

to the following questions in order to engineer the meaningfulness and depth of transparency.

91 Does the disclosedinformation reveal processes and policies? How does such disclosure

help stakeholders in their decision making?

Transparencys often definedas the extent to which one entity discloses relevant information about

its own decision processes, procedurestfpemance, and functioningQurtin and Meijer 2006 In

order to provide process and policy transparency, requirements engingleould analyse the
disclosed information and categorise them accordingly. The processes should be linked to data,
should provi@ procedures upon request to avoid information overload, and should be presented
clearly in a systematic way, e.g., chronologically. Policies should be linked to data, should provide
reasons upon request to avoid information overload, and should be predesgmantically, e.g., on

a cause and effect basis. Feedback loops may be utilised to inform requirements esgihany

discrepancies between data and processes/policies, and of outdated or emerging requirements.
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1 Does the disclosed information reveal takeholdersQ identity information? What
anonymity regulations exist that must be considered in engineering transparency

requirements?

Concerning data transparency, it is important to know whether it reviehdatity, self or hidden
information, or that he data contains none of these elements. Revealing identity information can
diminish, if not demolish, stakeholddds | y 2 yileré i i§ &lso a requirement of the stakeholders
to remain anonymous. For example, in forums where people are expected toyopstitise an

organisatio® policies, transparency requirements must be governed by anonymity regulations.

1 Does the disclosed information reveal stakehold€self information? What privacy

regulations exist that must be considered in engineering traasency requirements?

This is where transparency interseatith privacyand may threaten privacyMeijer 2009. Revealing
self information can endanger stakehold@rprivacy requirements. Thereforerequirements
enginees must ensure, at early stages ofstem analysisGappelliet al. 2010), that revealed data

complies with privacy regulations liye systematic analysis of the disclosed data.

1 Does the disclosed information reveal stakehold€lsidden information? What secrecy

regulations exist that musbe considered in engineering transparency requirements?

Revealingt ( I 1 S KidtieR BifbikEnddion is in conflict with secrecy practicBsmeorganisations,
such as foprofit organisations, maintain a level of secrecy in order to have the market adyanta
over their competitors. HoweveBok (1989 suggests that while organisations are justified to keep
their secres, the justifications should be made public and transpardRquirements engineer
must reviewthe secrecy policies of organisations as aasw@e against the disclosure bidden

information, while they should composaddisclose thgustifications for such secrecy.

Figure 3.4 summaries the discussion by proposifigansparencyDepth Pyramid, whichshowsa
bottom-up structure for providing maningful transparencyAt the data level, there are personal,
hidden, and identity information and other types of dasaented information which may need to

be regulated by privacy, secrecy, and anonymity regulations and other general regulations that
might exist for the exchanged data, collectively referred to as data regulations. At the process level,
there are processes, behaviours, interactions, and procedures, all of which denote how an action is
performed or how a process works, and they can be lagd by process regulations. At the policy
level, there are policies, intentions, goals, and schemes, all of which denote why an action is done or

why a policy is in place, and they can be regulated by policy regulations.
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This reference model is furthetaborated by providing the following examples:

Example 1:Suppose a cloud service platform informs their customer that their
information is being transferred to a new server (i.e., providing data to the
customers). Some customers might be happy with itfisrmation, while others may
want to know why their information is being transferred to another server. They may
want to know, for example, whether this is being done for higher speed, higher
security, or higher availability on the new server (i.e., thegd policies and not just

data). Failing to provide a more meaningful level of information to the customers (in

GKAa OFasSz FrAtAy3I G2 LINRPOARS WgKeQu YI @&

customer trust in the cloud service platform.

Example 2:Supj2asS | 32BSNYYSyi I 3Sy e YySSRa
correspondence on an email service provider. The government agency asks the email
service provider to provide them with this information (i.e., providing data on their
request) while they cannot, for nminal security reasons, provide further information

as why they need this information and how they are going to use it. Therefore,
because of certain secrecy regulatioagy attempt from the email service provider

to get such information from the governmeagency is bound to fail.

These examples illustrate how the meaningfulness of information in an information exchange can be
important to stakeholders and can introduce possible side effects, while also showing that there can

be limitations and restrictios to information meaningfulness under certain circumstances.
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3.3 Reference Model 3: Transparency Achievement Spectrum (Useful

Transparency )
Useful transparency can only be achieved when it enables stakeholders to make decisions based on

the provided infomation and act upon them. For example, in the sociological and psychological
sense, transparency is defined as gaining information and knowledge about the environment in
order to prepare actions and decisionsréntrup and Theuvsen 20p6However, there & many
steps between information availability to information actionability to be catered for. This section of

the thesis discusses these steps towards achieving useful transparency.

3.3.1 Information Availability
Information availability is the first steip achieving useful transparency. Obviously, no transparency

is achieved if information providers withhold information from relevant stakeholders. While making
information available to relevant stakeholders, information providers should ensure that
information quality is maintained to avoid problems such as wrong information, biased information,
incomplete information and information overloadKolstad and Wiig 2009 CorrectnessMitchell
1998, completeness Griffith 2006, and timeliness Grimmelikhuijsea 2012 are amongst these
information qualities. It has been noted that information disclosure alone may defeat the notion of
transparency, because it can be obfuscating instead of enlighteitagvlins 2008). Therefore,

other steps are necessary to ensuausefultransparency is achieved.

3.3.2 Information Interpretation
Information interpretation is the second step in achieving useful transparency. In many cases, the

information provided by organisations and governmenis in such forms that are not
comprehensible byrelevant stakeholders. These forms can include cluttered tables, complicated
charts, crowded figuresand lengthy texts. Ertdser Licence Agreements and privacy policies are
two examples of such incomprehensible forms of information whickdnmterpretation for the
common reader. Therefore, it is usually essential for information providers, or mediators involved in
transparency provision such as journalists and reporters, to interpret the information in a way that

can be easily understood liyformation receivers.

Several studies highlight the importance of interpreting the provided information. For example, it is
arguedby Stirton and Lodgg€2001) that a public service is called transparent when they inform
stakeholders as well as explairethdecisions to them. Also, in their open learner model proposed
by Tanimoto (2009, the author state that to achieve a useful transparency, providing an
interpretive mechanism is necessary to translate the information from a pedagogical perspective
(i.e.,, the information provide® perspective) to a learn@ perspective (i.e., the information

receive@ perspective) in order to make the information comprehensible.
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Since information interpretation can be affected by its mediators, it is essential thaiatoes
present a truthful view of information tinformation receiversf transparency requirements are to

be met. In any case, it has been suggested that the number of mediators should be kept to a
minimum, andinformation receivershave better access th information straight from the source
rather than from mediators, in order to reduce information bid& der Cruijsen and Eijffinger
2010. This, however, may affect information interpretability. Therefore, there is a need to find a

trade-off between the presence of mediators and their effect on the interpreted information.

Furthermore, given the probable diversityimformation receives(ognitive abilities, requirements
enginees may actually have to find several different methods of information riptetation and
representation, each of which suiting a different setimformation receives. These methods can

then be used during requirements validation, and further when the software system is being tested
to verify the success of information intergegion from information receivesQpoint of view. For
example, requirements engineemay validate and test the use of charts and tables to present
information systematically (e.g., similar to arrival and departure tables at airports), the use of
different colours each with its own meaning (e.g., similar to those used in food industry on products
labels), the use of a ranking or rating system to enhance comparison capabilities (e.g., similar to
university rankings), andudiovisualaids to decrease readingnd learning overhead (e.g., token

displays with voice announcement).

3.3.3 Information Accessibility
Information accessibility is the third step in achieving useful transparency. While information

availability and interpretation are provided by informati providers, information accessibility
focuses on the ability of information receivers to access information. Sometimes referred to as
information visibility Michener and Bersch 20},1it isthe degree to which information can be easily

located byinformation receives.

Several studies address information accessibiligr example, it is discussdtiat to achieve
transparency, society members should have access to-dquglity information (Williams 2000
Furthermore Kaufmann and Bellvg2005 believethat transparency is not fully achieved unless the

general public are aware of information availability and know how to access such information.

It should be noted that mere information availability does not guarantee its actéisbdner and
Bersch 201}l Therefore, requirements enginegmust ensure the information is comfortably
accessible bynformation receives upon request. Furthermore, from the information receiers
point of view, inaccessible information and unavailable information cannot bendisshed from

each other in several cases, because when they cannot access the information they may simply
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conclude that it is not available from information providers. For example, this is the case with
lengthy terms and conditions and privacy policiekjchi usually make ititficult for their readers to
locate and access the information they need. Therefoeguirementsenginees should investigate

whether information availability requests gria reality, difficulties in information accessibility.

3.3.4 Information Perception
Information perception is the fourth step in achieving useful transparency. It refeirsfdgamation

receiver€yperceptionof transparency once they have accessed the provided information. It acts at
the cognitive level othese stakeholders and is therefore flicult to assessTagiuriet al. 1955).
Furthermore, individual and psychological factors, such as confirmation bias, can influence the
perceived level of transparency, as opposed to the actual level of transpandanydérCruijsen and

Eijffinger 201].

Several issues must be noted in dealing witformation receiver@perception of infomation. If

AY T2 NXYI (A pefceptidgh OfSrangpSraidyadoes not match that of the information providers,
useful transparency may fdab be achieved. Furthermore, if the provided information fails to change
the already confirmed perception of an information reaivabout the information provider,
transparency is still not achieved. Changing pe@pperception is not an easy task, aictheeds
continuous exposure to structured information which utilises their information processing methods
(Kearney 1994 and constant social interactions with the peop®w@annand Hill 1982 Since
perception is subjective, differemeople perceive thesame information in different ways and they

respond to information according to their own perceptidvénson 1979

As a possible solution, transparency engineering may overcome perceptual obstacles over time, by
putting importance oninformation receivesQfeedback Ali et al. 2012), which may also help in
building trust relationships with tree stakeholders Moghaddamet al. 2009), which in turn may
result in alteredinformation receiver&erception of information providers. There is also a need for
more studies by relevant communities to address the lack of metrics for evaluating information

perception related to transparency.

3.3.5 Information Understandability
Information understandability is the fifth step in achieving useful transparency. Obvjously

information accessibilitgnd information perceptiorare necessary conditiafor transparency, but
insufficient ontheir own (Michenerand Bersch2011). Therefore, for achieving useful transparency,
information should also be understood and comprehendsd information receivers. Therefore,
understandability is sometimes considered as one of the two crucial dimensions of transparency

(Holznerand Holzner2006).
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Some studies have mentioned information understandability as one of the steps towards useful
transparencyFor example, it is pointed ouhat transparency can only be useful when it enhances
understanding, not just increasing the flow of informati(iiall 199¢. The same notion is statdzy
Etzioni(2010, who argues that regulations on transparegcmust be enforced by governments to
make available information more understandable to the public, because without such

understanding, disclosed information will provide little de facto transparency.

From a transparency engineering perspective, the pegtida discussed in information
interpretation applies here as well, but the focus changes from information providers to information
receivers. Furthermore, understanding is a complicated, personal experi€utknget al. 1992),
which does not necessérirelate to information interpretation. For example, while all students in a
classroom receive the same information from a lecturer, their understanding of the subject (even
technical subjects which leave little room for personal interpretations) may gwegtly. Therefore,
requirementsenginees can choose the simplest representation of information, or allofgrmation
receiversto choose from various representations of information the one which maximises their
understanding. Furthermore, culture, larage, and cognitive abilities can impact understanding and
learning Cole et al. 1971, and must be considered during transparency provision. Finally,
requirements engineershould provide a continuous feedback loop (Ali et al. 2012hfrarmation
receivesin order to ensure the interpreted information intended by information providers matches,
at least closely, the understood information by information receivers, and then plan for software

system adaptation accordingly.

3.3.6 Information Acceptance
Information acceptance is the sixth step in achieving useful transparency. It implies either

information receiverQperception of information matches their beliefs, in which case the new
information confirms it, or that their perception of information does noateh their beliefs, but the
information changes it nonetheless. If information is not accepted by stakeholders for any reason

(personal or otherwise), then useful transparency provision may not be achieved.

While several studies consider information ac@epte as an important step in achieving
transparency Gower 2006 Wall 1996), there are no models or theories tailoring it systematically for
transparency. However, several models and theories of individual acceptance, sihehtlasory of
planned behavioy the theory of reasoned actigrand social cognitive theory already exist, which
have been extended to suit other fields of study, such as information technolteykéateshet al.

2003). Similar research must be conductethim engineering ofransparerty requirements.
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Similar to information perception, information acceptance acts at the cognitive level of stakeholders.
Therefore, it is essential that different disciplines, such as psychology, be consulted and collaborated

with in order to provide a hddtic view of such cognitive aspects of transparency.

3.3.7 Information Actionability
Information actionability is the seventh and last step in achieving useful transpar8noyetimes

referred to as informed decision making, information actionability engies that transparency
becomes useful when the provided information to information receivers enables them to act upon
it, make informed decisions, and therefore make use of the information. Information that does not
change perceptions, or does not helpatigon making, or cannot be acted up@woes not constitute
useful transparency. In other words, useful transparency should be able to alter something in the

outside world.

Information actionability has been argued in some studies. For example, it is dartpa
transparency is achieved when decision makers receive the information essential to make sound
decisions $imon 2005 Similarly, it is argued that information availability and accessibility are not
enough to reach transparency, and it is necessanyirfformation receiverdo do something they

find important and valuable based on the provided informat{btarrisonet al. 2010) In the same
fashion, Scauer(2011) also emphasises the importance of information usability, i.e., using the

obtained informdion byinformation receiverdor performingan action or making a decision.

Improper actions and partial or misled decisions are possible symptoms where useful transparency
has failed to be achieved. They can alert information providers and requiremegisees to revise

their transparency policies and transparency provision channels and techniques in an attempt to find
loopholes and deficiencies. Furthermore, requirements engimean also use reverse engineering

on information receivesQactions and dcisions based on the provided information in order to
understand whether the information has served its purpose well, used inachieving useful

transparency.

Figure 3.5 illustratesTransparencyAchievementSoectrum, whichillustratesseveral steps muired
to be fulfilled in order to achieve useful transparency, along with an example of an influential factor

in each step.

This reference model is further elaborated by providing the following example:
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Example Suppose a cloud service provider puts sdnfermation online about their
newly updated terms and conditions, making it available to all their customers.
Before suchiransparencycan be deemed as useful, the cloud service platform should
also guarantee the following aspects of information. Fifety should make sure that

the information can beinterpreted by their customers, meaning that they should
refrain from using jargons and technical terms as much as possible, and should
provide clear definitions to these terms when they are used in thé fBxey should

also ensure that the link to the newly updated terms and conditicraccessible by
everyone using a few clicks, while the link itself should be clearly visible on the
website. For more accessibility, they may decide to provide the nevwdgteg terms

and conditions to their customers by emailing them the link or the full text. Then
there is the issue of information perception, which means the cloud service platform
should ensure what they mean in the terms and conditions are what the cuestom
understandfrom the text. They should also ensure the information in the newly
updated tems and conditions are understoahd also accepted by theustomers

If, for any reason, the customers fail in believing the information in the newly
updated terns and conditions, they may stop using the cloud service or otherwise, it
may seriously affect their trust in the cloud service provider. Finally, such information
should help the customers in making a decision (e.g., whether to continue to use the
cloud sevice or not), otherwise reading the whole newly updated terms and

conditions and the provided transparencyill not be useful to them.
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This example illustrates hotwansparencyusefulnessn an information exchange can be difficult to

achieve, and whadteps there are that need to be taken in order to achieve useful transparency.

3.3.8 Transparency Usefulness and Transparency Meaningfulness
It is essential for requirements engineseto recognise the difference between meaningful

transparency and usefulransparency. While meaningful transparency argues tin&rmation
receiversmust know the actions and reasons behind the provided information (e.g., as expressed by
Griffith (2006)), useful transparency discusses that information provision should leatbtmation

NB O S mdichatHitpand help in their decision making processes, or at least to a change in their
perception of the information provider (e.g., as expressedsbguer(2011)). Therefore, meaningful
transparency can be considered as a statioperty of transparency with regards to the information

disclosed, and useful transparency can be thought of as a dynamic property of transparency.

3.4 Reference Model 4: Information Quality in Transparency
Information quality in transparency is a cralkcifacet, as without it, transparency can hardly be

achieved The literature on transparency does discuss the importance of information quality and
provides some facets for it (Griffith 2006, Rawlins 2008). However, there is currently a lack of
research orhow these information quality dimensions should be fulfilled and by which stakeholders,
and how their fulfilment can be assured. In the following, four categories of information qaadity
discussedyhich can be used in transparency and the dimensi@s®eated with them, borrowed

from the work of Kahn et a{2002):

1 Sound informationrepresents the quality of the information supplied by the information
provider, and consists of the following information quality dimensidree-of-error, concise
repreentation, completenessandconsistent representation

1 Dependable informationrepresents the quality of the service in providing information by
the information provider, and consists of the following information quality dimensions:
timelinessand security

1 Useful information represents the meeting/exceeding of the information rece@®@er
expectations in the supplied information quality, and consists of the following information
guality dimensionsappropriate amountrelevancy understandability interpretability, and
objectivity.

1 Usable information represents the meeting/exceeding of the information rece®er
expectations in information provision service, and consists of the following information
guality dimensionsbelievability accessibilityease ofmanipulation reputation, andvalue
added
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In the following, a brief definition for each of the information quality dimension is provided in an
alphabetical orderlt should be mentioned that these definitions are also adopted from the work of
Kahn et al(2002).

1 Accessibility The extent to which information is availabte easily and quickly retrievable.

91 Appropriate Amount The extent to which the volume of informationgsitablefor the task
at hand.

91 Believability: The extent to which information nsideredas true and credible.

1 Completeness The extent to which information is not missing and is of sufficient breadth
and depth for the task at hand.

1 Concise RepresentatioThe extent to which information is compactly represented.

1 Consistent Represeation: The extent to which information is presented in the same
layout

1 Ease of Manipulation The extent to which information is easy to manipulate and apply to
different tasks.

1 Freeof-Error. The extent to which information &ccurateanddependable

1 Interpretability: The extent to which information is in appropriate languages, symbols, and
units, and the definitions are clear.

1 Objectivity: The extent to which information is unbiased, unprejudiced, and impartial.

1 Relevancy The extent to which informatiois applicable and helpful for the task at hand.

1 Reputationt The extent to which information is highly regarded in terms of its source or
content.

9 Security The extent to which access to information is restricted appropriately to maintain its
security.

1 Timeliness The extent to which information is sufficiently-tg-date for the task at hand.

1 Understandability The extent to which information is easily comprehended.

1 ValueAdded The extent to which information is beneficial and provides advantages from

its use.

Kahn et al. (2002) also discuss that two information quality dimensions, interpretability and
objectivity, though categorised as useful information, fall between some of tf@msecategories.
According to them, objectivity can be categorised in@itiound information or useful information,
while interpretability can be classified in any of the four categories of sound information, useful

information, dependable informatigror usable information.
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Figure 3.6 illustrates the information quality diemsions and their classifications.

Conforms to Meets or Exceeds

Specifications Consumer Expectations

Sound Information Useful Information

Appropriate Amount
Product Free-of-error

Concise Representation
Completeness
Consistent Representation

Relevancy
Understandability
|Interpretability

Objectivity
Dependable Information Usable Information

Believability

Service S Accessibility

- I |
Quality . Ease of Manipulation
Security ;

Reputation
Value-Added

Figure 36: Information quality dimensions (Kahn et al. 2002)

This reference model is further elaborated by providing the following example:

Example Suppose a cloud service provider puts a lot of efforts in devising new
membership plans for new customers in terms of costs, secigitgls, number of
simultaneous access to the cloud, etc. Even when they achieve to provide meaningful
and useful information to the customers, a low quality in the provided information
can lead to several issues. For example, incorirgcrmation on the availability of

the cloud servicenay result in several customers trusting the cloud service platform
erroneously. In a similar fashion, incomplete information may lead to customers
relying on preconceptions and outdated information in their decision nmakivhich
may no longer be valid. Furthermore, when the information is not provided to the
customers in a timely manner, the customers may start to lfwokalternative cloud
services,pay subscription feesand start using thenbefore the information from
their current cloud provider becomes available, effectively rendering such
information uselessOn the other hand, when the provided information does not
meet the expectations of the cloud service customers (e.g., it is not relevant,
understandable, belieable, or accessible), they may stop using the cloud service all
together and look for alternative services which meet (or exceed) their informational

needs.
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This example illustrates how the quality of information can affect information receivers and their
decision making processes, and in turn emphasises that any information exchange meant to provide
transparency in a meaningful and useful way necessitates information that meets these quality

dimension.

3.5 Interdependencies amongst Models
The four referene models for transparency provide a holistic view of transparency falcatsieed

to be consideed during transparency provision. These reference models, however, have some inter
dependencies amongst each other as well. In this section, these-defg#ndencies are reviewed

and reflected upon. A running example will be used in this section to communicate these
interdependencies in a more comprehensible fashion. This running example involves a public
relations office inside a financial institute who wants tisclose some information about the
institute and their financial activities in the past year to the instifateustomers and stakeholders
through the institute® website. In this example, the financial institute is the information entity, the
public rdations office is the information provider, customers and stakeholders are information

receiversand the institute website is the information medium.

3.5.1 Inter -dependencies between Information Quality Dimensions and Transparency
Actors Wheel
The informaion quality reference modelclearly distinguishes between those quality dimensions

which should conform to specifications, and those which should meet (or exceed) the expectations
of the consumer.This subsection will discuss how this distinction can bksed in an effort to

identify which stakeholders are involved in the provision of each category of information quality.

The first category of information quality relates to thogealities in the category gsroduct quality
which conform to specificatits, such as having a concise or consistent representation. These quality
dimensions can be fulfilled without the need to involve information receivers, though they might be
able to help find problems and issues. Information providers can independentlyestisiquality of
these dimensions. As the provided information is about an information entity, they are also
responsible to guarantee the quality of these dimensions. Information medium, similar to

information receiver, is also not involved in this catago

In the running example, four information quality dimensions of being free of errors, completeness,
concise and consistent representation can all be guaranteed by the financial institute and also by the
public relations office. They can ensure all rapoare correct, all figures have a concise and

consistent representation and that the complete set of information is reported to the customers.
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The second category of information quality relates to thaegalities in the category o$ervice
quality which onform to specifications, namely security and timeliness. Similar to the first category,
both information provider and information entity are involved in ensuring these quality dimensions.
However, information medium also plays a role in this categoryt @ affect both the timeliness

and the security of the provided information. Guaranteeing these information quality dimensions
does not involve information receiver, although they can be helpful in finding issues with these

quality dimensions.

In the running example, public relations office may not be able to provide timely information if the
financial institute does not provide them with the information in a timely manner. The ins@ute
website may also be down, affecting the timeliness of the pravieormation, or its security might

be compromised, affecting the security of the provided information.

The third category of information quality relates to thagealities in the category giroduct quality

which meet or exceed consumer expectations,tsas relevancy and interpretability. Information
receivers are mainly engaged here, and only they can ensure whether qualities such as relevancy or
understandability are achieved. However, two information qualities in this category, interpretability
and obectivity, are affected by information provider and information entity as well. Therefore, these
two transparency actors are also involved in guaranteeing these information quality dimensions.
This is in line with propositions made about the informationakijy benchmark about
interpretability and objectivity being borderline dimensions (Kahn et al. 2002). Information medium,

on the other hand, is not involved as it does not affect any of these information quality dimensions.

In the running example, publicelations office may interpret the large quantity of data on spread
sheets and annual reports in a way that customers understand and make decisions based on it, while
the customers decide whether the provided information has an appropriate amount, isargléy

their decisioamaking processesnd can be easily understood. As the financial institute creates the

information, they can affect the objectivignd the interpretation of the provided information.

The fourth category of information quality relatesthosequalities in the category ofervice quality
which meet or exceed consumer expectations, such as believability and reputation. Similar to the
previous category, information receivers are mainly involved in this category in deciding whether
these information quality dimensions are properly met. However, one information quality
dimension, accessibility, is also affected by information medium. Therefore, these two transparency

actors should be linked to this fourth category.
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Figure3.7 illustrates dfferent categories of information quality dimensions and transparency actors

involved in each category.

Sound Information Useful Information

Igl?gl?t;t Provider Entity
Dependable Information

Service

Quality

Medium

Figure 37: Inter-dependencies between qality dimensions and transparency actors

3.5.2 Inter -dependencies between Information Quality Dimensions and Transparency
Meaningfulness
As information pieces are present in data, pro¢essl policy, all information quality dimensions are

linked to them. Arguably though, the link gets weaker for those quality dimensions which meet or
exceed consumer expectations. For instance, there is no difference in checking completeness in
data, processor policy and they all follow the same procedure, while for objectivity, one may argue
that it is easier to guarantee data objectivity than process or policy object@igsequently, it can

be argued that because of the existence of specifications, tieeestronger link between those
information quality dimensions which conform to specifications and data, process, and policy
transparency. For those information quality dimensions that meet or exceed consumer expectations,
the link is strong with data trasparency because it iglativelyeas/ to check dataguality, while it

gets weak as it moves from datansparencyto processtransparency and even weaker with the
transition from procesdransparencyto policy transparency, ai is harder to checknformation

quality in processeshan data ancharder to check informatioguality in policiesthan proceses

In the running example, the financial institute may make available all the data, procemses
policies within their organisation. Checking foras and problems in data documents follows the
same standards and procedures as process and policy documents. So is the case for guaranteeing

that all these documents have a concise and consistent representation, that they are complete,
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disclosed timely amh to the intended audience (i.e., security perspective). For customers, on the
other hand, it is easier to check whether the data is objective than to check whether the policy is
objective, because data documents deal with facts while process and polayménts discuss
procedures and goals of the institute which are less tangible to the customers. In the same fashion,
documents containing data might be generally more accessible than documents containing
processes and policies, might be easier to manigulas they correspond to spread sheets, fact

sheets, charts and graphs, and their added value can be more trusted and relied upon.

Figure 3.8 illustrates information quality dimensions and their links to transparency meaningfulness

regarding the strengthfathe links.
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Specifications Data T Expectations
Transparency "7
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Figure 38: Inter-dependencies between information quality dimensions and transparency meaningfulness

3.5.3 Inter -dependencies between Information Quality Dimensions and Transparency
Usefulness
Each step inTransparencyAchievement Sectrum, which denotes the level of transparency

usefulness, can be mapped to one or more information qualityegision, therefore highlighting the
interdependencies between thelransparency Achievement Sectrum reference model and

information quality in transparency reference model.

Information availability, as the first step in achieving transparency usefulnesknkied to all

information quality dimensions related tihe information entity andthe information provider, i.e.,
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free-of-error, conciseand consistent representation, completenessneliness and security. This
implies that the available informationhsuld already meet all the quality dimensions which are
expected fromthe information provider andthe information entity. Information interpretation

clearly links to interpretability, while information accessibility has a clear link to accessibility.

Information perception has a link to objectivity, as objective information, or the other side of the
coin, biased information, can have an influence aminformation receive® perception of the
provided information Proninet al. 2004)The eputation of theinformation provider or information
entity also plays a key role ian information receive® perception [Euller et al. 2007), and is

therefore linked to information perception.

Information understandability has a clear link to understandability, butss Bnked to appropriate
amount of disclosed information, because studies show that too little or too much information can
lead to information starvation and information overload, which in turn will affect the level of

understandability irthe informationreceiver Tidline1999).

Information acceptance has a clear link to believability, and is also linkdtke teeputation of the
information provider orthe information entity, as their reputation is crucial to the acceptance of
information by information eceivers. Information actionability is linked to relevance, as irrelevant
information means the information has no role in information receigdiecision makingStreufert
1973. It is also linked to ease of manipulatieinceease of manipulation implfethat information is
easy to apply to different tasks faninformation receiver, which makes the information actionable.
It is also linked to valuadded characteristic, as added value implies that information is beneficial

and provides advantages frois iuse, which again makes the information actionable.

Figure 3.9 illustrates information quality dimensions and the earliest step in transparency usefulness

where they play their roles.

3.5.4 Inter -dependencies between Transparency Usefulness and Transpare ncy Actors
Different transparency actors play their roles in different steps mentionedTransparency

Achievement Sectrum. The nformation entity is associated with information availability and
information interpretation, as they are the owners or creegoof information. They are also
associated with information perception, as their reputation can help or harm information rec@vers
perception of the provided information. The same logic applieth&information provider, as they

are the source of infenation provision to information receivers.
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Figure 39: Inter-dependencies between quality dimesions and transparency usefulness

The nformation medium is associated with information availability and accessibilityrelnunning
example, availability is influenced Iblye institute website if the website is down or experiencing
technical dfficulties. But even when the information is available on the institute website, a bad
design might hinder access to such information. Website design issuwgs as poor search facilities
or too many clicks before the information becomes accessible farrimation receiverscan harm

the ease of access to information.

The nformation receiver is associated with information accessibility, because the final access to
information can also be determined ke information receive® skills and capabilities. lhe
running example, the financial institute information on their website may simply be inaccessible by
some stakeholders who do not possess the necessary knowledge to suritéheet, do not have

the necessary technical equipment have no access the Internet.
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The nformation receiver is also associated with information perception and information
understanding, as they are the recipients of the provided information, and information is perceived
and understood by themThe nformation receiver is ab associated with information acceptability
and information actionability, as they should decide whether to trust and accept the information,

and whether the information can be used in their decisioaking or their tasks at hand.

Figure 3.10 illustratesansparency actors and their potential roles in different steps of transparency

usefulness.
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Figure 310: Inter-dependencies between transparency usefulness and transparency actors
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3.5.5 Inter -dependencies between Transparency Usefulness and Transparency
Meaningfulness
Transparency meaningfulness is treated differently in different stepachfeving transparency. In

this subsection, these interdependencisa® investigated

Starting with information availability, it is generally the case that information providers tend to
disclose their data more than their processes and policies. Therel t@ukeveral reasons behind

this. Some information providers may assume that their recipients simply do not need to know
about their processes and policies.the running example, the public relations office may assume
that while their customers need tankw what financial decisions have been made, they do not need

to know how or why they were made. Some information providers might consider such information
to be irrelevant to their customers, as they include internal processes. Some may think disclosing
such information may cause possible information overload to their customers, leading to more
confusion and a decrease in decisimaking abilities. Some may even think of such information to
be confidential, classifiecbr unpublishable, as it can decreafeir market influence when their

competitors also get access to such information.

In terms of information interpretability, information containing data is more interpreted than
information containing processes or policies. One reason could be that ietatjun is a time
consuming and costly practicéngljejikian 199), and therefore information providers prefer to
spend their resources on data interpretatioRurthermore, processes and policies may be more
straightforward and therefore need no or littliaterpretation. Inthe running example, the public
relations office might be more inclined to interpret the data containing the price of shares, their
increase or decrease compared to previous years, and future predictions for share prices, rather
than interpreting how the market dynamics led to an increase or decrease in share prices and why
the market dynamics can influence share prices. Furthermore, information containingsdatae
interpretable than information containing processes and policieshagetis simply more data to be

presented than processes or policies.

Information accessibility has a direct relationship with information availability, and therefore data

driven information is generally more accessible than procki&n or policydriveninformation.

Information perception is affected by transparency meaningfulness as well, as the data disclosed by
information providers is generally easier perceived than processes or policies disclosed by them. This
could be partly due to the fact that pcesses and policies deal with internal processes that are not
necessarily well understood by peoplgtduss 2000 Also, as already stated, data is usually more

interpreted than processes and policies, leading to clearer perceptions.
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Similar to informationperception, datadriven information is better understood by information
receivers than procesdriven or policydriven information. The same reasoning for information

perception applies to information understandability as well.

With regards to informationacceptance, disclosing only data might be less convincing than
disclosing processes and policies leading to that data. Knowing the processes and reasons usually
makes the information more credibleS¢ott 1994 and consequently, more acceptable by

information receivers.

Information actionability is also affected by transparency meaningfulness, with disclosure of
processes and policies having a more positive effect and being more influential during decision

making by information receivers.

Figure 3.11 illusates how transparency meaningfulness is linked to transparency usefulness in each

step.
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Figure 311: Inter-dependencies between transparency usefulness and trangpey meaningfulness
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3.6 Proof of Concept: UK Freedom of Information Act
As a proof of concept, in this section the UK Freedom of Information Act 2000 (henceforth FOIA)

found inlegislaion.gov.ukis probed. FOI#s officially available in the website of the UK government
at the time of publication of thighesis FOIA is investigated using the four reference models of
transparency in order to find out if and how it takes into accoum ififormation receive® (i.e., the

public in this case) need for transpareneyd the lessons learnt and strengths and weak points
found in FOlAare discusseth relation to this investigation. Possible improvements to be considered

in newer versions dfOIA are also proposed.

3.6.1 FOIA and Transparency Actors Wheel
FOIA was investigated in search of different actors involved in transparency provision. In FOIA, four

actors identified infransparencyActors Wheel are present. For example, Part |, Seclifl), reads:

G!'ye LISNBR2Z2Y YF1Ay3 | NBIjdS&aG FT2NJ AYF2NXYI GA2
informed in writing by the public authority whether it holds information of the
description specified in the request, and (b) if that is the case, tothavénformation

communicated to hing.

¢ KS GSNY éinihé abdds ferg 4 the information receiver and the public authority

refers to the information provider. It also mentions that the information should be communicated to
the information receier, therefore acknowledging the presence of an information medium for
communication. Information entity is the public office whose information is requested, and an

extensive, comprehensive list of them is provided in Schedule 1 of FOIA.

Furthermore, the nformation which flows amongst different stakeholders is divided into the
information which brings about transparency (i.e., transparersdgted information) and
information held by information provider (i.e., public authority) which does not constitute

transparency (i.e., transpareneyrelated information). This can be found in Part I, Section 7(1):

G2 KSNBE | Llzof AO I dzi K2 NJR § &ation do informa@tiorsd®a Ay { OK.
specifed description, nothing in Parts | to V of this Act appliesnip other information
held by the authority

With regards to the transparency classification, FOIA falls into the category of legal demands in
demandside transparency. The reason is that it is the information receiver, and not the information
provider, who initiates the transparency provision by demanding certain information. However, as it
is already mentioned, such a legal demand in demsidd transparency produces a mandatory

supplyside transparency as well.
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3.6.2 FOIA and Transparency Depth Pyramid
In FOIA, it is mainly the data which is communicated to the information receiver. Little mention of

processes or policies can be found explicitly in FOIA. In Part I, Section 17(7)(a), FOIA states that:

G! y2030A0S dzy RSNJ & dzo a S O inApartculacs miany péoocedure2 NJ 6 p 0
provided by the public authority for dealing with complaints about the handling of

requests for information or state that the authority does not provide such a procédure.
Furthermore, in Part I, Section 19(3)(b), FOIA sttitat

GLY FR2LIGAY3 2N NBOASsAyYyI | Lzt AOFiGAz2y alOK

the public interest in the publication of reasons for decisions made by the authority.
With regards to transparency meaningfulness, the following issues mugirisdered:

1 Even when FOIA does not explicitly mention the communication of processes and policies
amongst stakeholders, it is conceivable that the information requested by the information
receiver may actually contain them. For example, a Freedom ofnhafiion request may
concern a city council expenditure on a new bridge which may also contain why the decision
on building that bridge was made and how it was made in a council meeting.

9 In several occasions in FOIA, it has been duly noted that when theested information
will not be available for information receiver, they should be notified of the reasons for such
nondisclosure. For example, it is written in FOIA that it is an obligation to notify the
information receiver of the reasons for not complgi for their preferred method of

communication (Part I, Section 11(3)).

3.6.3 FOIA and Transparency Achievement Spectrum
FOIA is mainly concerned with disclosure of information and information availability. This is justified

given the fact that FOIA is raet to deal with legal requirements of information receivers, and is not
as much concerned with how such information may or may not help their decision making

processes, and effectively be actionable to them.

Information availability and information accésidity are the two sides of the same coin,
representing two different perspectives of information providers and information receivers.
Furthermore, FOIA views information provision as a service (which will be discussed in the next
subsection). TherefordsOIA is also concerned with information accessibility. This can be observed in

iKS GAGES G2 tINI L 6KAOK Aa a8 008Saa G2 LyT2N
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On the other hand, there is no mention in FOIA of information interpretation in a way thabean
easily understood by information receivers. Furthermore, FOIA is not concerned with information
perception, understandability, acceptanaa actionability. While this is justified, it also means that
FOIA does not necessarily result in useful transpayeInformation receivers may receive hundred
pages of data in forms of spread sheet files and lengthy text files which provide no informational
value to them, and in some cases may actually lead to more confusion and possible diXResty(
1980). Fo example, in the Freedom of Information section of the website of the UK parliament
(www.parliament.uk/siteinformation/foi), there is a link to transparency publications in which the
member of parliament@xpenditures, allowanceand details of financgolicies can be found. This
obviously satisfies the FOIA regulations, but the provided information is rarely usable for the

common audience and needs financial expertise and journalistic endeavolesittdersood.

3.6.4 FOIA and Information Quality in T ransparency
FOIA is mainly information provider oriented, and as such, there are no mentions of the information

guality dimensions that meet or exceed consumer expectations, such as reputation, relevancy, and
believability. Furthermore, FOIA is product qulity agnostic, as it presupposes that the provided
information has the standard and expected quality. Therefore, information quality dimensions such
as freeof-error, concise representation, consistent representation, and completeness cannot be

found in FQA either.

It was mentioned earlier that FOIA regards information provision as a service. As such, the two
information quality dimensions of timeliness and security can be found in FOIA. the foneliness

of the requested information, Part |, Sectio@(1) states:

G{dzo2SOoi (2 &adzwaSOiAzya oH0O YR 0600X | Llzo
promptly and in any event not later than the twentieth working day following the date of

receipté

As forthe security of the requested information, sevetati in Part Il of FOIA deal with exemption of
information provision. Amongst reasons given by FOIA why certain information cannot be disclosed

to the public are, to name a few:

Information supplied by, or relating to, bodies dealing with security matters
Information regarding national security

Information regarding the defence of the UK

= =/ =4 =4

Information whose disclosure may adversely affect the UK international relations, internal

relations within the UK, or the UK economy
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On the other hand, FOIA mentionerse of the offences related to attempts tie alteration a

concealment of information, in Part VIII, Section 77:

Godd ye& LISNER2Y (2 6K2Y GKAA adwaSoOdizy I L
defaces, blocks, erases, destroys or conceals anydraetit by the public authority, with
the intention of preventing the disclosure by that authority of all, or any part, of the

information to the communication of which the applicant would have been entitled.

One can deduce that this article is trying teepent disinformation or misinformation. However,
since several information quality dimensions are not explicitly stated here, or anywhere else in FOIA,
it can be concluded that not much attention has been paid to information quality in FOIA other than

what was already discussed.

3.6.5 Reflections on FOIA
While investigating FOIA, several observations were formed with regardsi iol | SK2 f RS

transparency requirements. In this subsection, some of these observations are shared and discussed.

3.6.5.1 FOIA ismainly associated with mandatory transparency.
FOIA distinctly states that transparency requirements, where legally and pragmatically possible,

must be met even when the information is maintained by actors other than the information

provider. In FOIA, PaktSection 3(2)(a) and 3(2)(b), it is stated that:
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the authority, otherwise than on behalf of another person, or (b) it is held by another

person on behalf of thauthority £

This illustrates the importance of meeting transparency requirements as a legal demand of

information receivers (demansdide) and as a legal obligation of information providers (supiolg).

3.6.5.2 No transparency should be managed in the engineering of transparency
requirements.
FOIA advocates that no transparency provision is part of transparency management. In fact, about

13 pages of FOIA, which constitute Part Il of this act, deal with information which is exempt from
disclosure, along \h other places in FOIA where transparency requefiisals arediscussed, such

as Part I, Section 17. This implies that any model of transparency should also consider loci where
transparency provision is prohibited or limited to certain stakehold@®i&a 201). This is in line

with the proposed transparency levels discussed earlier in this chaptleere no transparency is
considered as the first level of transparency, and mleonstructs have been devised to capture the

prohibition of information dislosure to certain stakeholderag will be discussed in Chaptgr 4
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3.6.5.3 Feedback channels should exist between information providers and information
receivers.
FOIA acknowledges that in order for information providers to better understand the infaymati

required by information receivers, there needs to be a feedback or communication channel. In FOIA,

Part I, Section 1(3)(a) and 1(3)(b) state the need for such a feedback channel:
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and locate the information requested, and (b) has informed the applicant of that
requirement, the authority is not obliged to comply with subsection (1) unless it is

supplied with that further informatios.

Therefore, any tool capturingdnsparency requirements of stakeholders should also providmthe

with such a feedback channel.

3.6.5.4 Managing transparency requirements is costly.
Meeting transparency requirements does not occur without a cost. In fact, meeting transparency

requirementscan be costly, both in terms of money and in terms of time dedicated to become
transparent. FOIA acknowledges such costs and discusses the possibility of incurring fees on the
information receive® side in Part |, Sections 9 and 13. The cost of transpglie not only monetary

either. It also costs time to comply with Freedom of Information requests, which is reflected in Part

I, Section 10 of FOIA.

Such costs could potentially discourage both information receisad information provides from
willingly requesting and providing information. Consequently, automating the process through

software tools and techniques could reduce both monetary and time costs in the long run.

3.6.5.5 Transparency is meant to be communicated efficiently.
FOIA observes the oomunication preferences of different information receivers, and obliges

information providers to respect such requirements in Part |, Section 11(1)(a):
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communication byany one or more of the following means, namely, (a) the provision to

the application of a copy of the information in permanent form or in another form
acceptable to the applicant ... the public authority shall so far as reasonably practicable

give effectto that preferencet

With the increasing use of digital devices, it is reasonable to think that some of these communication
channels could be through digital devices, such as mobile phones, and digital means, such as email.

Using computerised toolsanhelp increase the efficiency ancgand the reach of transparency
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3.6.5.6 Transparency provision can become vexatious.
According to Part |, Section 14 of FOIA, an information receiver cannot make several subsequent

identical or substantially similar transparcy requests. The time and money costs, plus the burden it
puts on the shoulder of the information provider, in this case the public authority, yustith a
prohibition. While this justification is unobjectionable, automating the whole procedure of
transparency management (agll be discussed in Chapte) &ould remove this obstacle and satisfy

information receiverSconstant demandsfdransparency.

3.6.5.7 Transparency of transparency requirements can also be problematic.
There are instances where bg transparent why transparency requirements cannot be met can

also be harmful, because that information can also reveal classified information and lead to

unwanted transparency. FOIA discusses such refusal of transparency about transparency in Part |,

Sedion 17(4):
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to the extent that, the statement would involve the disclosure of information which

would itself be exempt informatiaf.

Therefore, any transparencyabshould also represent these peculiarities of transparencyithbe

discussed in the next chapter

3.7 Summary
In this chapter, four reference models for the engineering of transparency requirements in business

information systems were presented andisdussed. The inteependencies amongst tle
reference models were examined and it was illustrated how they should be considered during the
engineering of transparency requirements. The reference models were then utilised in order to
investigate FOIA anidls strengths and weaknesses from an information rec&vperspective, and

to recommend amendments where possible. These referenceetsadgether have the potentiab
capture and manage the peculiarities of transparency requirements, and therefag,ctm form a

solid foundation forthe modelling and analysis of transparency requirements. In the next chapter,
this foundationwill be used in devising a transparency modelling language, called TranspLan, for the

modelling and analysis of transparencygugements in a business information system.
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Chapter 4

TranspLan: A Modelling Language for
Transparency Requirements in Business
Information Systems

"TO HAVE ANOTHER LANGUAGE IS
TO POSSESS A SECOND SOUL."

Charlemagne
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4 TranspLan: A Modelling Language for Transparency Requirements

in Business Information Systems
In the previous chapter, four reference models were proposed for transparency requirements, and

these reference models were informed by the extensive literature study on transparency in multiple
disciplines, including requirements engineering. These reference models provide a critical focus on
transparency requirements in a business information systetiich isthe systematic modelling of
transparency requirements. Witlut a rigorous and systematic model, several benefits related to

the engineering of transparency requirements cannot be properly accomplished.

The first benefit is that a transparency nuel can facilitate a consistent method for eliciting
transparency requirements of stakeholders. Second, a transparency model can provide methods for
analysing transparency, which could be automated as well. Third, a rigorous transparency model can
also malk way for automated validation and evaluation of transparency. Such a model, however,

does not exist for transparengget.

Based on the extensive mutlisciplinary literature study on transparency and four transparency
reference models proposed, aomainspecific language forthe modelling and analys of
transparency requirements in a business information system is desisggroposed in this chapter
This language, which is called Transp&ANS&ency ANguage, facilitates different aspects of
trangparency requirements elicitation, modellingnd analysis. TranspLanodelling language is
mathematically defined, a graphical representation is provided for it, and it is enriched with two

specification models.

It should be noted that transparency, simil@ some other NFR requirements such as privacy, can
be contextdependent. This means that stakehold@ransparency requirements may change when

the context changes. However, TranspLan modelling language does not explicitly capture contextual
information in the modelling and analysis of transparency. That being said, TranspLan has the
capability of being furthermore augmented with context information and by adding new constructs
to the language. Such augmentation is, however, outside the scale of &sis thnd remains a future

work on TranspLan modelling language.

The rest of this chapter is structured as follows. In Section #hd transparency language is
presented, is formally definedand its mathematical definition is provided. In Section 4.2, esom
algorithms for the automated analysis of transparency are proposed. The chapter is concluded and

summarised in Section3Ll.
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4.1 TranspLan: A Transparency Modelling Language
Before identifying the need for a new modelling language for modelling andsangl{ransparency

requirements in a business information system, attempts were made to augment or modify existing
modelling languages in order to make them suitable for such modelling and analysis. As discussed
earlier, i* modelling, which was also propaseby Cappelli et al. (2007) to have the base

requirements of transparency modelling, was considered in particular.

Attempts were made to augment this modelling language with the constituents of transparency so
that it could also be used for transparencydelling. These attempts, however, failed for several
reasons. First* is goal oriented, while transparency is information oriented. That is to say, Wwhile
modelling focuses mainly on goals and how different tasks can help achieve those goals,
transpaency focuses on stakeholders and how information is exchanged amongst them. Second,
transparency itself is considered a softgoai*inmeaning that it is part of a bigger picture in which
tasks are conducted to reach other (hard) goals of the actors vadolOn the other hand,
transparency itself becomes the main focus of any information exchange and other possible goals of
actors become inconsequential in this manner. Thitdtreats information as a resource which
circulates amongst different actors an i*, resource modelling hditle elaboration and therefore

little significance. In transparency, however, information plays a vital role and is a central entity.
Finally, several fingrained attributes of transparency with regards to meaningfulnesgfulness,

and quality of information could not be modelled usifgAll these reasons led to this outcome that

a new domairspecific modelling language needs to be devised for transparency requirements.

TranspLan is designed in order to help a businessrmation system inthe engineeringof
transparency requirements. TranspLan consists of StakeHG@ldgiarmation Exchange Layout
Diagram (Shield diagram) for the visual representation of information exchanges amongst
stakeholders and their transparencyequirements. TranspLan is also accompanied by two
descriptive specification models for information elements and stakeholders, called INFOrmation
eLEment Transparency Specification (Infolet specification) and Stakeltoltigiemation
Transparency REQuments Specification (Sitreq specification), respectively. These specification
models explain the information elements and the stakeholders with their elicited transparency

requirements in the Shield diagram.

4.1.1 Modelling Constituents and Representations
The TranspLan language is mainly built based on three different constituents: stakeholders,

information elements, and the relationships between stakeholders and information elements.

Relationships can be decomposed using decomposition relations. Amation exchange is a
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combination of all these constituents and illustrates the flow of information amongst different

stakeholders. These constituents are described as follows.

1 Stakeholdersare the people, departments, organisations, etc., which are ineblire
providing, receiving, or requesting transparency in any information exchange amongst
stakeholders. When categorising stakeholders, they are commonly represented as one
entity, e.g., Student or Finance Department. However, the exchanged informatibm \ait
information exchange system may concaththe stakeholders within that system, or it may
even concern th@ublicaudience.

1 Information elements are pieces of information exchanged amongst stakeholders.
StakeholderQtransparency requirements afté the way information elements should be
formed and presented to other stakeholders. Information elements have a type, which is
related to their transparency meaningfulness. These types can bdatatype, theprocess
type, or thepolicytype.

1 Stakehoter-information relationships exist between stakeholders and information
elements, and they describe how the information element is associated with the
stakeholder. Theproduction relationship denotes that the stakeholder produces the
information element ér other stakeholders. Thebligation relationship denotes that the
stakeholder provides the information element based on coercive supply or requests the
information element based on legal demands. Timtionality relationship denotes that the
stakeholderprovides the information element based on voluntary supply or requests the
information element based on personal demands. Tégtrictionrelationship denotes that
the information element should not be available to the stakeholder. Thdecidedness
relationship denotes that the relationship between the stakeholder and the information
element is not known or decided yet.

1 Decomposition relationsexist between some relationships and can be one of the following:
the and decomposition relation, theor decompodion relation, and thexor (exclusive or)
decomposition relation.

1 Information exchangedllustrate the flow of information from an information provider to an
information receiver or requester. An information exchange system is a collection of all

information exchanges in a business information system.
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4.1.2 TranspLan Mathematical Definition
The TranspLan language and its constituents can be defined using the ordinary mathematical
language as follows:

Definition 1 (Information element). Let IE = {ieq,iea, ....iem} be the set
of information elements, and IE_Label and IE_Name be sets of unique labels and
names respectively. Fvery ie; € IE can be defined as follows:

IE = {ie | ie = (ietype,ielabel,icname,icused) A ietype € IE type A
ielabel € TE label A iename € [E name A ieused C ielabel}

I E type = {data. process, policy}
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