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Abstract

Knowledge of the Human Visual System (HVS) may be exploited
in computer graphics to significantly reduce rendering times with-
out the viewer being aware of any resultant image quality differ-
ence. Furthermore, cross-modal effects, that is the influence of one
sensory input on another, for example sound and visuals, have also
recently been shown to have a substantial impact on viewer percep-
tion of image quality.

In this paper we investigate the relationship between audio beat rate
and video frame rate in order to manipulate temporal visual percep-
tion. This represents an initial step towards establishing a com-
prehensive understanding for the audio-visual integration in multi-
sensory environments.

Keywords: cross-modal, frame rate, beat rate, temporal percep-
tion

1 Introduction

The high-fidelity rendering of complex scenes in real time is still
unachievable even on current high performance desktop machines.
Researchers have thus started exploring the interaction across dif-
ferent senses to exploit any limitations of human perception that
may then be applied to reduce computational requirements while
still maintain a perceptually high-fidelity result. One particular
cross-modal effect which has been successfully exploited in the
past in the field of computer graphics is that of vision and audi-
tion [Mastoropoulou 2006] [Hulusic et al. 2008]. This work was
based on previous psychological research such as [Welch and War-
ren 1980] [Recanzone 2003] [Shams and Shimojo 2004].

In current interactive virtual environments, such as video games,
more computation time is spent on computing compelling visuals
than calculating audio. This is because much of the audio may be
pre-recorded, unlike the physically-based illumination and charac-
ter animation in the visuals that may have to be computed on a
frame by frame basis. In such virtual environments audio, poten-
tially music, may be used to create an emotional involvement with
the situation. If the influence of audio can be exploited, it may be
possible to reduce the computation required for the visuals without
reducing the perceived visual quality. The emotional involvement
caused by music is a very complex phenomenon. We propose to
investigate the more straightforward relationship between specific
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aspects of audio and video that function in the temporal domain,
in particular beat rate and frame rate. If understood and then har-
nessed correctly, this relationship should make it possible to have
a graphics engine that can change the beat rate and the frame rate
on-demand to reduce its work load whenever required. This would
effectively reduce the computational time of rendering, without the
user noticing any perceptual loss in quality. In this paper we present
an initial series of psychophysical experiments to explore this rela-
tionship. In the experiments with 49 participants the beat rate and
frame rate were manipulated for different rendered animations and
the perceptual difference in temporal quality was acquired and anal-
ysed using multiple statistical analysis methods.

2 Related Work

In the research area of perception much more attention has been
given to the exploration of the individual senses rather than to the
cross-modal interaction between them. Even the research that has
been done has been more focused on sound influence on spatial
image quality than on its temporal domain.

2.1 Audio-visual cross-modal interaction in psychol-
ogy

The cross-modal interaction is apparent in both directions: as video
can influence auditory perception, audition is also very influential
while being presented along with the visual stimulus. Psychology
has investigated many of these phenomena simulating them in the
laboratory. Welch et al. [1980] introduced the modality appro-
priateness hypothesis which was the solid base for further investi-
gation of cross-modal interaction. This hypothesis states that the
modality which is more accurate and appropriate for a given task
will dominate the perception in that particular task. The ventril-
oquism effect [Howard and Templeton 1966] for example, is the
direct consequence of the greater spatial acuity of vision. It shows
that humans, while watching TV or a puppet show, are associating
sound source to a speaking person/puppet’s mouth even though it
originates from the speakers/ventriloquist positioned at a different
location. Another example of the visual impact on auditory percep-
tion is the McGurk effect [Mcgurk and Macdonald 1976] where a
sound of /ba/ is perceived as /da/ when accompanied with lip move-
ment corresponding to the pronunciation of /ga/.

Other research has investigated the influence of audio on visual per-
ception. This work showed that this effect is apparent and partic-
ularly strong in the temporal domain since the auditory system in
that domain has greater acuity. One example of auditory dominance
over vision is the auditory driving effect [Gebhard and Mowbray
1959] showing that auditory flutter influences the apparent rate of
the visual flicker, but not the reverse. Another type of auditory in-
fluence on vision is presented in [Sekuler et al. 1997]. In this case
two visual targets move towards each other and cross. When pre-
sented to participants without any sound, the majority report that



the targets pass through each other. After introducing a sound at
the time of collision, the targets are reported to be bouncing off
each other. Recanzone in [Recanzone 2003], when presenting au-
ditory and visual stimuli at different frequencies, showed that audio
can significantly influence perception of visual temporal rate, but
visual stimulus has no effect on auditory perception. Morein-Zamir
et al. [2003] showed that the time between two light flashes is per-
ceived longer when a sound is presented before the first and after the
second light, but shorter when there are two sound beeps between
the lights. Other interesting phenomena are the illusory flash effect
[Shams et al. 2000] [Shams et al. 2002] and the Rabbit illusion
[Kamitani and Shimojo 2001]. These phenomena provide strong
evidence of auditory influence on temporal visual perception. Here
a single flash accompanied with multiple beeps is perceived as mul-
tiple flashes and three visual targets i.e. Rabbits, shown in sequence
with the horizontal offsets are perceived as five flashes, and thus
much smoother, when coupled with five beeps - three beeps pre-
sented synchronously with flashes and two inserted between them.
Similar work was conducted by Getzmann [2007] in which he in-
vestigated visual apparent motion. For a complete overview see
[Shams and Shimojo 2004].

2.2 Audio-visual cross-modal interaction in com-
puter graphics

In the last decade there has been increased research in the field of
cross-modal interaction. However, this work is still very much in
its infancy. Mastoropoulou et al. [2005a] using selective render-
ing [Debattista 2006] and the inattentional blindness phenomenon
[Mack and Rock 1998] showed that when there is a sound emit-
ting object in the scene it is enough to render that object in high
quality and remainder of the scene in much lower quality without
significant perceivable difference in quality. Further research by
the same group [Mastoropoulou et al. 2005b] showed that using
sound effects e.g. phone ringing or thunder as a distractor in an-
imated content can reduce temporal visual perception. Hulusic et
al. [2008] investigated the impact cross-modal interactions has on
perceivable rendering thresholds. They showed that this threshold
is reduced when using unrelated audio and increased in case of the
related sound.

In his PhD thesis Storms [1998] showed that using high quality au-
dio with video increases the perceived quality of the visual displays.
More recent work using cross-modal interaction can be found in
[Grelaud et al. 2009] [Bonneel et al. 2009] [Suied et al. 2009].

3 Experiments

The aim of our study is to investigate how audio and beat rate can
influence frame rate perception. In this section we describe the set
up for the experiment, design, participants, apparatus, stimuli, pro-
cedure, study questions and the analysis methods.

There are a number of key considerations when preparing any such
experiments. The first is scene complexity. This involves many di-
mensions, for example geometry, materials and lighting complex-
ity, as described in [Gero and Kazakov 2004] and [Ramanarayanan
et al. 2008]. Additionally in computer graphics very often the cam-
era is not static. Camera movement can be in the form of transla-
tion, rotation or panning, or combination of any of these movement
types. Another parameter that is of a great importance in determin-
ing the complexity of the visual images presented to the subjects is
the speed of the camera movement.

All this applies to both static and dynamic scenes, which doubles
the number of independent variables involved in the experiment.
Hence, we need to decide whether to use static scene with camera
movement or dynamic scene with fixed camera or combination of
both i.e. dynamic scene with moving camera.

Regarding sound, it is important to choose the sound which will
not introduce any subjective side effects to the participants, such as
emotions, anxiety, excitement, boredom, etc. Any of these factors
could influence the perception and response of the participant dur-
ing the psychophysical experiment [Mastoropoulou and Chalmers
2004].

Another considerable difference in experiments done in field of
psychology (see Section 2.1), compared to what we propose, is
that for visual stimulus they mostly use too low visual frequen-
cies (frame rate) and too high audio frequencies (beat rate). Hence
it is not possible to directly use the experimental setup that a
psychologist may typically use for such audio-visual experiments.
Synchrony-asynchrony discrimination is possible only for the tem-
poral frequencies bellow 4Hz [Fujisaki and Nishida 2005].

3.1 Design

We studied the perceptual responses of subjects in a complete ran-
domised design with three factors (independent variables): scene,
frame rate and beat rate. The scene contains three major elements,
scene content/complexity, rendering technique used for image gen-
eration and camera movement type. Further in the text we will
refer to it as a scene factor. We used two different scene groups:
four static scenes with moving camera and one dynamic scene with
fixed camera and a moving object, see Figure 1. The latter is used
for an initial study investigating the behaviour beat rate effect on
dynamic scenes. We considered four different frame rates: 10, 15,
20 and 60fps (frames per second), and three different audio condi-
tions: no sound (in analysis marked as 0), 2 and 6bps (beats per sec-
onds). Further, we asked the participants how many hours weekly
they spend playing video games, to study and control for the ef-
fect of familiarity. To measure the perceptual responses of subjects
we used a single stimulus non-categorical method [International-
Telecommunication-Union 2002] also known as Interactive Rating
Scale method in sound quality studies [Giudice et al. 2006].

3.2 Participants

49 people volunteered for the experiment, 43 of whom were uni-
versity students studying a variety of subjects, and the rest from
university staff. Out of the 49 participants 36 were male and 13 fe-
male. The participants were aged between 18 to 41 with an average
age of 23. All of them had normal or corrected to normal vision
and no hearing impairments.

3.3 Apparatus

The experiments were conducted in a dark, quiet room. Visual stim-
uli were presented on a calibrated Dell E198FPB 19” monitor with
1280×1024 pixel resolution and a refresh rate of 60 Hz. The stim-
uli were positioned at eye level, 60-70 cm from the participants’
eyes. A LTB Magnum 5.1 AC97 Headphone set was used for audio
stimuli.



Figure 1: A simple frame from each of the animations used in the study. From left to right - static scenes: Kiti, Rabbit, Kalabsha, Kiti-
mentalRay. Right - dynamic scene: Ball

3.4 Stimuli

Five different animations, see Figure 1, were used as the visual
stimuli in order to avoid boredom and to analyse the behaviour
of the participants according to scene variations. We used four
different movements: translation for Kiti scene, panning for Kiti-
mentalRay scene, rotation around own axis for Kalabsha scene, ro-
tation around the object for Rabbit scene. For all translational types
of camera movement we used the same speed, which corresponds
to the young subjects’ average normal walking speed of 1.425 m/s
[Arif et al. 2004]. Additionally, we used a static camera with a dy-
namic scene in Ball scene. In this scene a room with the brown box
is shown. There are two red balls bouncing through the room one
after another, entering from opposite directions, i.e. left and right.

For auditory stimuli we used sounds which do not have emotional
effect on participants, but do have a rhythmical significance. We
also tried minimise the synthetic nature of the sound. We used
a looped rhythmical sample created in Propellerhead Reason soft-
ware with two different conga kick sounds. All sounds were pro-
duced using two channels (stereo), sample rate 44100Hz and bit
rate of 1411kbps. These audio samples varied just in the beat rate.
Both audio and video files were uncompressed. The correlations
between beat and frame rates are shown in Figure 2.

t(s)
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20fps
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ON/OFF signal

60fps
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1 20

Figure 2: Correlation between beat rates (bps) and frame rates (fps).
The diagram shows the number of frames that fit within a beat.

3.5 Procedure

Prior to the experiment the participants were asked to read and sign
a consent form. They were then asked to read the instructions and
were verbally explained the experimental procedure and how to rate
the smoothness of the animations. They were shown a sample ani-
mation (Figure 3) at 10 and 60fps with no sound, and told that these

Figure 3: Two frames from the sample animation

are the worst and the best cases respectively. Participants were not
told what frame rates were involved in either the experiment or the
sample animations. After reading and listening to the instructions
participants were ask to rate the smoothness of each animation us-
ing a slider bar, see Figure 4.

Figure 4: Preview of the slider bar used in the experiment

All 49 participants were shown randomly ordered 60 animations,
each lasting for 10 seconds. Before each session five dummy an-
imations were shown to “stabilise” the participants’ opinion. The
data from the dummy presentations were not taken into account
when analysing the results of the experiments. After each anima-
tion a slider bar, ranging from 0 to 100, was shown at the bottom of
the screen as shown in Figure 4. Initially the slider bar was set to
the middle i.e. value 50. The time for the evaluation was restricted
to 5 seconds. The next animation started automatically at the end
of this 5 seconds. The total trial time was 16.3 minutes.

3.6 Study questions

We investigated four factors that could potentially influence the per-
ception of smoothness of the animation: frame rate, familiarity,
scene and beat rate. The main aim was to investigate the relation-
ship between beat rate and frame rate and their effect on temporal
quality perception. Our hypothesis was that the beat rate affects the



perception of the frame rate, and if the hypothesis was confirmed,
we wanted to further on investigate the size of this effect.

Secondly, we examined whether there was significant difference be-
tween our chosen frame rates for all audio conditions together. This
would show us if the frame rates we chose were appropriate for the
experiment. The next question was Does the scene influence the
smoothness perception? The fourth factor that we wanted to in-
vestigate was the familiarity with the task, taking into account the
number of hours the participant on average spends weekly on play-
ing video games.

3.7 Analysis methods

The most commonly used quality and perception evaluation method
is pairwise forced choice comparisons. However, this has disadvan-
tages such as the reported subjective preference may depend on the
order of the presented videos, the experiment is time demanding
(the number of comparisons increases rapidly with the inclusion of
new levels of factors e.g. with 2, 3, 4, 5 scenes we need 2, 6, 12, and
20 comparisons) and these comparisons do not give the estimate of
the size of effects of considered factors. Yet the forced choice pair-
wise comparison is often used (especially in static pictures with no
camera rotation or movement) and the statistical methodology is
well established for these comparisons.

In this study we used a slider bar to measure the perception of
smoothness. The main challenge of slider bars is that subjects use
it in a different way introducing another source of between subject
variability into data. In our study about 5-10% of subjects tended to
use only the middle 50-80 of the 0-100 scale, while others used the
whole scale. Some authors recommend standardising the scores to
reduce the variability, but there is a controversy about this. The first
reported analysis of slider bar data is by [Allman-Ward et al. 2004]
which gives a good example of how the results can be analysed
via exploratory data analysis, using statistics such as the mean and
standard deviation. However, this does not give an indication if the
observed differences are significant i.e. the differences are due to
the effect of a factor or are due to the random variability in the sub-
jective feedback collected. Later sound perception studies suggest
using Analysis of Variance (ANOVA) together with non-parametric
methods [Giudice et al. 2006].

To study the effect of the sound condition on the perception of the
smoothness we proceeded in two steps. First we performed a non-
parametric Friedman test [Siegel and Castellan 1988] on three de-
pendent subjective score samples defined by three studied sound
conditions. In this test, for each combination of participant, frame
rate and scene we calculated the order of preference of the sound
conditions: e.g. if BR6 was rated with lowest score we give the
BR6 the order 1, if BR0 was the second preferred sound condition
it gets the order 2 and BR2 gets order 3. Thus this test is based
on relative order between sound conditions. It does not assume any
specific distribution of the subjective scores and it is robust against
variability across subjects. However, as a non-parametric test it has
lower power than parametric tests and hence it is harder to detect
differences.

If the non-parametric Friedman test found a significant effect of a
particular factor (sound condition, scene, frame rate and familiar-
ity) we investigated further, the size of this effect by characterising
the actual subjective scores via parametric methods. For each frame
rate we aimed to assess the relationship between the subjective mea-
sures of smoothness perception and sound condition while control-
ling for the effect of the scene and familiarity. For this purpose
we used Linear Mixed-Effects Models (MIXED) (also known as
multilevel regression or mixed effects regression models) in SPSS

17.0 [SPSS ]. This was estimated via restricted maximum like-
lihood. This approach takes into account the multilevel structure
of the data: for each participant we had 12 observations (3 sound
conditions per each of four scenes). We assumed random effect of
subjects; and fixed effect for sound condition, scene and familiarity.
If we found a significant effect of a factor we then performed mean
comparisons for different levels of the factor with Sidak multiple
comparison correction to ensure the 95% simultaneous confidence.
MIXED models expand on the ANOVA models previously used
in visual perception comparisons by for example [Mastoropoulou
et al. 2005b] and audio quality in [Giudice et al. 2006]. The exten-
sion is in that the data from the same subject is permitted to be cor-
related and allowed to have random effect. In our study we allow
for random effect of subjects to account for the variability across
subjects caused by slider-bar measurements. The MIXED models
have been recently used in studies of sound perception [Gomez and
Danuser 2004].

4 Results

First, in preliminary investigations, we studied the main effects
of sound condition, frame rate, scene and familiarity via non-
parametric methods (Section 4.1). Then we studied further the ef-
fects in greater detail via parametric methods for static (Section 4.2)
and dynamics scenes (Section 4.3) separately.

Figure 5: Mean values of subjective scores across frame rates with
standard error. All scenes and beat rates are pooled.

4.1 Preliminary analysis

Figure 6: Mean values of subjective scores across scenes with stan-
dard error. All frame and beat rates are pooled.



First we investigated if the four frame rates were perceptually dis-
tinguishable in all audio conditions. Figure 5 shows that the mean
subjective scores increase with frame rate. Results gained from
the Friedman test show the significance in differences across frame
rates (p < .001). Moreover, these differences were found to be sig-
nificant via a linear mixed model test and multiple pairwise com-
parisons for all pairs (all p-values p < .001).

Figure 7: Mean values of subjective scores across scenes and frame
rates with standard error

Next we studied how users’ responses varied across scenes. As we
mentioned in Section 3 scene content and complexity are important
factors in visual perception. Figure 6 indicates that there are dif-
ferences in perceptual smoothness across scenes with the following
order from smoothest to jerkiest: Rabbit, Ball, Kiti-mentalRay, Kiti
and Kalabsha. The non-parametric Friedman test found the percep-
tual differences across scenes as significant (p < 0.001), with order
Rabbit, Kiti-mentalRay, Ball and Kiti, Kalabsha (mean ranks 3.25,
3.10, 3.02, 3.02 and 2.61 respectively). Further, Figure 7 indicates
that there may be interaction of scene and frame rate e.g. the mov-
ing ball scene is perceived much smoother than the other scenes at
lower frame rates. This preliminary analysis confirms that the fac-
tor “scene” is important and needs to be included and further tested
simultaneously with other factors in MIXED analysis (see Section
4.2).

Figure 8: Mean values of subjective scores across familiarity with
standard error. All scenes, beat and frame rates are pooled.

Since perception is affected by experience and familiarity [Bradley
2006], we decided to take this factor into account in our paper and
study the differences in responses for the two groups: gamers and
non-gamers. We divided the participants according to the average
weekly number of hours they play video games. The threshold for
this division was 6 hours per week. This data was acquired from

the questionnaire participants filled in prior to the experiment. As
illustrated in Figure 8, the difference between the average scores of
the two groups was rather subtle showing no indication of a famil-
iarity factor. Using a 2-sample t test for independent samples we
did not find any evidence (p=0.519) for the effect of familiarity on
perceived smoothness. Also, the Wilcoxon non-parametric test did
not find evidence for the effect of familiarity (p=0.617).

Figure 9: Mean values of subjective scores across beat rates with
standard error. All scenes and frame rates are pooled.

The sound condition seems to affect the smoothness perception in
our 49 subjects. The plot of mean subjective scores, Figure 9, across
beat rates shows the highest ratings at BR2 and the lowest at BR6
i.e. the participants tend to prefer the slow to fast beat. The mean or-
ders for BR0, BR2 and BR6 were 2.00, 2.06 and 1.94 respectively.
The non-parametric tests found significant difference between the
mean subjective ratings across these sound conditions (p=.020). We
will further test the significance and size of these differences in the
next two sections for static and dynamic scenes separately.

49 participants

15fps 20fps

Familiarity Beat rate

10fps 60fps

Scene

Figure 10: Diagram showing the data group split

This preliminary analysis suggested the important factors: scene,
frame rate and beat rate. As a next step we study these factors via
a more detailed Linear Mixed Analysis, which allows us to inves-
tigate the effect of these factors simultaneously. Since the number
of factors is large, in order to facilitate the comparisons, we divided
our data into four groups according to frame rate, Figure 10. We
chose the frame rate as the dividing factor because our main goal is
to study what affects the smoothness perception at the chosen frame
rates.

4.2 Static scenes

In this section we present the results of the analysis with all the
static scenes i.e. Kiti, Kalabsha, Kiti-mentalRay and Rabbit.

4.2.1 Frame rate 10 analysis

The parametric tests at beat rate 10 found strong evidence for sig-
nificant effect of beat rate (p=.051) and scene (p < 0.001) but not



the familiarity (p=.233). With no sound, 2 and 6bps the subjec-
tive scores were on average 18.1, 17.8 and 15.1 respectively, i.e. at
FR10 participants preferred silence to fast beat BR6 (p=.08). The
perceived smoothness was the highest for Rabbit scene. All the
other scenes were perceived significantly less smooth (p < 0.001)
with no significant difference in the smoothness perception across
them, Figure 11.

Figure 11: Mean values of subjective scores at FR10 across scenes
and beat rates

4.2.2 Frame rate 15 analysis

Analysing the data tests showed that for frame rate 15 there is sig-
nificant evidence for the beat rate (p=.026) and scene (p < 0.001)
effect on smoothness perception, see Figure 12. At this frame rate,
Rabbit scene was perceived as the smoothest (p < 0.001) and Kal-
absha scene as the jerkiest (p < 0.001). The average ratings for
each scene were: Kiti(38.9), Kiti-mentalRay(40.9), Rabbit(52.8)
and Kalabsha(22.1).

Figure 12: Mean values of subjective scores at FR15 across scenes
and beat rates

Using the pairwise comparison based on estimated marginal means,
we showed that frame rate 15 with no sound or accompanied with
sound at BR2 were rated higher than when it was shown with BR6.
The strong significance (p=.007) was found between BR2 and BR6.

4.2.3 Frame rate 20 analysis

According to the results we gained investigating the subjective rat-
ings for frame rate 20, Figure 13, scene dependency was high with

the lowest preference for Kalabsha scene (p < 0.001). The differ-
ence in ratings between Kiti and Kiti-mentalRay was also found
to be significant (p=.043). There was no significant difference be-
tween either the audio conditions nor familiarity with the task. The
experienced gamers had a slightly higher average ratings (66.1)
than unfamiliar participants (63.0).

Figure 13: Mean values of subjective scores at FR20 across scenes
and beat rates

4.2.4 Frame rate 60 analysis

We assumed that frame rate 60 would behave differently from the
other frame rates. The reason is that it is considered as a high frame
rate and usually taken as the gold standard in psychophysical ex-
periments. That means that neither scene, familiarity nor beat rate
should have any significant effect on the perceived smoothness of
the animation.

Figure 14: Mean values of subjective scores at FR60 across scenes
and beat rates

In case of 60fps, parametric tests showed no significance for neither
the effect of scene (p=.365) nor effect of gaming (p=.735). How-
ever, these tests showed a significant effect of audio on visual per-
ception of smoothness (p=.04), as can be seen in Figure 14.

4.3 Dynamic scenes

The analysis here has been done according to the diagram shown in
Figure 15.
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Familiarity Beat rate

Dynamic scene

Frame rate

Figure 15: Diagram showing the data group split for dynamic scene

We first conducted a series of non-parametric analyses using the
Friedman test. The difference in subjective ratings across frame
rates was significant (p < 0.001). No effect of familiarity was found
for any of the frame rates. The effect of audio was found as insignif-
icant for all four frame rates (Figure 16) with following p-values:
10fps(p=0.927); 15fps(p=0.254); 20fps(p=0.802); 60fps(p=0.920).

Using a parametric approach and linear mixed models in particu-
lar we found the following results. The frame rate has a significant
(p < 0.001) effect on smoothness perception. The mean scores for
frame rates going from 10 to 60fps were 24.9, 49.3, 64.9 and 86.1
respectively. No effect of beat rate (p=0.510) and no effect of fa-
miliarity (p=0.786) was found in these analyses.

Figure 16: Mean values of subjective scores for dynamic scene
across scenes and beat rates

5 Discussion

In this study we investigated the relationship between beat rate and
the perception of frame rate. We also looked at the size of the effect
between them. In order to generalise the results we chose 4 different
factors (scene, frame rate, familiarity and beat rate) that could affect
the smoothness perception. Since multiple factors and a correlation
between them existed (each participant gives multiple scores), it
was important to chose a statistical method which allows testing of
one factor while controlling the effect of the others. We used the
Linear Mixed Model Analysis together with non-parametric meth-
ods. Linear Mixed Models have been recently improved and added
to most statistical software and they are an extension to ANOVA
in two ways: they allow for correlated observations and allow to
model the variability across subjects via random effects assumption.
Hence, one of the contributions of our study is in recommending the
statistical framework for video perception/quality comparisons via
slider-bar numerical scores. This method is interactive and quick,
but until now its validity had not been established [Giudice et al.
2006].

The results from our analysis have shown that there is an indication
that lower beat rates affect the perception of the lower frame rates.

In our preliminary analysis, see Section 4.1, we inferred that there is
a tendency of higher rating of the animations accompanied with low
speed audio (2bps) and that high speed audio (6bps) decreases the
smoothness perception. Using parametric analysis for static scenes,
a significant effect of the beat rate on frame rate was found at frame
rates of 10, 15 and 60 frames per second. At all frame rates BR6
decreased the smoothness perception, while for frame rates 10, 15
and 60 results at BR2 and BR6 differed significantly. At frame
rate 20 no effect of sound was found. In the case of the dynamic
scene no effect of beat rate was found to be significant. Overall
this indicates that there is an effect of beat rate on the smoothness
perception of an animation and that it might be possible, in future
work, to find the direct relationship between them.

This paper represents an extension of the work by Mas-
toropoulou [2006]. However, we based our study on the investi-
gation of a particular segment of the sound - beat rate, and its ef-
fect on perception of the frame rate. Further investigation could
identify the direct relationship between beat rates and frame rates.
This knowledge could then be used to influence the rendering sys-
tem, saving computation while maintaining the same perceptual ex-
perience within a multi-modal environment. The relationship can
be used in interactive systems when scene complexity increases
rapidly such that the frame rate is affected. In such a system the beat
rate could be manipulated interactively, somewhat akin to time-
constrained level-of-detail manipulation [Funkhouser and Séquin
1993], such that the drop in frame rate is not perceivable by the
viewer. An alternative scenario where the beat rate and frame rate
relationship is useful is when computing high-quality animations
which are highly computationally expensive and demand huge re-
sources such as render farms. Under such conditions, if the ani-
mation score is known beforehand, the minimal required frame rate
could be calculated for each audio segment, drastically reducing the
total rendering time without compromising the visual experience.

In the paper we showed that familiarity did not effect the smooth-
ness perception throughout the experiment. We tested this ef-
fect according to the number of hours participants play computer
games per week. Scene complexity, rendering technique and cam-
era movement type together played an important factor in smooth-
ness quality perception for all frame rates except frame rate 60.
Kalabsha scene was rated as the least smooth at all frame rates,
while the animations with Rabbit scene at lower frame rates were
rated as the smoothest.

6 Conclusion and future work

In this paper we presented some initial findings on how sound can
be used to change the perception of the smoothness of an anima-
tion. Since this study is, to the best of our knowledge, the first to
investigate this phenomenon, for a more complete understanding of
the potential benefit, further investigation is required. In the future,
higher granularity of the beat rates is suggested in order to find the
direct relationship between the beat rate and the frame rate. Once
found, this relationship would lead to creation of a metric which
could be used for increasing the efficiency of high-fidelity render-
ing in multi-modal environments. We would also like to consider
more dynamic scenes, since most of the video games and other vi-
sual contents are based on dynamic environments. Finally, it would
be valuable to investigate the effect of emotions caused by music,
so it can be brought together with the effect of the beat rate in order
to increase the animation smoothness perception.
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