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A B S T R A C T

Animation is now a classic medium that has been practiced for over a cen-
tury. While Disney arguably made it mainstream with some hand-drawn
classics, today’s industry is focused on Three-Dimensional (3D) animation.

In modern 3D animation productions, there have been significant leaps in
terms of optimising, automating and removing manual tasks. This has al-
lowed the artistic vision to be realised within time and budget and empow-
ered artists to do things that in the past would be technically more difficult.
However, most existing research is focused on specific tasks or processes
rather than the pipeline itself. Moreover, it is mostly focused on elements of
the animation production phase, such as modelling, animating and render-
ing. As a result, pre-production parts like storyboarding are still done in the
traditional way, often drawn by hand. Because of this disparity between the
old and the new, the transition from storyboarding to 3D is prone to errors.

3D storyboarding is an attempt to adapt the pre-production phase of mod-
ern animation productions. By allowing storyboard artists access to simple
but scale-accurate 3D models early on, drawing times as well as transi-
tion times between pre-production and production can be reduced. How-
ever, 3D storyboarding comes with its own shortcomings. By analysing ex-
isting pipelines, points of potential improvement are identified. Motivating
research from these points, alternative workflows, automated methods and
novel ideas that can be combined to make 3D animation pipelines more
efficient are presented. The research detailed in this thesis focuses on the
area between pre-production and production. A pipeline is presented that
consists of a portfolio of projects that aim to:

• Generate place-holder character assets from a drawn character line-up

• Create project files with scene and shot breakdowns using screenplays

• Empower non-experts to pose 3D characters using Microsoft Kinect

• Pose 3D assets automatically by using 2D drawings as input
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Making the process better, easier, and cheaper is an important aspiration,
something we continually work on—

but it is not the goal.
Making something great is the goal.

— Catmull and Wallace (2014)
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1
I N T R O D U C T I O N

1.1 hibbert ralph animation

Hibbert Ralph Animation (HRA) is an award-winning animation production
company based in Soho. It is one of the UK’s top animation studios produc-
ing television and cinema commercials, idents, logos, special effects, website
animations and promos for over 35 years.

In the last few years it’s been mostly focusing on television commercials as
well as television animated series. An important part of the business is the
development of a software package called Redboard1 which is a specialised
pre-production management tool revolving around the concept of 3D story-
boarding. The company has undertaken a Technology Strategy Board (TSB)
funded research project part of which is reported in this thesis.

Working together with the company’s founder, Jerry Hibbert, as well as
Neil Marsden and Keith Pang, the undertaken research had a strong indus-
trial focus. Work within the company involved research and development,
web design, pipeline scripts and tools, organising version control and meet-
ing with clients, to name a few responsibilities. The research was under-
taken while based at HRA, in London, from the beginning. Even though the
research project took place entirely at HRA and not at the university, the
company ensured the necessary space was provided to carry out research
in several directions and ensure academic standards were kept. At the same
time, this also provided the opportunity to get an insider view of the anima-
tion industry and what is truly relevant in a real production environment.

As such, the methodology is a mixture of theoretical work drawn from
action research combined with technical research and development.

1 http://redboard.tv/
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20 introduction

1.2 research focus

The main topic of this thesis is the use of media within the animation
pipeline (further discussed in Chapter 2 and Chapter 3), with focus in pre-
production. Variables of productions change as studios or individuals from
different parts of the globe need to collaborate. Moreover, scope and budgets
vary. However, since the pre-production phase has not evolved to facilitate
these changes, the transition between the pre-production and the production
phase can be inefficient. This thesis proposes ways to use digital media and
processes in order to reduce costs and increase efficiency of this transition.

Focusing on 3D animation only, 3D storyboarding is proposed as the cen-
trepiece of this transition. Apart from reducing storyboard drawing time
due to some elements already being there (e.g. background) and offering a
structured approach, 3D storyboarding provides a crucial link between pre-
production and production. Allowing artists to see 3D assets in real scale
while they are — otherwise as normal — drawing their storyboards, can
help mitigate mistakes and therefore reduce costs as well as the stress of
finding these mistakes (often not budgeted). Moreover, once 3D storyboard-
ing is in place it can open up potential for various technical improvements.

The overall research is generally focused on pipeline production devel-
opment, with an emphasis on the pre-production phase. More specifically,
the research presented in this thesis concentrates on linking and connecting
individual aspects of a pipeline, such as screenplay writing, traditional story-
boarding, 3D storyboarding, pre-visualisation and disposable 3D model cre-
ation for early prototyping. Moreover, it is not only interesting to investigate
how these independent components can be organised in the most optimal
way, but also how their combination creates the potential for interesting new
questions and solutions.

More specifically and closely related to the work of HRA, the aims of this
research fall into the following categories:

• Investigation of the inclusion of 3D storyboarding within already es-
tablished pipelines

• Investigation of novel pipelines using 3D storyboarding

• Mitigating the disadvantages of 3D storyboarding and/or pipelines
which include it
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• Creating advantages for 3D storyboarding and/or pipelines which in-
clude it

Furthermore, through the pursuing of the above aims, the theory and so-
lutions which are brought to the surface should also be applicable in other
context outside of 3D storyboarding and even in other fields outside of ani-
mation.

All aspects are really part of the main objective: making 3D animation
pipelines more efficient. It is assumed that 3D storyboarding is more efficient
for 3D animation productions, partly due to the industrial focus of this re-
search (Hibbert Ralph Animation 2014) and partly because companies have
used it for real productions, like ‘Fireman Sam’ (HIT Entertainment 2012).
However, its shortcomings and advantages are analysed in order to build
methods around it. Each method has its own hypothesis and evaluation.

1.3 impact

Apart from the published works contained in this thesis, the Eng.D. included
coursework, open source project contributions, helping young children con-
sider a career in Science, Technology, Engineering or Mathematics as a STEM
ambassador, creating and carrying out a creative programming course for
the Camden Collective and a Virtual Reality (VR) course for the Decoded
company.

Moreover, the research presented in this thesis helped HRA successfully
complete a project funded by the Technology Strategy Board.

1.4 research contributions

The main contributions introduced in this thesis are:

• A novel pipeline for 3D animation flowing from screenplay to second
pass layout without the need for expert 3D software operators

• The term resumer to describe how professional producers are also con-
sumers as media flows down the 3D animation pipeline

• A way to generate low resolution placeholder 3D assets to represent
characters suitable for 3D storyboarding
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• Exploiting useful information that already exists in screenplays to au-
tomatically structure sequences, scenes and shots for 3D animation

• A way for non-expert users to directly pose 3D characters in complex
software like Autodesk Maya, using the Microsoft Kinect

• An analysis of methods for comparing pose embedded in 2D images,
like storyboard drawings

• A new algorithm for posing 3D assets using 2D drawings, that can
have applications in other optimisation problems

1.5 thesis structure

This manuscript is a thesis, part of a greater work carried out towards the
completion of a Doctor of Engineering (Eng.D.) in Digital Media degree.

The manuscript is structured in three parts, ‘Research background’,
‘Projects portfolio’ and ‘Concluding remarks’.

The first part consists of three chapters. The first chapter (this one) in-
cludes information about the Eng.D., the company and the impact of the
work presented in this thesis. The second chapter aims to introduce ani-
mation and Three Dimensional (3D) animation in the context of media as
a whole. Looking at animation as a medium and examining the whole in-
dustry and process from that lense, provides reason for looking at pipelines
more broadly. Moreover, the pipeline itself is explained and described in
order to provide context for the following chapters. The third chapter in-
troduces 3D storyboarding in more depth and analyses its advantages as
well as disadvantages that serve as a starting point for the research projects
presented in the second part.

The second part consists of five chapters and is the bulk of this thesis. It
details the motivation, background, methodology and evaluation of a series
of research projects that were carried out while at HRA, all revolving around
3D animation pipeline improvements. Each chapter in this part has the same
structure: a ‘Motivation’ section which explains the reasons for tackling that
project, a ‘Background’ section which contains information such as related
work in the field, a ‘Methodology’ section which contains the implementa-
tion details of each project, a ‘Results’ section which shows the evaluation
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and finally a ‘Discussion & future work’ section that concludes each chapter
with ideas for future work, possible improvements and constructive criti-
cism.

The third and final part of this thesis, consists of two chapters. The first
chapter puts together the key points from all the work and discusses the
results as well as possible improvements. Future work, research avenues
that were not followed and implications for the overall industry can also be
found in this chapter. The second chapter summarises and concludes the
thesis.



2
D I G I TA L M E D I A I N 3 D A N I M AT I O N P R E - P R O D U C T I O N

In order to identify problematic areas and to make decisions on how to
tackle them, it is important to analyse animation as a medium, as well as the
different media used internally in animation. This in turn helps explore how
information flows not only through pipeline processes, but also people.

A summary of the current state in mainstream animation pipelines when
it comes to the pre-production and production phases, clarifies that the dis-
parity between these two phases is problematic.

Furthermore, analysing how it all fits into the context of consumers as
producers and producers as consumers provides insight as to what is impor-
tant in an animation production, not only in terms of the outcome but also
in terms of the process. Drawing from the idea of production by consumers
or ‘prosumers’, the term resumer is introduced in order to discuss this rela-
tionship and to describe how professional producers are also consumers in
meaningful ways.

Based on this insight, transition points are identified. These transition
points can be targeted to aid in the pass from the pre-production phase
to the production phase and motivate the work presented in the ‘Projects
Portfolio’ part of this thesis.

2.1 an analysis of animation as a medium

Animation features in many forms of entertainment, from traditional hand-
drawn classics like ‘Castle in the Sky’ (Studio Ghibli 1986) all the way to
blockbuster films with cutting-edge Visual Effects (VFX), like ‘Bladerunner
2049’ (Warner Bros. Pictures 2017). Many studios have adopted 3D computer
animation to push the limits of what is possible to show on screen. Cartoon

24
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characters mixed in together with real actors, impressive explosions and
giant monsters destroying famous landmarks all become possible at a lower
cost than in the past.

Currently, most methods of 3D animation require knowledge of com-
plicated and expensive software. The field has become highly technical
and modern animators need to work with more tools than they did in the
past (e.g. 3D software and computers), as productions rely more on com-
puter graphics and Computer Generated Imagery (CGI). This offers them a
plethora of ways to bring characters to life.

In such CGI productions, there exists a pre-production phase which in-
cludes writing and editing the screenplay, blocking out storyboard pan-
els and creating 3D pre-visualisation (pre-vis). Usually, the word production
means the entire creative process or pipeline, including pre-production (Winder
and Dowlatabadi 2001). In this thesis the term production also means the
phase after pre-production which includes 3D asset generation, animation
and compositing. The term animation also refers to any sequence, from com-
mercials and television (TV) series to short films and feature films, as long
as they include 2D or 3D animated elements. Finally, the term producer is de-
fined as someone involved in creating, not the person in control of finances
(e.g. executive producer).

The motivation to look at media within animation is drawn from its con-
temporary importance. Even by only taking live action films into account,
over a quarter of film credits belong to the VFX department, based on data
for Hollywood movies released between 1994 and 2013 (Follows 2014).

Although the production phase of a CGI sequence often includes state of
the art technologies, the pre-production phase is much more basic, relying
on more traditional methods for management and communication within
the team, while improvements come as positive side-effects from overall
pipeline overhauls (Selby et al. 2013). Additionally, almost everything cre-
ated in the pre-production phase is used internally, without reaching the
client or the final audience. Ultimately, the production goal is to make the
transition from something as abstract as a screenplay, to something visual
like a rendered 3D scene.

Unfortunately, it is not easy to envision a one-fits-all solution. Scope and
budgets vary. Variables of productions change, as stakeholders collaborate
from different parts of the globe. However, since the pre-production phase
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has not evolved to facilitate these changes, the transition between the pre-
production and the production phase is inefficient. Based on real production
statistics (3D Clic 2014) provided by the Paris-based company 3D Clic during
this research project, layout shots can have a retake ratio of almost 50%,
meaning that half of the work needs to be done twice. Given that the layout
is meant to recreate the already approved storyboards, why would so much
extra work be necessary?

To tackle these issues, solutions need to be intuitive and viable for both
large and small studios. Big companies can afford their own research and
technical teams in addition to artists. This disparity gives them an advantage
over the hundreds of smaller studios that have to be careful about each
pound spent.

The emerging trend of a stronger relationship between consumer and pro-
ducer is examined in this thesis in order to motivate future technical solu-
tions. Consumers becoming producers (Ritzer et al. 2012) is one perspective
of this emerging trend. In the next chapter of this thesis, this emerging trend
is analysed from a different perspective: looking at professional animation
producers as consumers.

The issues raised throughout this thesis are based on the experience of
companies like London-based Hibbert Ralph Animation (HRA) and Blue
Zoo Animation Studio (Blue Zoo), as well as international companies like
Prime Focus Ltd. (Prime Focus) and Double Negative (DNeg). Additionally,
based on the work of researchers from companies like Dreamworks Anima-
tion (Dreamworks) and Pixar Animation Studios (Pixar), a list of common
issues emerges. In this thesis, an assumption is made, that more studios or
individuals may face these issues.

While the field of animation is rich in academic work concerning its tech-
nical aspects, there is little academic research concerning the organisational
structures of animation studios. Conferences and journals in the field tend
to aim at big productions with big budgets, as these are the ones that usually
push the bleeding edge of the industry. However, it would also be valuable
to address the entire population of studios that work in 3D animation. There
is little research when it comes to the internal workings of creative organi-
sations in the context of the media industry (Malmelin and Villi 2017). This
thesis aims to do that by combining an action research methodology with
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media theory, computer animation theory, online resources and discussions
with industry leaders.

2.2 animation as media , animation in media and media in an-
imation

Animation is a powerful medium, able to tell stories that take place in worlds
that defy our reality. It can entrance audiences of all ages and cultures and
can range from a pure entertainment medium to communicating complex
ideas. It has been used in the form of short films, full-length feature films,
VFX, whether telling new stories or refashioning older ones. As animation
evolves in this way, the refashioning of old media by new media coined
as remediation (Bolter and Grusin 2000) becomes topical. As elaborated on
below, there is remediation through animation, remediation of animation and
remediation in animation.

An example of the first would be Tales of the Tribes (Douglas 2016a): an
attempt to get young people in North East and Central India more involved
in their heritage, by telling and remediating traditional stories through an-
imation. The outcome of this type of remediation was not only a way of
preserving culture, but also of helping bring contemporary relevance to it
(Douglas 2016b).

An example of the second would be ‘My Neighbor Totoro: A Novel’ (Kubo
2013): a retelling and remediation of the Hayao Miyazaki animated film ‘My
Neighbor Totoro’ (Studio Ghibli 1988). Using illustrations by the original
film director but bringing them to a different form can be a way of introduc-
ing the story to a wider audience.

As the creative process becomes more technical, remediation in animation
becomes worth analysing. Within companies, it is examined from an eco-
nomic and artistic point of view. The people in charge of productions (e.g.
directors), need to be convinced that new media provide enough benefits in
order to risk adopting them.

According to Bolter and Grusin (2000), media are continually comment-
ing on, reproducing, and replacing each other. Media constantly interact
with other media and they need to justify their existence by remediating old
media. In disciplines like journalism, new media have been resisted because
they are seen as too different from the traditional ways (Usher 2010). In con-
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trast, remediation in animation may be resisted because it looks too similar.
An artist would have to understand the technical benefits of drawing in an
app like Adobe Photoshop compared to using pencil and paper, for example.
Because of this, convincing other companies to alter their workflow has been
the main challenge for HRA, while working with them to optimise their TV
series pre-production. Therefore, new media in the field of animation cannot
justify itself by its common properties with the old media but by the new
properties it can offer, to justify the risk and short-term costs of adopting it.
Common properties can help adopters feel more comfortable with the new
media.

Bolter and Grusin (2000) break remediation down into transparent, translu-
cent, hypermediated, aggressive and refashioning within a single medium, with the
last categorisation seen as the most respectful to the medium.

In an industry that relies heavily on budgets, it is worth examining this
question in a budget-focused way. Moving from 2D animation to 3D anima-
tion, an artist would have to learn to operate 3D software. One may argue
that this is natural evolution and whoever does not adapt should stay behind.
However, training costs money and time. Added to that, there is the risk that
something new is not going to work. However, there are more reasons to ‘re-
spect’ the medium. Hand-drawn animation, as a process, has properties that
would be beneficial in 3D animation too: drawing by hand is tactile and in-
teractive as the lines drawn appear on the paper (or screen) immediately. As
such, the result can also be judged and corrected immediately. In contrast,
a hand-drawn storyboard’s conversion accuracy can only be judged after its
transformation to a 3D scene is finished. Bijker (1997) added the idea of a
technological frame as a shared cognitive structure that defines a relevant so-
cial group. Looking at an animation pipeline as a technological frame, which
defines the artists and other stakeholders, is useful as it provides the bound-
aries which serve as constraints between phases (Ashuri and Frenkel 2017).
Looking at the boundaries may in turn may help decrease the number of er-
rors that happen during phase transitions, for example from pre-production
to production.

Before continuing, it is important to explain the meaning of new media in
context. During the pre-production phase alone, there is a significant amount
of media being used internally between artists, directors and other stake-
holders. This thesis refers to this as media in animation. The aim of media in
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animation is to communicate information internally, such as characters in
a shot, but also ideas, such as the feel and look of a specific scene, or the
emotion that must be communicated to the audience. Examples of media
used for this reason during pre-production are the screenplay, storyboards
and 3D layout.

2.3 pipeline elements

CGI elements are used in film, series, games, adverts etc. and how a project’s
problems are tackled may depend on the size of the production, the com-
plexity of the project, money, experience and methodology. It is the pipeline
that defines the workflow, in order to outline how the goals will be achieved
and to manage the complexity of the project.

Traditionally, pipeline flow for animation can be broken down into assets
and processes. Assets are audio, artistic 3D elements (characters, sets), ani-
mations etc. The processes are the actions used to produce the assets (Patel
2009). Assets tend to flow from one process to another. For example, in the
pre-production of a CGI feature film, the storyboard panels are usually assets
that are created through the process of drawing by hand on a tablet.

Of course, based on project scope and company size, the pipeline may dif-
fer, but overall the aim is to remain flexible, avoid bottlenecks and mitigate
costs (Patel 2009). Good planning and structure are important in reducing
the frequency of experienced teams going back to previous pipeline stages
for corrections. The traditional pipeline pre-production phase tends to re-
main less technical, with most media created being 2D, such as drawings
and annotations (Figure 1).

Figure 1: Example flow of a traditional pipeline with its distinct stages.

Pre-vis is a technique used to ensure that everything created and approved
in pre-production is accurate, before the more expensive production phase
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begins. It is a complex and expensive process and there are separate compa-
nies like London-based The Third Floor Inc. that focus exclusively on pro-
viding it. Smaller studios may not have the budget or time to do it.

Other researchers have recognised the value of pre-vis as a medium. It can
mitigate the cost of correcting mistakes (Jhala et al. 2008), improve commu-
nication between different people (3D artists, animators, directors etc.) (Jung
et al. 2010) as well as automate manual tasks (Mao et al. 2006). The level of
detail of pre-vis depends on the specific requirements of each production.
It is not only reserved for pre-production purposes, as it has been used in
many creative ways, where feedback to the artist is important. For example,
allowing pre-vis of the camera (Ichikari et al. 2006) can help the director
determine the quality of shots, even if they contain a lot of CG content. A
pre-vis camera system was used in Star Wars: Rogue One, which allowed
Gareth Edwards, the film director, to show rather than say what kind of shot
he was looking for (Anderton 2017). These mixed-reality techniques can be
extended to stereoscopic filmmaking and to help actors visualise interactions
with CG elements on-set (Mori et al. 2011).

It is worth noting that this research into on-set pre-vis solutions has ben-
efited by the proliferation and accessibility of modern game engines like
Unity3D and Unreal, allowing researchers to focus on developing frame-
works (De Goussencourt et al. 2015) or combining motion capture solutions
(Northam et al. 2011). Weta in the production of ‘The Hobbit: The Battle
of the Five Armies’ (New Line Cinema 2014) used fire simulations as light-
weight previews to ensure consistency of effects between sequences (Weta
2015).

By combining methods such as the ones proposed in this thesis (Part II:
Projects Portfolio), pre-vis creation can become easier and cheaper. Specifi-
cally, by leveraging the power of 3D storyboarding, storyboarding is pre-vis.
Once all the information from the screenplay and storyboards is brought to-
gether, pre-vis itself can be remediated to provide an information-rich tran-
sition from pre-production to production. For example, drawn storyboard
panels can be displayed at the bottom right corner of the pre-vis video for
quick reference (Figure 2). This process can help lower the costs by requir-
ing less drawing by the storyboard artist, less time spent importing assets
and fewer revisions once a shot has been approved. This could help pre-vis
become more accessible to all types of production.
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Figure 2: Example of pre-vis, with overlay of the corresponding storyboard panel at
the bottom right.

Specifically, the pre-vis stage is vital in keeping costs down. Moving from
pre-production to production is expensive as all the assets up until that
point, that may be in textual or 2D form, need to be transformed to 3D.
This includes set and character positioning as well as camera positioning
and settings according to the story. If this transformation is done incorrectly,
the storyboard artists, directors and 3D layout team need to get involved
to solve the discrepancies. In some cases it might be as simple as slightly
moving a 3D character. In other cases though, it might mean redrawing en-
tire storyboard panels because the story being told does not match the real
assets at hand. It may also lead to shot specific solutions which can still lead
to problems later. For example, a drawn storyboard might dictate that a car
needs to drive through a specific environment location, but in the real 3D
environment there might be a building blocking the way. This happens as
the 2D storyboard was drawn without knowledge of the real 3D assets.

Little research exists for using technical processes from other phases
or even fields (e.g. computer vision) to improve the transition from pre-
production to production through pre-vis (Hoshino and Hoshino 2001).
There seems to be more of a trend for using artistic processes from pre-
production to aid in other fields, like for example storyboarding for user
requirements analysis (Gregor et al. 2002). Although companies recognise
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Figure 3: Example screenplay from the movie ‘Wolf of Wall Street’ (Winter and
Belfort 2013).

the importance of pre-vis, it is still very much a manual process. If done
correctly, it saves money and effort for the whole pipeline, by reducing the
cost and as such risk of visualising an idea.

For other phases of the pipeline, such as lighting and rendering during
production and compositing during post-production, there are tools like
Nuke (The Foundry Visionmongers Ltd. 2014) that allow users to seamlessly
move back and forth between the two. Since pre-vis is the centre of the
pipeline and plays the important role of bridging pre-production and pro-
duction, it becomes clear that this level of continuous and seamless integra-
tion is important at that stage too.

2.4 breakdown of different media used in pre-production

The screenplay (Figure 3) contains the overall story in textual form. It also
contains descriptions of scenes, characters and the dialogue between them.
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Figure 4: Example storyboard (Glebas 2009).

Since animation is a visual medium, it is necessary to transform the screen-
play’s text. Storyboards (Figure 4) attempt to visualise textual information
from the screenplay as pictures. They include framing information (camera
orientation and properties), visual representations of scenes, characters and
overall visual mood (e.g. film noire). Moreover, the storyboards create a link
with the screenplay, by including the necessary text together with each panel.

Finally, the 3D layout completes the transition from textual to visual form
by constructing everything in a 3D set. This contains a 3D environment like
buildings and roads, 3D characters like pedestrians and 3D models like cars.
Since storyboards are hand-drawn and exist earlier in pre-production, they
are less accurate in terms of framing, position and the scale of assets (e.g.
height of a building). Framing discrepancies occur because even the best sto-
ryboard artist is not able to draw a 100% accurate representation of a camera
lens, e.g. a 50 millimetre lens, even though that is what is used later in the
production phase. Position discrepancies occur because without knowledge
of the 3D assets, an artist might frame a character to have a certain distance
from the camera, even though in the 3D set this might mean a wall blocking
the shot. Scale discrepancies occur because an artist might draw something
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to be of a certain size even though the modelled 3D asset is of a different
size.

In standard pipelines for feature films and animated series, this is usually
one of the last steps of the pre-production phase, because the populated 3D
set contains everything that the animators, render artists and compositors
need to create the final movie. Throughout this whole process there are short
videos, concept art, music and other media that are used to communicate
ideas and vision e.g. as seen in the behind the scenes of the DVD versions
of ‘Snow White and the Seven Dwarfs’ (2009) or ‘Star Wars’ (2013). Voice-
overs can be combined by an editor (a person who edits the panels and
the audio together) with storyboard panels to form an animatic: a visual but
unanimated story with sound. Once the animatic is approved by the director,
it can be viewed as a 2D sequence telling the story from start to finish.

The pipeline used for 3D productions over the past few years by compa-
nies like Pixar1 is explained in the following paragraphs in order to pro-
vide the context of the aforementioned media in animation. Variations of this
pipeline exist depending on the production or studio.

At the earliest stage there is the screenplay. The screenplay undergoes
multiple revisions by a team of writers while concept art, photographs and
other reference material is used to build the story and world. However, it
is not always easy organising this information. A problem that HRA encoun-
tered early on because of this, is that while a team is reading through the
screenplay, keeping the story as the focus, another piece of media (e.g. a
photograph of a location) is brought up and the focus shifts from the screen-
play, which should be the focus, to that new piece of media. Furthermore,
it is easy for these new pieces of media to lose their context if they do not
maintain their link to the screenplay.

Once the screenplay is approved, storyboard artists start drawing 2D pan-
els for each shot. It is important to note that for each panel, the artist has
to draw the background (e.g. an urban landscape) as well as the foreground
and characters (e.g. two androids on a balcony). In parallel, 3D artists model
the necessary assets for the story, such as props and characters. Once the sto-
ryboards are approved by the director, 3D layout artists re-create the hand-
drawn storyboards in 3D, using the assets modelled by the 3D artists.

1 Personal communication at SIGGRAPH 2015.
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Before the 3D layout is passed on to the animators for the production
phase to begin, it needs to be approved by the director to ensure that it
still looks like the approved 2D storyboards. This is where unseen costs are
created, as the director, storyboard artists and 3D layout team need to com-
municate back and forth to fix errors that happen during the transformation
from storyboards to 3D.

One reason mistakes happen is that a storyboard artist draws an approx-
imation of a shot. Even if the artist is incredibly capable, it is difficult to
accurately draw a scene as it would look through a specific camera lens. It
is also difficult to accurately draw the scale of objects in the scene without
a 3D reference. Since storyboard artists work separately from 3D artists, this
reference does not exist. In TV series that HRA has worked on, such as ‘Fire-
man Sam’, the director could identify errors in how the 3D shots look com-
pared to the storyboard panels only once the 3D layout pass was complete,
meaning several iterations of 3D layout passes were necessary to address all
mistakes.

Some common mistakes include:

• 3D character being larger or smaller than the drawn character, chang-
ing the framing of the shot

• The shot looking different through a real camera lens compared to
what the artist drew

• The shot being impossible to frame, e.g. because the camera has to go
through a 3D wall to match the drawing

• Items like props that the artist drew do not have existing 3D assets to
represent them

Furthermore, modern productions require multi-site collaboration, be it
smaller studios, individuals or one large company with studios distributed
across the world. Companies like Prime Focus and DNeg have studios in
almost every continent. Therefore, the need for accurate communication of
information and ideas becomes apparent. Re-imagining the media used dur-
ing pre-production can help reduce costs, facilitate communication, reduce
stress and optimise the creative process.

As Galloway (2013) states, the differences between human-centred ap-
proaches and user-centred approaches ‘come down to whether researchers
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privilege the technology or the people who use it’ (p. 55). Instead, one can
shift their thinking ‘to the assessment of how particular practices create spe-
cific relations amongst all the players — human and non-human’ (Galloway
2013, p. 56). Understanding the different media used internally in animation
pipelines, the next step is to look at how and why it is consumed. In fact, me-
dia creation is becoming more interactive with a wider range of stakeholders
(Deuze 2007).

In the words of Umberto Eco, ‘it is not true that works are created by their
authors. Works are created by works, texts are created by texts, all together
they speak to each other independently of the intentions of their authors’
(Haberer 2007, p. 57). In other words, works are influenced by the environ-
ment of their creator, including the professional environment. Thus, under-
standing animation industry workers both as consumers and producers, as
discussed in the following section, can offer guidance on how to change the
existing processes, as ‘the management of media work is increasingly about
the management of co-creation and partnerships’ (Malmelin and Villi 2017,
p. 183).

2.5 animation producers as consumers of media

A trend identified as emergent 37 years ago, is that of participatory struc-
tures and producer-consumers or ‘prosumers’ (Toffler 1980). The rise of the
prosumer has arguably been confirmed, as humans are increasingly involved
as both producers and consumers of media, with consumers writing content
for blogs and news and publishing their own music and photographs (Deuze
2011).

Inexpensive digital production tools, built-in best practices and accessible
online publishing have contributed to the emergence of the prosumer. How-
ever, while accessible online publishing is possible in animation via plat-
forms such as Vimeo and Youtube, production tools are still expensive for
non-professionals. The software package Autodesk Maya cost GBP 3,200 in
July 2014. This software package is not all-inclusive and a prosumer wanting
to create 3D animation would need more software packages, quickly ramp-
ing up the cost. Having said that, companies like Autodesk (Autodesk 2018)
and Adobe (Adobe Systems 2017) have recognised the prosumer market and
attempt to win it over with flexible subscription plans. Similarly, in May 2014
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Pixar announced that their rendering software RenderMan would be free for
non-commercial use and would cost US$495 for commercial use, bringing it
down from a flat rate of US$5000 per license. This shows that Pixar has also
identified the emergence of the trend Toffler (1980) first discussed and finds
value in winning over the prosumer.

Furthermore, Bruns (2007) analyses situations where the very consump-
tion or usage of a medium is also productive: for example, the app Insta-
gram provides content that is exclusively user-generated. This production
through consumption, or produsage, is also characteristic in massively mul-
tiplayer games where by existing in the virtual world, the user is essentially
also producing — in this case, an experience for the players around them.

Recognising the value that audiences generate gave rise to a subject of
interest to both academics and industry workers: the subject of co-creation
(Prahalad and Ramaswamy 2000). Co-creation has the potential to ‘become
an eminent future practice in the media industry’ (Malmelin and Villi 2017,
p. 183), as understanding the dynamics between organisations and audi-
ences can improve collaboration. If industry workers are seen as the audi-
ence for internally used media, consequently the same theoretical framework
could be used to understand their dynamics.

This thesis proposes another emergent trend which goes hand-in-hand
with that of the prosumer: the professional consumer-producer. Just like in
produsage, consumption necessitates production, in the field of animation,
production necessitates consumption. As outlined in Section 2.4, various me-
dia are produced to guide animation production. Media in animation is purely
for internal consumption. The fact that media is so ubiquitous in the anima-
tion process is what makes its identity as media invisible (Bolter and Grusin
2000). Nonetheless, a producer in animation is also a consumer in at least
three ways.

Firstly, producers in animations are also consumers by consuming me-
dia for inspiration, research reasons or for pure entertainment. Secondly,
they are consumers by making use of media, like storyboards, within the
creative process and continuing their work based on their interpretation of
that media. After all, the meaning of media is co-created rather than only
transmitted. For example, a storyboard artist draws a panel based on their
interpretation of the screenplay. Thirdly, an artist is always a consumer of
their own work, as they engage in a creative feedback loop with themselves.
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For example, an animator adds motion to a 3D character, plays back the
animation and judges the result, iteratively. This dialogue with oneself can
become more efficient by introducing interactive technologies (Cowley 2016).
In an attempt to address this third way in which a producer is a consumer,
Pixar proposed RIS (Pixar Animation Studios 2015) and Autodesk proposed
IPR (Autodesk 2016) in order to facilitate the internal dialogue of artists
through interactivity. Nonetheless, these interactive solutions are related to
the production phase, leaving pre-production less evolved, as argued in the
introduction section. From this, three main trends can be extracted which,
combined, support users in picking up a new technology and using it to im-
prove their work: accessibility, iterative workflow and real-time interactivity.

This use of real-time interactivity shows ‘cooperation between multiple
media industries’ (Jenkins 2006, p. 2), in this case the video game and the
animation/film industries. The idea of using game engines and assets to
create cinematic stories, also called Machinima, is one way this cooperation
manifests itself. Another example is the ‘demoscene’, where computer graph-
ics enthusiasts create videos that are rendered and played back in real-time,
with Pouet (Pouet 2000) being one of the more active communities. Through
this observed phenomenon of convergence (Jenkins 2006), these ideas and
methodologies are becoming important in fields like VFX for film, despite
the fact that initially they were developed for the medium of video games.
As computers become more powerful, the opposite becomes apparent too:
more accurate and physically-based methods that were traditionally used
for film are now available to use in video games. Following the discussion
earlier on in this thesis about the impact game engine accessibility has had
on pre-vis research, it is worth looking at examples where entire productions
were developed using real-time tools. For example, the short ‘A Boy & his
Kite’ was produced in Unreal (Unreal Engine 2015) and the TV series ‘Mr
Carton’ was produced in Unity3D (Muller 2017).

One thing in common between those three ways of consuming that a pro-
ducer can engage in, is that the medium consumed is being interpreted and
then incorporated in the producer’s work. As such, the media consumed by
a producer is interpreted and then continued or resumed into the producer’s
own media. Therefore, this thesis proposes the term resumer to describe the
professional consumer-producer, due to the continuity of the process. For
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example, a 3D animator consumes a storyboard artist’s drawings of the story,
then resumes that in the form of 3D animation.

Companies from the field of video games show a preference for producers
who are also consumers. In other words, not just people who have experi-
ence in making games but people who have experience in playing games,
two very different things. This becomes evident after reviewing job descrip-
tions from the gaming industry. The Creative Assembly (2017) lists ‘broad
gaming experience’ as a bonus for a programmer candidate, while Sony In-
teractive Entertainment (2017) explicitly lists ‘enthusiasm for playing games’
under the desirable skills of an engineer. Blizzard Entertainment (2017) goes
a step further and requests the candidates list games they are currently play-
ing as well as their experience playing a specific game, to be included to-
gether with their cover letter. Evidently then, resumers are considered valu-
able. This is not trivial but it is intuitive; if a producer of media is supposed
to understand their audience, becoming the audience of that media is a way
of empathising. Moreover, consuming media can help a producer stay up-to-
date — the equivalent of an academic literature review. Based on the action
research undertaken with HRA for this thesis, job descriptions in the anima-
tion industry do not include the need for a producer to be a consumer yet.

Even if the animation industry does not consider the benefits of a resumer
the same way the gaming industry does, it does not lower the value of look-
ing at producers as consumers. The consuming of media in animation means
the resumer must constantly shift between their role as a producer and their
role as a consumer. As such, producers involved in the animation creative
process are in essence resumers, by default. For example, 3D layout artists
first consume the storyboards and then resume them from 2D drawings into
a 3D environment.

2.6 remediation of the pre-production phase

Having formulated the term resumer, identified why producers in animation
are resumers and located problematic areas of 3D pre-production, it is im-
portant to explore possible solutions. By looking at producers in animation
as resumers, it is possible to improve media in animation by understanding
this internal audience.
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It is through software that pre-vis can be possible. With it comes the poten-
tial for better data collection and by extension better understanding of the
process, the roles of people involved and the future steps for improvement.

This thesis proposes focusing on 3D pre-vis as the transition point between
the pre-production and the production phase. Three transition points are
identified, which can be linked through the use of digital media.

The first transition point is from world creation and screenplay writing
to storyboarding, which is a transformation from text to a visual medium.
The second transition point is from 2D storyboards to 3D layout. The third
transition point is from pre-production to the production phase (i.e. unposed
and posed 3D layout). It is important that once production begins, there will
not be any need to go back and correct mistakes.

The Foundry Visionmongers Ltd. (2017) also recognises the need to break
down barriers between the different phases of production through consistent
version control with Flix. Flix is a collaboration tool for story creation that
manages versioning in a shot-based workflow, in order to facilitate people
working from different parts of the world. While it focuses on aggregating
the moving pieces into one app without altering the way those individual
pieces are created (e.g. frames of a sequence), a 3D storyboarding app would
focus on actually creating the pieces.

When introducing new media, one should consider how the consumer
interacts with it. Consequently, the question of immediacy versus hyperme-
diacy is raised. As explained by Bolter and Grusin (2000), immediacy is
when ‘[. . . ] the user is no longer aware of confronting a medium, but in-
stead stands in an immediate relationship to the contents of that medium’
(p. 24), while ‘the logic of hypermediacy acknowledges multiple acts of rep-
resentation and makes them visible’ (p. 34). The choice between the two can
then be determined by how familiar the remediated medium will be.

Professional tools do require immersion, and therefore hypermediacy is
preferred to ease the transition from the old media to the new. Ibrus and
Scolari (2012) provide a summary on the space of media and suggest that
translating from one medium to another (or from one sign system to another)
is impossible without altering the meaning. In animation this is seen as the
creative input of each person or team across the pipeline. This theory is con-
sistent with the experience of HRA and Blue Zoo when transitioning from
screenplays to storyboards and then to 3D layout. This transition means
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work flows from writers, who create the screenplay, to storyboard artists
whose drawings create a visual story, to 3D layout artists who transfer the
drawings into a 3D set, within the constraints of the built assets (created
by 3D modellers). Therefore, it is important to provide a framework which
can help identify alterations early, through tighter feedback and better com-
munication between all steps of the pipeline. Whether the alterations are
ultimately kept is a different matter.

In the next chapter, 3D storyboarding and HRA’s pipeline are discussed
further.



3
S T O RY B O A R D I N G I N 3 D

3.1 why storyboard in 3d

Getting an accurate match between initial storyboards and the 3D layout
is difficult, especially when they are performed by different people, in dif-
ferent locations, given today’s reality of multi-site productions. While big
studios have the luxury of re-iterating over the 3D layout of a shot, smaller
studios with smaller budgets have limited attempts to get it right. Going
back to make corrections may be the difference between delivering on time
or going over budget. Studios can avoid mistakes and deliver on time by
storyboarding directly in 3D, with the help of game engines.

HRA developed 3D storyboarding software to use for their own shows.
As the studio (based in the UK) collaborated with layout artists in China,
they realised there was a very time consuming problem: the layout almost
never matched the storyboards, unless multiple iterations were carried out.
Since the two studios were not even on the same continent, iterations took a
long time and the whole process was expensive. HRA built Redboard, a 3D
storyboarding tool, to address this issue (Figure 5). It started off as a simple
game engine environment with props that allowed artists to draw on.

As Redboard evolved internally over the years, HRA reached a stage where
they started licensing it for other studios to use. This software is the initial
motivation around which the research presented in this thesis revolves.

Redboard provides storyboard artists access to low resolution versions of
the final 3D environment for them to stage their shots. The artists can explore
the location or set in real time, since Redboard runs interactively. As such,
the process is similar to framing a live action shot. The storyboard artists
can also add 3D characters, vehicles or props to the shot. Once the camera
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Figure 5: Screenshot of Redboard.

framing for the shot is chosen, expressions and poses are drawn over the
top of the 3D background to convey the action. This is done like traditional
storyboard drawing, but the artists do not need to draw aspects or details
provided by the underlying 3D assets.

3.2 3d storyboarding in theory

Currently, there is great disparity between the skills an artist is required
to have for 2D and 3D productions, with each school of thought having
its own advantages and disadvantages. For example, 2D drawings are intu-
itive because they have been the primary method for decades and can be
used for quick prototyping. In contrast, 3D requires knowledge of new tools
and non-intuitive mechanisms like Inverse Kinematics (IK) (Zhao and Badler
1994) and takes longer to set up. However, it can greatly reduce costs in
the long term, as changing cameras and lights or adding simulations can be
automated.
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Other researchers have noted this disparity and made attempts to bridge
the gap between the two worlds, be it for 3D modelling (Igarashi et al. 1999),
3D layout (Eitz et al. 2012), body (Jain et al. 2009) or facial animation (Su-
contphunt et al. 2008) and even simulations of interacting objects (Jain et al.
2012). However, these attempts only look at specific problem spaces rather
than the overall pipeline.

The standard pipeline requires a manual transition from storyboards to 3D
layout, which can be problematic: inconsistent scale between the drawings
and the real 3D assets, drawing something that does not exist as an asset,
or obstructing the camera view with real set elements. Using game engines,
storyboard artists can access 3D assets in an intuitive way, controlling what
appears on the screen. For tasks requiring quick feedback (e.g. animation)
interactive solutions are preferred (Lin et al. 2015). Game engines offer real-
time response with full production quality (Moran 2015), making excellent
back-end technology for pre-vis and as such storyboarding in 3D (Nitsche
2008).

In traditional 2D animation, storyboard artists were also what is today
known as layout artists, as what they drew is what appeared on screen.
However, as 3D animation became prominent, 3D software operators were
employed to translate storyboard drawings into 3D scenes. This is still to-
day’s common practice.

Performing the storyboarding process in 3D can help resolve the issue of
transforming 2D storyboards into 3D layout, by providing interactive pre-vis
of the storyboard (Gouvatsos et al. 2014c). It can bring the storyboard artist
closer to the traditional role, by using a more modern approach. Moreover,
it reduces the need for large layout teams, bringing costs down significantly,
as the teams might only need to carry out a clean-up iteration.

3.3 3d storyboarding in practice

This thesis proposes that the storyboarding application should provide sto-
ryboard artists with simple controls, so that they can use it without knowl-
edge of more complex 3D packages like Autodesk Maya. This application
should allow artists to move the camera in 3D space and place characters
in a set. Everything should run in real-time. The reason for this is to allow
for maximum interactivity, and thus quicker iterations. However, it should
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Figure 6: Example of 3D storyboarding, with 2D drawing on top of a 3D environ-
ment. The 3D models are unposed.

also ensure that the core of storyboarding is there, by allowing artists to
draw on top of the 3D scene (Figure 6). 3D elements can provide accurate
information about the scale, camera position and lens. The overlaid draw-
ings add information such as character pose, facial expressions and other
story-related details.

The main advantage of such a storyboarding application is that it is
adapted to 3D from the beginning. As such, when the director approves the
storyboard, they would also be approving the 3D layout. Additionally, story-
board artists no longer have to draw all elements in a scene, like background
and props, which saves time. Furthermore, it creates an inherent connection
between the 2D drawings and the 3D assets. Jerry Hibbert from HRA has a
good example of the power of pre-vis in pre-production, even for writers:
in an episodic production where all the assets were pre-determined, the
writers wanted two key characters to walk to the school principal’s office un-
detected. By being able to easily navigate the real 3D set, the writers found
a plausible route for the characters to take, as well as possible emergent
stories that would make sense1.

This connection can be exploited to introduce methods that are otherwise
non-trivial to include in the pipeline (Gouvatsos and Xiao 2015). For exam-

1 Based on personal communication with Jerry Hibbert.
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ple, it allows for a system that automatically poses 3D assets from storyboard
drawings (Gouvatsos et al. 2017) and provides intelligent suggestions to the
artists, e.g. if they are deviating from cinematic composition guidelines (Mc-
Dermott et al. 2002), or if extreme camera movements or lenses are used
(Sullivan et al. 2008). This means that 3D layout and even 3D posed lay-
out (similar to an animatic, but 3D) can emerge from this process without
additional effort. Combined with audio and interpolated motion between
key-frames, this process would create production-standard pre-vis at a lower
cost.

Game engines require low polygon assets. A model can either be opti-
mised from a pre-existing high polygon asset, or an early version can be
built, as an iteration of the design process, once the shape and size have
been approved. It is important to note that the 3D assets used in the app do
not need to be the final 3D assets used in the production.

A disadvantage of 3D storyboarding is that it is not as suitable for quick
prototyping as traditional storyboarding is, because it requires initial im-
ports of 3D sets, characters and props. To mitigate this disadvantage, one
can leverage the link between the different steps offered by new media. As-
suming a screenplay analysis system like the one proposed in this thesis
(Chapter 5) is used, the annotations can be used to automatically populate
the storyboarding app with scene and shot breakdowns, text information
from the screenplay, such as descriptions or dialogues, and 3D assets. This
integration between screenplays and storyboards can speed-up the initial-
isation process, allowing storyboard artists more time to be creative and
less time performing tedious tasks like importing 3D assets. It is these ob-
servations that motivate the work presented in Chapter 5. To summarise
(Gouvatsos et al. 2016):

Leveraging 3D game engines for storyboarding, directors are em-
powered as they are able to control exact details such as camera
lenses. Artists are empowered too, as they are confident that the
final output will match their drawings. (para. 5)
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3.3.1 Storyboarding

Storyboard artists can explore the 3D set with a camera to find the best fram-
ing for their shot. After they have chosen a camera framing, they can place
characters into the shot. Once these panels are approved by a director, the
artists begin drawing details on top. The drawings provide information such
as character poses, facial expressions and effects like fire. The final panels are
exported and timed into an animatic by an editor. Storyboarding in this way
is more accurate because storyboard artists create panels using assets that
are a close representation of the ones used in the production, with a camera
that matches the one used in the final render. Knowing where the set ends
means avoiding pointing the camera towards emptiness; knowing where set
elements such as trees are means avoiding framing an obscured shot. It is
also faster, as it is no longer necessary to draw backgrounds, characters or
props that can be represented by the 3D assets (Figure 7a).

Storyboarding in this way is more accurate because 3D positions are ex-
act, while the artist views their shot through the same camera used in the
final render. It is even possible to automatically sketch the basic lines of any
character or other object, given that the 3D model exists.

3.3.2 Layout

The 3D assets (in the game engine), the 2D drawings (drawn by the artists)
and the timings (set by an editor) are the three elements needed to automat-
ically create the first pass of 3D layout. Automatically exported to software
like Autodesk Maya, camera information (cuts, pans and lenses) is accu-
rate and the scale is correct. Creating 3D layout in this way means directors
and artists can move on to the next scene or episode without looking back.
Keyframes are created based on the timing data from the animatic and the
low-poly 3D assets are automatically replaced by the high-poly final assets
(Figure 7b).
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3.3.3 The HRA pipeline

At HRA 3D storyboarding is done using Redboard. The pipeline does not
treat 3D storyboarding as an afterthought but rather takes it into consider-
ation from the beginning. A process as described earlier in this chapter is
preferred as part of HRA’s pipeline.

During the first years that this pipeline was tried, using Redboard had a
large overhead as artists needed to be trained to use it. While the software
was simple to use, getting used to a new pipeline and achieving maximum
efficiency required time. Over the years, however, HRA built a network of
trained Redboard storyboard artists that they used for their own produc-
tions, or for the productions they consulted on.

In episodic productions like TV series, which is what HRA has been work-
ing on the most, it is easy to get started as it is common to have existing 3D
sets and characters from previous seasons and episodes. Having said that,
3D assets may exist that are too heavy for the requirements of the game en-
gine environment of Redboard. In this case, a 3D artist simplifies them to re-
duce their polygon count. It is common to use a mix of traditional storyboard
drawings and 3D storyboarding, all done within Redboard, depending on
the availability of assets and the stage of pre-production.

While a lot of the story creation took place in the UK, the actual 3D layout
and later on, animation, was usually outsourced to countries in very differ-
ent timezones e.g. China. The common workflow started with camera posi-
tioning and framing done first, followed by character placement and finally
drawn details. Assuming a ten minute episode, each episode’s storyboard
had three weeks allocated to it, with an approval point during the second
week. Following that, there were three 3D layout approval points during a
six week period. The final 3D layout was done in Autodesk Maya.

3.4 moving forward

3D storyboarding is a way to modernise the otherwise still traditional pre-
production to match today’s animation pipelines. It can help accurately vi-
sualise the scenes early on, mitigate transition errors from storyboarding to
layout as well as scale and position mistakes.



3.4 moving forward 49

Thousands of minutes of animation have been created in this way, for
productions such as ‘Bob the Builder’ (HIT Entertainment 2015) and ‘Tree
Fu Tom’ (FremantleMedia, CBeebies, Blue-Zoo Productions 2012). HRA has
used 3D storyboarding internally as well as by consulting and licensing their
software to external studios, like HIT Entertainment.

Having said that, 3D storyboarding by itself also has some drawbacks.
Working in a 3D environment this early requires 3D assets that might not
exist yet. Moreover, storyboard artists that are used to working in a certain
way, would have to deal with non-creative tasks like importing 3D sets and
characters into the software. Apart from the limitations, there are also new
opportunities: the relationship between 2D drawings and 3D assets can have
interesting applications that are explored, like automatic posing of models
using storyboard drawings (Figure 7c), knowing that the drawings are cor-
rectly laid on top of the 3D assets.

The aim of this chapter was to solidify what 3D storyboarding is and
why companies like HRA prefer it. Other companies using this workflow
following collaboration with HRA are Blue Zoo and HIT Entertainment. The
second part of this thesis contains a portfolio of projects developed for the
purpose of improving pipelines, specifically around 3D storyboarding.
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(a) Storyboard panel with drawing on top of the assets, in a 3D
game engine.

(b) 3D layout in Autodesk Maya. The low detail models are re-
placed by the high detail rigged models.

(c) The final render of the shot, faithful to the original storyboard.

Figure 7: Efficient storyboarding workflow example from Tree Fu Tom. (© BBC
MMXVI)
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In this second part of the thesis, motivated by the three transition points
identified in the first ‘Research background’ part, five different projects
and their implementations are detailed, focused around a 3D storyboarding
pipeline.

As a way to mitigate the 3D storyboarding issue of requiring 3D assets
earlier, the first project (Chapter 4) describes a system that can create simple
3D assets from character line-up drawings, to be used as reference during
storyboarding.

As a way to make the process of 3D storyboarding more immediate by
requiring less set up time by the artist, the second project (Chapter 5) de-
scribes a system that can structure a Redboard project file with a scene, shot
and action breakdown automatically carried out based on a screenplay.

Furthermore, this system can use the simple 3D assets generated by the
first system in order to populate the structured scenes with the correct char-
acter models automatically, as the third project describes (Chapter 6).

While 3D storyboarding aids in the transition from storyboarding to un-
posed 3D layout, the next step of going from unposed to posed layout is also
explored.

Cheap motion-capture devices can facilitate in this transition, as the fourth
project (Chapter 7) describes a system that uses Microsoft Kinect to allow for
posing of characters that can be carried out by non-expert 3D software users.

Alternatively, the fifth project (Chapter 8) describes how this step from
unposed to posed 3D layout can be performed automatically, by using 2D
drawings (e.g. from storyboards) to infer the 3D pose.

The combination of these projects results in a pipeline that transitions
from screenplay, to storyboarding, to unposed layout and finally to posed
layout in a semi-automated way, modernising the pre-production phase in
the process.



4
A U T O M AT I C C R E AT I O N O F P L A C E - H O L D E R A S S E T S

4.1 motivation

A pipeline that does storyboarding in a 3D environment can have great ben-
efits in terms of performing the storyboarding and the initial layout phases
simultaneously, but also has some shortcomings.

The first shortcoming of this alternative pipeline is that 3D models are
needed earlier than usual. It is important to note that this is mostly a prob-
lem in a situation where new models are needed (e.g. in the case of a com-
pletely new production) and it would not be as prevalent in episodic pro-
ductions where the models have already been crafted (e.g. a follow-up TV
series). Assuming that new models are indeed a prerequisite, it suggests that
the modelling teams would have to increase their efforts: either to create the
final models earlier during pre-production or to create temporary models
which will then be replaced. The first option puts a greater emphasis on 3D
models being available earlier in the pre-production, which may not be pos-
sible due to the cost and time required. The second option is viable because
for the purposes of storyboarding the artists do not require a complete vi-
sual representation, since they draw on top, using the 3D models merely as
a reference.

Traditionally, 3D models are created later in the pipeline while character
drawings are created early on. This observation is leveraged in order to pro-
pose a system that takes drawn character line-ups as input and generates
representations as simple rectangular cuboids. These models can be used as
placeholder assets in 3D storyboarding, until the real 3D models are com-
pleted.
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4.2 background

During storyboarding with Redboard an artist draws in 2D over the 3D
scene. This allows for a more abstract representation of the characters in
3D. Because of this it is assumed that only position, orientation and scale
are needed for the drawing process. Moreover, such an approach allows
the artist to be unconstrained by the model and draw more freely (due to
the abstraction of the character). More specifically, a scale-accurate abstract
shape can help ensure that the artist does not make errors when it comes to
positioning and size of the drawn character, while allowing them to be free
to experiment with new expressions and poses.

Vaillancourt and Egli (2011) define placeholder assets as ‘temporary re-
sources used . . . in place of final resources that haven’t been created yet’. At
the same time, it is important that placeholder assets correctly signal they
are placeholders that will be replaced by the final assets, be it internally
or when communicating with external clients (Zagal and Altizer 2015). A
simple solution like applying a character drawing on a 3D plane can cause
confusion in terms of whether the artist is dealing with a high or low resolu-
tion placeholder asset1. It is worth noting that placeholders are not the same
as low level of detail (Luebke et al. 2002) assets: levels of detail are different
versions of the final asset while placeholders are meant to be discarded the
moment any version of the final asset exists (Zagal and Altizer 2015).

Inspiration for this approach is drawn from an advertising campaign (Min-
imalist Lego Cartoon Characters 2012). Lego has experimented with the idea of
using simple rectangles with stripes of colour to represent complex charac-
ters in a recognisable way, during their Lego Imagine advertising campaign.
The equivalent in 3D can be re-created using geometric primitives such as
rectangular cuboids. As long as the scale is representative and can guide the
storyboard artist’s drawings, this method is effective in conveying a charac-
ter with very little detail.

1 Based on personal communication with HRA artists.
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4.3 methodology

The proposed system takes character drawings in the form of character
line-ups as input (Figure 8) and outputs 3D rectangular models (Figure 9).
The generated models are in the OBJ file format. The general algorithm in
pseudo-code is given in Code Snippets 1 and 2.

Figure 8: Example of input character drawings (© Hibbert Ralph Animation).

Figure 9: Automatically generated 3D pegs as seen in Autodesk Maya.

An object-oriented approach is taken, allowing for a modular and easy-to-
maintain system. The Model-View-ViewModel (MVVM) architectural pattern
is used in order to facilitate design and data presentation between the UI and
the actual logic of the system, using data-binding techniques. It also helps
uphold Don’t Repeat Yourself (DRY). The algorithm is broken down and
structured into several classes as seen in Table 1. The classes of the MVVM

pattern, such as the MainViewModel, are not included.
Characters are segmented from the overall image using the Connected

Components Labeling algorithm (CCL) (Samet and Tamminen 1988) algo-
rithm. As this may result in multiple segmented parts e.g. if there is noise
in the image, only the N largest parts returned by CCL are considered as
characters, where N is the number of characters in the image, provided as
user input.
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class description

Character The Character class is a custom data-structure for storing
information of the segmented characters (e.g. character im-
age).

Segmenter The class which takes care of segmenting the initial input
image into several Character objects.

Trimmer This class is used for locating the eyes as well as performing
the third width heuristic as shown later in this thesis.

Mosaic The Mosaic class performs the colour-averaging which cre-
ates the character image abstraction.

ObjCreator This class generates a 3D rectangular model of a character,
using the mosaic image as a material.

Table 1: Peg Creator software classes.

In order to maintain the eyeline of each character while avoiding perform-
ing some complex face recognition algorithm, the eye colour of each char-
acter is manually set to RGB(0, 255, 0). This colour is chosen because it is
uncommon to appear in character drawings that HRA had access to. It could
be any different colour, as long as it uniquely used for this and does not
appear in the drawn character colours.

The height of the resulting 3D rectangular cuboid depends on the maxi-
mum pixel height of the character in the drawing. Width can be calculated
using various heuristics. The first width heuristic is to calculate the width
of the resulting 3D rectangular cuboid as the maximum pixel width of the
character in the drawing. This essentially considers the bounding box of each
character in the drawing.

However, alternative heuristics were examined too. More specifically, the
bounding box of a character which is generally thin can have a large maxi-
mum width if some aspect of the character extends far beyong the body e.g.
a character with their arms extended (Figure 13). To deal with this problem,
collecting the width of the character in each pixel row and calculating the
average width can be used as a second heuristic. These pixel-based heuris-
tics are based on the concept of using scan-lines at every row of the image
and counting the coloured pixels, assuming that colours always belong to
the character. Apart from these two pixel-based width heuristics, a third
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heuristic was developed which is based on the assumption that the feet of
the character are always at the bottom of the image.

For the third heuristic, each character image is segmented as to remove
any limbs and keep only the core (Figure 12). Using a scan-line at a height
of the image where the feet are assumed to be (near the bottom), the left-
most and right-most points are found, called botX1 and botX2 respectively.
Then, knowing the location of the eyes it is possible to similarly get the left-
most and right-most eye points topX1 and topX2. The removal of the limbs
is achieved by using a rectangle: the left edge is the min(botX1, topX1) and
the right edge is max(botX2, topX2) (Figure 12).

Given the mosaic image which serves as an abstraction of the character,
an OBJ file is created representing a rectangular cuboid. Its dimensions are
directly proportional to the dimensions of the mosaic image in terms of
height and to a value given by a width heuristic for the width. These values
are normalized to be between -1 and 1. This allows for the center of rotation
to be the middle of the model and absolute scaling to be decided later by the
3D artist depending on the scene dimensions, while relative scale in terms of
the other characters in the line-up is maintained (Figure 9). All faces of the
cuboid, apart from the top and bottom, are textured with the input bitmap of
the mosaic. The top face of the rectangle, which tends to be the most visible,
has a protruding plane with an arrow texture, in order to add orientation to
the character model.

The mosaic creation is left for artists to control, by increasing or decreasing
the pixel thickness of stripes (Figure 14).

The system is developed in C#, using the Windows Presentation Foun-
dation (WPF) for the UI, as it was aimed to be used on Windows machines.
The system is developed to work independently and the UI aims to allow a
non-expert user to use it comfortably (Figure 11). The function to binarise an
image (Szeliski 2010) and CCL were initially implemented in C#. However,
in the final implementation of the system the AForge.NET library (Kirillov
2011) is used. The reason for this is to decrease development time as other
contained functions are also employed, while reducing the need for in-house
maintenance.
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4.4 results

Output examples of the PegCreator system can be seen in Figures 9 and 10.
Examples of the output of each individual step can be seen in Figure 12. For
all of these examples, the third width heuristic (which makes the assumption
about feet positioning) was used, as it deals with most cases for humanoid
characters. The mosaic stripe thickness for the presented results was set to
40 pixels which worked for the chosen character line-up.

4.5 discussion & future work

Using the Lego advertising campaign as inspiration and knowing from
HRA’s previous productions that very simple 3D models with the correct
scale can be used as placeholders, a system was developed that takes a
character line-up as input and generates simple rectangular cuboids. The
cuboids have different dimensions depending on the character’s size in the
line-up, while a coloured texture is created by averaging the colours of the
character.

It is worth noting that the artist does not have to draw the characters
as a line-up. This input was chosen for two reasons. Firstly, character line-
up drawings can exist early on in the pipeline. Secondly, a character line-
up contains information about the scale of characters relative to each other.
Individual character drawings could be used too, as long as they all use the
same scale.

The limits of this approach are mostly related to the pixel-specific heuris-
tics, be it for width estimation or mosaic stripe thickness. Depending on the
types of character, the width heuristics need to be changed to improve re-
sults. Even so, 3D assets can be created that are too wide for the character
they are meant to represent. It is worth discussing how the three presented
heuristics can fail depending on the drawn character. Using the maximum
width heuristic, depending on how the character is drawn, can result in a
much wider bounding box e.g. depending on if the character has their arms
extended or not (Figure 13). The method works with non-humanoid charac-
ters too, but the same issue could arise for other situations, like for example
an animal that has a tail extending out of its body. In those cases, using the
third width heuristic that makes an assumption about where the feet are
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located can help. However, it would fail in other situations, like for exam-
ple if a character has a cape that increases their width around the feet area
(Figure 10).

The mosaic thickness can be adjusted depending on how much colour
detail the artist wants in the final result. Depending on the actual pixel di-
mensions of the drawn characters, these values would also need to change
as they represent mosaic stripe thickness in terms of pixels (Figure 14). As
such, the proposed method could be improved if mosaic stripe thickness
would be automatically picked, removing this part of user input.

This is a step in making 3D storyboarding more approachable for peo-
ple that prefer a traditional pipeline, by removing the need for 3D artists in
pre-production. Following evaluation by HRA’s in-house artists, it was deter-
mined that even though further improvements could be gained by increas-
ing the accuracy of the character representation, the generated placeholder
assets would be useful early on in pre-production. However, storyboarders
still have to spend time importing models into software, instead of quickly
getting started on their creative process, as they would with a pencil-and-
paper-like medium.
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Figure 10: Examples of automatically generated character abstractions.
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Figure 11: Screenshot of the Peg Creator interface.

Figure 12: Step 1 — Segmenting the character from the line-up. Step 2 — Trimming
it based on the feet. Step 3 — Averaging the colours into stripes to create
a ‘mosaic’ effect. Step 4 — Generating the rectangular cuboid and adding
a plane on top to convey orientation.
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Figure 13: The same character drawn differently can result in a different bounding
box that may affect how the character’s width is estimated.

Figure 14: Side by side comparison of the original character drawing (left-most) and
different mosaic stripe thickness parameters: 10, 40 and 100 respectively
from left to right.
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Code Snippet 1: Peg creation algorithm pseudo-code. Input: image with character
drawings (image file), number of characters in input image (inte-
ger). Output: 3D peg model for each character (.OBJ file).

1

class ModelCreator

{

public void CreateModel()

{

6 int N = numberOfCharacters;

var binImage = Binarize(inputImage);

// Perform CCL algorithm to segment characters

var Characters[] =

ConnectedComponentsLabelling(binImage);

11

// Sort characters by area

Characters.Sort(character => character.Area);

// Take N characters with largest area

16 Characters[] = Characters.Take(N);

foreach (var character in Characters)

{

// Transform character image into

21 // rectangular abstraction

var mosaic = Mosaic(character);

// Output OBJ file with a rectangle as high and

wide as the character image

// Use the abstraction from the mosaic as the

texture

26 Generate3DPeg(mosaic, character.Width);

}

}

}
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Code Snippet 2: Pseudo-code to average colours of a character image in order to
create mosaic effect.

1

private image Mosaic(character)

{

// Find location of Chroma green eyes in the

character image

var eyeLocation = LocateEyes(character);

6

// Average colours in the image per stripe

// Stripe-size X=image width, Y=k

// Where k is a fine-tuned constant

// to create the wanted artistic result

11 // This works similarly to a sliding average function

// The background colour is ignored, as well as

// the Chroma green (eye) colour

var averaged = ColorAveraging(Character, stripeSize);

16 // Having the eye location, overlay a white

// stripe at the correct position

image mosaic = OverlayEyes(averaged, eyeLocation);

return mosaic;

21 }
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S C R E E N P L AY A N A LY S I S S Y S T E M F O R A U T O M AT I C
A S S E T I M P O RT

5.1 motivation

By using 3D storyboarding in a pipeline, storyboard artists are required to
operate 3D software. When it comes to setting up their scenes to begin work-
ing, either the artists themselves or other human operators have to spend
time importing the correct 3D sets, props and characters. Moreover, they
have to structure their work into scenes and shots and manually copy over
text from the screenplay in each shot in order to help show what they will be
referring to. This is a tedious task that is not part of the creative process of
storyboarding. Similarly to how character drawings like character line-ups
exist early on in the pipeline, it is also a fact that the screenplay —the text
describing the story— is also a vital part of pre-production even in the most
traditional pipelines (Chapter 2). In fact, the screenplay is often the first asset
that exists in a production.

In Redboard, HRA’s 3D storyboarding software, all the information is
saved in a binary format called a Redboard project file. This contains in-
formation of the scenes and shots, camera positioning, drawings and posi-
tioning of 3D assets.

In this chapter, the observation that the screenplay is rich in information
is leveraged in order to propose a system that can break down the screen-
play into sequences, scenes, shots and actions, identify which characters and
which sets are linked with them and generate a Redboard project file with
all the set up work completed automatically.

65
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5.2 background

Ideally, a screenplay writing application for 3D animation purposes should
be able to track multiple revisions, in order to handle multiple writers work-
ing together from different locations. The application should be available on
mobile devices; the medium loses its power if the writer has to print it out
on paper to bring it to a meeting. Writers should be able to attach audio,
as well as images such as concept art or photographs next to the text. This
can ensure that everything is stored together and is easily accessed by all
people involved. It also means that even when looking at outside material
such as photographs, the screenplay will not be put aside; it will remain in
focus. Furthermore, it is important to provide a structured method for writ-
ers to annotate character names, scene locations, time of the day etc. Having
a structured and labelled screenplay can help further down the pipeline. For
example, quick character and location drag and drop functions, diagrams
showing transitions between scenes as well as which characters appear in
which location. Once annotated, dialogue can also be easier to manage as it
can be reviewed as a whole, per character or per group of characters. This
can be particularly useful when there is a special requirement for a character
to appear in, e.g. at least 50% of the scenes. There are cases where characters
appearing in a TV series are also sold as merchandise e.g. toys. In these sit-
uations, it is possible to ensure already from the storyboarding phase if the
marketing goal of a character appearing in a specific number of shots has
been met.

The current state of the art in screenplay writing is Final Draft (Figure 15)
(Hillin et al. 2013). This is also the case for HRA and the companies they
collaborate with. While it does not have all the above features, it offers op-
tions such as quickly finding characters and scene locations in the text, while
providing a ‘story map’.

Final Draft has structure features too, but writers do not always use them
if they do not understand how they can be useful after they hand off the
script. For example, screenplays that HRA has received were often missing
structural information despite Final Draft supporting it.

The use of 3D storyboarding tools is often avoided due to the large over-
head which follows most 3D approaches compared to their 2D counterparts.
However, once the initial stage of loading assets and organizing them by
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populating scenes is finished, a 3D approach can offer significant advan-
tages, such as immediate feedback in terms of how the existing assets can fit
and create the actual storyboard panel.

The approach presented in this chapter to automate the process of import-
ing and organizing all the assets is to parse a Final Draft screenplay and
extract relevant information such as character names, in which scene each
character name is mentioned, set descriptions etc.

Figure 15: Screenshot of Final Draft software.
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5.3 methodology

The system proposed works with Final Draft files and successfully extracts
data such as sequences, scenes in each sequence, shots in each scene and
characters in each shot as well as their actions. If the actions are dialogue, all
the necessary text is extracted too.

The problem is broken down into three parts:

• Parsing the screenplay

• Linking the parsed information with the 3D assets

• Generating Redboard project file

The system is developed in separate Python modules. This allows for
maintainability as one can edit individual parts of the system without af-
fecting the overall behavior. The reason Python is chosen is due to the text-
parsing nature of the problem and its popularity in the animation industry.
For example, the Python parsing system could be used to setup informa-
tion extracted from the screenplay, directly in pipeline asset management
systems such as Shotgun1.

5.3.1 Parsing the screenplay

Final Draft screenplays are XML files. There is useful metadata in the XML
that is leveraged for the parsing step. For example character names have an
XML attribute appended to them named ‘Type’ equal to ‘Character’.

Screenplays are broken down into sequences, scenes, shots and actions. Se-
quences describe things like episodes, which contain a series of scenes. Most
of the time, the screenplays that HRA has worked with contain one sequence
at a time. Nonetheless, there are cases when more than one sequence is in-
cluded in the same screenplay. Scenes contain a series of shots while shots
contain a series of actions. Actions are acted out by characters and describe
activities like talking, running etc. as per the screenplay.

Final Draft, as mentioned earlier, has some smart features that allow it to
categorise sets separate from the time of day. However, it was often the case

1 https://www.shotgunsoftware.com/
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with screenplays used by HRA that these smart features were not used by the
writer. As such, manual parsing was necessary.

In Final Draft screenplays, set information is contained in headings. It is
important to separate the set name from information like time of day, or
whether it is an inside or outside set. Other information, like the time of day
(e.g. ‘night’) also appears in the same heading. Whether action takes place
during the day or during the night, the set name is the same, so it is impor-
tant to separate it from the rest of the information. One of the difficulties
in doing so is that there is no standard order in which this information is
structured. A scene that takes place during the day in the ‘terrace’ set, which
is outside, can appear in the screenplay as:

• EXT. TERRACE — DAY

• DAY — TERRACE EXT.

• TERRACE (EXT) — DAY

and in many other variations, both in terms of the order and in terms
of the capitalisation of the characters. The system proposed in this chapter
uses a map of common words such as ‘ext’ for action that takes place out-
side and ‘day’ for time of day. A list of common separators, such as ‘-’ is also
used. These mappings were built based on common screenplay conventions
extracted from real-world productions, such as Q Pootle 5 (Blue-Zoo Produc-
tions 2013). They are parsed with regular expressions to find the words in
the map, e.g. ‘int’ or ‘ext’. In this way, the final set name is extracted from
the heading.

5.3.2 Linking the information

Apart from parsing the screenplay, it is important to link information like ac-
tions to characters consistently. In the current implementation, conventions
are created and kept as separate input to the system in the form of lists, e.g.
a list of character names. For example, a character named ‘Kat’ can appear
in the screenplay as ‘Kat’ but also as ‘Katherine’, as well as ‘Kat (continued)’
or ‘Kat (cntnd)’. This mapping is specified as a pairing in a separate list,
rather than renaming the screenplay directly. This allows the screenplay to
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remain intact as the writers originally created it, but to handle all these dif-
ferent instances as the same character. Words appended to a name, such as
‘continued’ are included by default as they were identified to be common
occurences in screenplays. On the other hand, a mapping to state that ‘Kat’
and ‘Katherine’ are actually the same character has to be provided as user
input.

The system links each character found in the screenplay to their actions.
For each action, the text associated with it e.g. ‘Kat turns off her computer’
is stored. This is useful later on when characters are included together with
the screenplay text in the final Redboard project file.

5.3.3 Generating Redboard project file

The current implementation generates a Redboard project file, as seen in Fig-
ure 16. The link between models (characters, sets etc.) and their appearance
in the screenplay was done by the exact names extracted from the screen-
play. For example, a character named ‘Kat’ would be linked to a file named
‘Kat.obj’.

The current implementation automatically structures the scenes and then
for each scene it creates shots, which are based on actions as seen in the
screenplay (Figure 17). Actions are used to create separate storyboard panels
in the 3D storyboarding software.

If there are multiple sequences in the same screenplay, each sequence is
output in a separate project file to make loading them into Redboard easier
and faster. It is possible to combine them into one project file later on through
Redboard.

The final result is a Redboard project file which has scenes, shots and
actions already created (Figure 16). For each of these, the correct set and
character models are automatically imported. Textual information from the
screenplay is also brought in and overlaid in the UI, e.g. ‘TIME: DAY’ (Fig-
ure 17). At this point, the storyboard artist can begin their creative work,
like positioning the imported characters, moving the camera and telling the
story, without the need to do this initial project setup manually.
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Figure 16: Automatically populated Redboard project from ‘Q Pootle 5’ (Blue-Zoo
Productions 2013) screenplay.

5.4 results

The system’s output was evaluated cooperatively by two users, both experts
in 2D, 3D and storyboarding. One user was an expert in the use of the
specific software (Redboard) too. In this section, the words scene and set are
used interchangeably.

The overall feedback was positive, as the users believed the output would
save them significant amounts of time. More specifically, they confirmed
that the process of populating the sets with the 3D assets is something that
storyboard artists do not consider as a part of their job but rather a delay to
their creative process and as such should be automated.

The idea of having all the scenes structured with all the models that appear
in each scene already imported received particularly good feedback. One of
the main problems that can be the result of human error when importing
the assets is to neglect adding all the necessary character models for a scene.
This automatic process presents the users with a list of already imported
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Figure 17: Automatic shot breakdown as seen in Redboard.

characters. Any characters wrongly imported can be removed. This helps
ease the burden on the user’s short-term memory, as the alternative would
be remembering which characters must be imported and bringing them in
one by one.

Apart from sequences and scenes, the screenplay analysis system breaks
the screenplay down into shots. Shots contain actions such as a dialogue
between two characters, a character walking etc. In contrast to the rest of the
functionality of the program, feedback on this part was less positive. More
specifically, the users consider the process of creating the shots based on the
actions to be part of their creative input. Storyboard artists often go through
the screenplay and take the liberty of changing the order of certain actions,
grouping actions together into a shot while separating others. This process is
considered to be creative and therefore — according to the received feedback
— should not be automated.
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5.5 discussion & future work

Even with available 3D models to load into Redboard or another 3D story-
boarding software, it is required for the end-user to setup all of the scenes
and then load the corresponding models for each shot. This can potentially
take a long time and discourage storyboard artists from following this route.
Moreover, it can be a distraction to the actual creative process.

The screenplay is one of the first elements created in a production, contain-
ing much information such as the number of sequences, the breakdown of
scenes, the events and characters as well as their specific actions. The general
idea is to use the screenplay in order to extract such data automatically. This
can then be used to automatically populate 3D scenes with the correct char-
acters and allow the storyboard artists to immediately start being creative.

Although the screenplay analysis system has been tested with several dif-
ferent Final Draft screenplay files and it successfully extracts the different
parts (sequence, scene, shot, characters and their actions), due to the wide
variation that screenplay writers have in the style of writing, there can be
potential problems. For example, extracting a character name might depend
on the convention with which the writer chooses to annotate that name. For
example, ‘John (continued)’ is a common way to denote continuous dialogue.
Therefore, either research on the most common styles of screenplay writing
is necessary or a clear set of conventions within studios. In both cases, the
system can be transformed easily, due to its modular nature, to include the
different conventions of each studio.

Moreover, linking between set names or character names and their corre-
sponding 3D assets is done based on the name. For example, if a charac-
ter named ‘Tom’ is found in the screenplay, their corresponding 3D model
would be ‘Tom.obj. Future work could look into better ways of linking the
two, by first establishing a consensual pipeline and a set of conventions.

More specifically, a set of rules or conventions is important to ensure that
teams of creative and technical people are thinking in the same terms. Al-
though sets of tools like the ones discussed in this thesis have the potential
to reduce the durations of certain pipeline phases by being well integrated
into the pre-existing workflow, it is also crucial for a common consensual
pipeline process to exist around these tools. Therefore future work can also
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focus on ways to develop or extend the existing processes and integrating
them into the same pipeline.



6
I N T E G R AT I O N O F P L A C E H O L D E R C R E AT I O N A N D
S C R E E N P L AY A N A LY S I S

6.1 motivation

With Redboard already existing as a 3D storyboarding system and with
some of its shortcomings identified and presented in this thesis, some new
but disconnected systems were developed. A system for automatic creation
of place-holder assets (Chapter 4) was developed in order to mitigate the
early requirement of 3D assets when storyboarding in 3D, while a system
that can extract scene, shot and character text data from screenplays (Chap-
ter 5) was developed to mitigate importing and setting up of a 3D scene
when storyboarding in 3D.

As long as the systems remain disconnected, however, the workflow does
not yet form a pipeline.

The aim of the system presented in this chapter is to bring all the work
together into a coherent pipeline by connecting and integrating the place-
holder asset creation system with the screenplay analysis system.

6.2 background

Integration is an important part of the research presented in this thesis. After
all, the aim is not to produce individual prototypes of ideas but to actually
create solutions integrated into the company’s existing workflow. Tools need
to be sufficiently decoupled to allow for easy switching or modification of
individual components, yet they should form a pipeline flowing from one
step to the next.
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Figure 18: Structure of integration between the Peg Creation and the Screenplay
Analysis software.

6.3 methodology

To combine the screenplay analysis with the placeholder asset creation sys-
tem, a simplified pipes and filters pattern is used as shown in Figure 18.
Since these systems would not work in parallel for each episode or scene,
this pattern is suitable. The final output is a Redboard Project file which
has all the necessary initial information laid out for the end-user. Redboard
project files are binary files, therefore scene data extracted from screenplays
are transformed to the correct format using an in-between software interface.
Integrating the two tools means that the placeholder asset creation tool UI

no longer needed, as arguments are passed via command line.
The proposed solution includes two separate systems, the screenplay

analysis and the placeholder asset creation, to address some of the al-
ready discussed issues of 3D storyboarding. The systems are fine-tuned
and integrated into the Hibbert Ralph environment, however can be easily
customised to satisfy other requirements.

For this implementation, Python is used to link the two systems together
as it is a popular language in the field of animation and VFX and available
in most digital content creation tools like Autodesk Maya. The input list of
the placeholder asset creation system allows for a names list to be passed.
This indirectly provides the placeholder asset creation system the number
of characters in the drawing, used for the segmentation process and is also
used to help the user name the generated placeholder 3D assets.
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The names list would normally have to be created manually, but in this
case it is collected during the screenplay analysis process. By getting the
character names from the screenplay, it is no longer necessary to manu-
ally provide a character count or list of names to the placeholder asset cre-
ation system. Moreover, a Redboard project file is generated breaking up the
screenplay into scenes, shots etc. but also automatically linking the gener-
ated placeholder assets in the scenes they act in. Because the placeholder
assets are created as part of this, they are used to represent the screenplay
characters generated by the screenplay analysis system. It is still possible to
manually override the names e.g. to specify when multiple names are used
to describe the same character.

6.4 results

Figure 19 shows how the character names identified through the screenplay
analysis are fed to the placeholder asset creation system in order to name
the 3D models appropriately.

Apart from feeding the screenplay analysis names into the placeholder as-
set creation system to segment and name the characters correctly, the created
3D placeholder assets created by the placeholder asset creation system are
linked into the Redboard project file generated by the screenplay analysis
system.

6.5 discussion & future work

This research portfolio item serves to show how independent novel ideas
can be combined to create a consistent workflow. More specifically, by as-
sisting 3D storyboarding with these new tools, storyboarding in 3D can be
integrated with pre-existing media from the traditional pipeline, contrary to
the views of some clients HRA discussed with.

Furthermore, by linking all the projects together, it becomes easier to focus
on the next problem to tackle. Namely, combining 3D storyboarding with au-
tomatic place-holder asset creation and screenplay analysis, a 3D animation
production is able flow from screenplay, to storyboarding, to first-pass 3D
layout without the need for expert 3D software operators. It is also possible
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to establish a better link with existing shot and asset management industry
standards, such as Shotgun (Shotgun Software Inc. 2018), to pull set and
character assets automatically. As such, achieving second-pass 3D layout in
a similar fashion is explored in the next two chapters.
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Figure 19: A screenshot of the Peg Creation software, where dropdown boxes allow
the artist to choose the character’s name.



7
C H E A P M O T I O N - C A P T U R E D E V I C E S F O R H U M A N O I D
P O S I N G I N P R E - P R O D U C T I O N

7.1 motivation

The character posing stages before going into animation are a time consum-
ing and labour intensive process. For the user performing the process, it is
usually required to possess a solid understanding of 3D graphics and to be
trained in using a complex software suite such as Autodesk Maya.

Through the effective use of 3D storyboarding and Redboard, storyboard-
ing and first layout pass can be performed in one step. This allows story-
board artists and directors to ensure that each shot looks as intended in 3D,
in terms of scale, framing and positioning. However, the second layout pass
still requires an expert operator of 3D software (e.g. Maya).

In this chapter, an alternative workflow is proposed with emphasis on
making the initial posing stages accessible to less trained users through the
use of Microsoft Kinect.

7.2 background

Capturing real world information such as character poses is a wide area of
research, with fields like surface reconstruction and Motion Capture (mocap).

Surface reconstruction approaches, whether for objects or characters, vary
from 3D laser scanning (Wang et al. 2003), to image and video based meth-
ods (Zhu et al. 2017). More complex rigs like the former produce better
results compared to simple camera approaches, but are more expensive and
difficult to setup (Xia et al. 2017).
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Pose and motion capture approaches include solutions that range from
magnetic sensors (O’Brien et al. 2000) which are less invasive, to wearable
inertial trackers (Lintmeijer et al. 2018), to optical tracking methods using
multi-view (Vlasic et al. 2008) or monocular (Wei and Chai 2010) camera
data. Using multiple views is a way to deal with the most common issues of
noise and occlusion. Noise can occur due to lighting conditions, calibration
issues and overall sensor errors. Occlusion can occur due to other objects
hiding the actor, or the actor self-occluding themselves: for example placing
their hands behind their back. For optical methods, markers can be posi-
tioned on the captured subject in order to track specific points such as an
actor’s joints. For blockbuster films, where multiple cameras are available
and the captured data must be as accurate as possible, actors can wear suits
with optical markers that emit their own light to improve their visibility to
the camera (Failes 2017). Depth sensors capture information that has the po-
tential to be more robust than colour information when it comes to using
only one device (Baak et al. 2011).

Irrespective of the capture device, results of the captured motion can be im-
proved by constraining the problem space. One example of this is constrain-
ing the possible inferred poses of the capture to be physically possible based
(Andrews et al. 2016). The fact that researchers began building databases of
human poses, for benchmarking and reference (Andriluka et al. 2014) has
helped data-driven approaches. Apart from the aforementioned physically-
based solvers, databases are another way to constrain the problem space,
as they can be used as a pose knowledge-base, e.g. to train convolutional
networks (Wei et al. 2016).

Another example of a data-driven approach is the Microsoft Kinect SDK,
which was trained on a database of frames consisting of a variety of actions
such as driving, dancing, and running (Shotton et al. 2011). The emergence
of Kinect in the field of computer vision has provided a way of collecting 3D
point cloud data cheaper than in the past. It is a successful example of using
multiple data inputs (combining depth and colour information) to provide
more robust results. Nonetheless, although a single Kinect is easy to setup,
it can still suffer from noise, occlusion and overall depth-data inaccuracy
issues (Xia et al. 2017). As an alternative to improving accuracy through the
use of multiple Kinect sensors (Ye et al. 2013), it is also possible to collect
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more accurate depth information by capturing multiple angles with the same
Kinect device, in real-time (Izadi et al. 2011).

Related work in mocap can have applications in other areas of entertain-
ment apart from animation, like rotoscoping (Agarwala et al. 2004). Having
said that, it is not only the field of entertainment that benefits from these
research breakthroughs. Fernandez-Baena et al. (2012) propose using the Mi-
crosoft Kinect as a way to validate rehabilitation treatments, due to its price,
portability and no need for markers. Lange et al. (2012) take it a step further
and apply gamification to the rehabilitation process.

The field of animation deals with non-humanoid characters too. Even
though this project focuses on capturing the static pose of humanoid char-
acters, it is worth noting that related work extends the use of performance
capture to a wider range of characters (Seol et al. 2013) and even arbitrary
physical objects (Chen et al. 2012). Although the Kinect has been used to
track objects such as toys (Held et al. 2012), mocap data is usually collected
from human actors; applying it to non-human characters is a non-trivial
problem due to topological differences between the source and the target of
the pose. Yamane et al. (2010) propose that the non-human character would
still convey the same emotion through body language. They approach the
problem of mapping the human pose to the character pose by building a
statistical mapping function using Gaussian process latent variable models
combined with physically-based restrictions.

Assuming that at this stage of the pipeline there are already available 3D
models, this chapter looks at capturing human pose information in a way
that is accessible to both bigger and smaller studios. Moreover, the project
proposed in this chapter aims to leverage the low price and accessibility of
the Kinect sensor.

The process of acting out the initial posing can help create more natural
poses, and requires no technical skills. After the characters have been posi-
tioned in the scene and the storyboarding process is complete, a method is
proposed for posing the characters without the need to know about Forward
Kinematics (FK) or IK, manipulating joints or other technical skills. The user
can act out the various poses by using a Kinect device or similar cheap mocap

devices. Through this process, a single user can go through an entire scene
and pose all the characters one by one.
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7.3 methodology

This section summarises an overall work flow methodology of going from
storyboard panels directly to a 3D layout phase in Autodesk Maya. The
methodology relies on a system which makes use of the Microsoft Kinect
sensor to track a human pose through skeleton capture and correctly map it
to three dimensional rigged assets. In order to make the solution as cheap
and simple to setup as possible, only one Kinect sensor is used. Because
of the use of pose capture, the system currently focuses on the posing of
humanoid creatures.

The proposed work flow can be broken down into the following two steps:

1. Finish the storyboarding process.

2. Using the created system, go through each storyboard panel. For each
character in the panel, act out the wanted pose in front of the Kinect
sensor to automatically pose the 3D model in Maya (Figure 20).

Figure 20: The created system running within Maya, tracking the pose of an actor
while viewing a series of storyboard panels.

The created system is written entirely in the C# programming language
using WPF for creating the UI. The official Microsoft Kinect drivers as well
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as the official Kinect for Windows Software Development Kit (SDK) are used
to interface with the Kinect sensor. The first version of the Kinect for Win-
dows sensor was used. Version 1.6.0 of the Kinect for Windows SDK is used,
which provides the logic for detecting the joints. These choices were made
in order to have a stand-alone system which is robust and whose individual
components are well tested. It interacts with Maya through a client-server
interface. Essentially, Maya runs a python script turning it into a server that
listens to a specific port and exposing a set of functions as an Application
Programming Interface (API). Moreover, the Coding4Fun Kinect Toolkit 1.5.0
library is used to help scale joint positions and draw them accurately over
the actor as the window size of the UI is resized or drawn on screens of dif-
ferent resolutions. The Microsoft XNA framework 4.0 is used as a library for
matrix multiplication, used for concatenating joint rotations.

The UI contains three main components. The first component is a rectangle
containing the camera data from Kinect, with the tracked joints overlaid
on top of the person who acts out the pose. The second component is a
rectangle containing the selected storyboard panel in a large view. The third
component is a horizontal slider, showing thumbnails of all the storyboard
panels (Figure 21). It is important to note that it is easy to navigate the
interface while standing in front of the sensor to act out the pose, by using a
device like a clicker which allows wireless control of the mouse (Gouvatsos
et al. 2014a).

In order to get a collection of storyboard panels one can press the ‘Browse’
button and browse to a folder containing the storyboard panel images. To
switch between storyboard panels, one can either press the ‘Previous’ and
‘Next’ buttons, or select a thumbnail from the slider. Finally, to map the
tracked Kinect pose to the 3D rigged asset in Maya, one can press the ‘Get
pose’ button.

7.3.1 Mapping of storyboard timeline to Maya timeline

As the user selects a different storyboard panel in the UI, the system auto-
matically organises a keyframe structure in Maya. More specifically, based
on the order of the storyboard panels, each panel is mapped to a keyframe
in Maya, panned out to match a user-specified frame rate. For example, if
the wanted frame rate is 25 frames per second, the pose from the first story-



7.3 methodology 85

Figure 21: The main UI of the system, as an actor is posing in an office environment,
according to the selected storyboard panel.

board panel would be placed in frame 1 of Maya’s timeline (Figure 22), while
the pose from the second storyboard panel would be placed in frame 25 of
Maya’s timeline (Figure 23). This information is extracted from the editor’s
work (e.g. an EDL file), as boards may vary in framerate, may be repeated
etc.

7.3.2 Mapping skeleton capture data to 3D rigged assets

A Kinect pose is represented as 20 joints with their corresponding transfor-
mation matrices (Figure 24). From the transformation matrix, the Kinect for
Windows SDK makes it possible to extract the absolute position in world
space coordinates, the absolute rotation in world space coordinates, as well
as the hierarchical rotation in local space coordinates, for each joint through
the API. In this case hierarchical rotation is of interest, in order to map it to
a 3D rigged asset irrespective of where it is located in a set or of its current
root position.

Even though, as mentioned earlier, only the hierarchical rotation of each
joint is of interest, the root joint (in this case the pelvis) is an exception.
The pelvis’ hierarchical rotation is the identity matrix, since it has no parent
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Figure 22: For 25 frames per second, the first panel corresponds to the first frame in
Maya’s timeline.

Figure 23: For 25 frames per second, the second panel corresponds to the 25th frame
in Maya’s timeline.
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Figure 24: The skeletal structure of the Kinect data. There are 20 joints on the human
body tracked from the Kinect sensor (Microsoft 2017).

joint. Because the Kinect for Windows SDK skeleton convention rotates the
legs to appear as if they are off the ground, rather than the hips to bend
(Figure 25a), hierarchical rotation is not enough. As such, the pelvis also
requires an additional rotation to fix this (Figure 25b).

To fix this, first the rotation of the root joint (the pelvis) of the 3D hu-
manoid is set using the absolute coordinates from the Kinect data. It is im-
portant not to set the absolute coordinates for all the rotation axes of the
pelvis, in order to ensure that the storyboard artist’s initial translation (set
in Redboard) is not affected. As such, only the pelvis is rotated in terms of
its local X axis (Code Snippet 3).

Then for each joint in the hierarchical chain, the hierarchical rotation from
the Kinect data is used and concatenated with the transformation matrix of
its parent joint.

It is also important to establish a naming and rigging convention for the
3D models to have, in order to easily link them to Kinect data. One issue
raised was exactly because of this, as the axis of joints in various rigs had
differing orientations, causing wrong mapping from the skeleton capture
data to the Maya model.

While it is important for these conventions to exist, a joint-to-joint rig
matching is not necessary, as long as the mapping is done correctly. This
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(a) Result pose if the root joint is not rotated.

(b) Result pose after the root joint has been ro-
tated using an absolute rotation in terms
of the local X axis. Note that now the legs
are correctly touching the ground and the
overall pose appears as intended.

Figure 25: Kinect data needs to be transformed to be used in Maya.
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means that it is not necessary for a rig to have the exact same number of
joints that the Kinect data assumes, but for the joints that it does have, the
naming and rigging conventions should be followed. In the examples pre-
sented in this chapter, there are small differences between the 3D rigged
asset and the Kinect data, e.g. the 3D rigged asset has some additional joints
in the spine area (Figure 26). This is not an issue as long as the main rig
joints are mapped to the corresponding joints on the Kinect skeleton.

There are rigging conventions for a correct mapping function between
a 3D model in Maya and the captured pose. The following guidelines for
model rigging when it comes to pose capture with Kinect have been estab-
lished through testing:

1. In order to keep the correct rotation order (x, y, z), the local axis orien-
tation for each joint on the model must follow these rules:

a) The Y axis is always down along the bone

b) The Z axis is always out towards the camera

c) The X axis always follows a right-hand rule

2. The rest pose of the model should not be a T-Pose (Figure 26), but in-
stead should be an A-Pose, which assumes a further 30 degree rotation
of the arms along the Z axis (assuming Z axis points to the camera) to-
wards the hips (which is the more modern rest pose convention for
video games)

3. Due to the convention of the first version Kinect API, the legs should
be pointing upwards (due to the first version Kinect API convention)
and this should be achieved by rotating the Z axis by 180 degrees at
the hip joints (Code Snippet 3)

7.4 results

The proposed method was evaluated by creating a 2 minute-long sequence.
Using the initial screenplay, a storyboard artist was able to efficiently block
out the shots and position the characters in the scene. The artist was able to
immediately identify issues in shots and reposition characters and objects ac-
cordingly. It would not be possible to identify these problems in a traditional
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Figure 26: The skeletal structure of an example 3D rigged T-posed asset in Maya.
Note that there is not a one-to-one correspondence to the skeletal struc-
ture of the Kinect data shown in Figure 24.

Figure 27: A screenshot during practice for the live demo sequence. The top left
window shows the actor acting out the pose in front of the Kinect, with
the joints overlaid on top. The bottom left window shows the storyboard
panel the actor is currently acting out. The Autodesk Maya window is
updated whenever the actor captures a new pose.
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storyboarding scenario until much later when the storyboard is transferred
to a 3D scene.

The common motion noise issue that may arise from mocap is not an issue
in this process, since the result is a static pose rather than a final animation.
Because the result is used as a keyframe, noise that may affect the continuity
of the poses is not as important and it is easy to retake a pose until the artist
is satisfied, as the results are viewed in real-time.

Then one user was able to pose the two human characters in the entire
sequence in a few minutes. It would take a professional about an hour using
traditional techniques. More importantly, it is worth noting that the user had
no previous experience in posing characters and was not a professional 3D
artist or animator.

The end result was a ready 3D animatic, with the initial posing stages
completed. The entire sequence (which included editing, cleaning up etc.)
took half a working day, compared to three or four days using traditional
methods. Depending on the quality of the poses at this stage, there can be an
additional pass to smooth out some details. For example, there may be more
stylised poses that the artist wants for the final look. Once this is done, the
production can proceed to the animation stage. Figure 28 shows the system
running while an operator is standing in front of the kinect, while Figure 29

shows the system in action posing a human character as part of an overall
sequence.

The proposed workflow together with the developed software were pre-
sented at the Annecy International Animated Film Festival (Ahoomey et al.
2014) in the form of a live demo, posing two characters in a new environ-
ment (the presentation stage) on one machine, for an entire scene, within
minutes (Figure 27).

7.5 discussion & future work

One of the advantages of using the Microsoft Kinect sensor with the Kinect
for Windows SDK is that it naturally handles self-occlusions and works with
various body types (Shotton et al. 2011). Having said that, there could still
cases where the captured pose did not match the storyboard 100%, but as
discussed earlier, the poses would be close enough for an artist to quickly
clean up as a second pass. It is worth noting that this solution does not
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Figure 28: An example of an actor posing a 3D character in Maya, according to the
selected storyboard panel.
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Figure 29: An example of a character in a Maya scene posed using the proposed
pose capture system. The actor is in this case controlling the computer
and thus does not appear in front of the camera.
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handle finger tracking, so it is currently not possible to capture an action
like pointing at something.

An advantage of the proposed work flow is that it is suitable for any
storyboarding method, as it can be plugged in as a black box between the
storyboarding phase and the 3D layout phase. Having said that, it is impor-
tant to note that it is even more powerful when used in a 3D storyboarding
pipeline. Combining the ideas presented in this chapter with a 3D story-
boarding pipeline offers some interesting avenues for future work:

1. Explicitly show which character in the storyboard drawing corre-
sponds to which 3D model in the set. This is only possible with 3D
storyboarding because the drawing is overlaid on top of the actual 3D
model.

2. A more intuitive UI, where rather than having to select each model
from a list or similar control, the user can select a model by clicking
directly on the drawn character in the storyboard panel.

3. Given the first example in this list, the overall experience of the system
can be simplified to only two buttons, by cycling through the characters
and presenting only one drawing at a time. This would allow for a very
simple and understandable interface for non-technical users.
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Code Snippet 3: Hip rotation, legs correction and A-Pose rotations in Autodesk
Maya Python/MEL pseudo-code.

# Root joints/bones

if (effectorName == "HipCenter HipCenter"):

4 setQuaternionRotation(

mayaEffector,

float(output[6]), float(output[7]),

float(output[8]), float(output[9]),

)

9 xRotation = mel.eval(

'getAttr "' + mayaEffector + '.rotateX"',

)

mel.eval('select -r "' + mayaEffector + '"')

mel.eval('rotate -a -os -yz 0 0')

14 if ((xRotation >= 90) and (xRotation <= 270))

or ((xRotation <= -90) and (xRotation >= -270)):

mel.eval('rotate -r -os -x 180')

mel.eval('select -cl')

elif (effectorName == "Spine ShoulderCenter"):

19 # The first Kinect version had a standing and seated mode

if not seated:

continue

# Legs

elif (effectorName == "HipRight KneeRight")

24 or (effectorName == "HipLeft KneeLeft"):

setQuaternionRotation(mayaEffector, x, y, z, w, 0, 0, 180)

# Back

elif (effectorName == "HipCenter Spine"):

setQuaternionRotation(mayaEffector, x, y, z, w, 40, 0, 0)

29 # Arms

elif (effectorName == "ShoulderLeft ElbowLeft"):

setQuaternionRotation(mayaEffector, x, y, z, w, 0, 0, -30)

elif (effectorName == "ShoulderRight ElbowRight"):

setQuaternionRotation(mayaEffector, x, y, z, w, 0, 0, 30)

34 # Torso

else:

setQuaternionRotation(mayaEffector, x, y, z, w)



8
A U T O M AT I C 3 D P O S I N G F R O M 2 D H A N D - D R AW N
S K E T C H E S

8.1 motivation

Sketch-based posing refers to the automatic posing of 3D models using 2D
hand-drawn sketches. It also refers to UIs that allow for 3D posing by draw-
ing, instead of operating complex 3D software controls.

Animation encompasses entertainment ranging from traditional hand-
drawn pieces like ‘Snow White and the Seven Dwarfs’ (Walt Disney Pro-
ductions 1937) all the way to cutting-edge visual effects in blockbuster
Hollywood films like ‘Avengers: Age of Ultron’ (Marvel Studios 2015). As
the boundaries of what is possible are pushed and 3D computer animation
is widely adopted, this originally artistic field has become highly technical.
Today’s animators employ cutting-edge techniques, such as 3D skeleton
manipulation and motion or pose capture, as seen in Chapter 7.

This technological boost has helped artists give life to characters and
worlds that previously existed only in the realm of imagination. Unfortu-
nately, it has also increased the breadth of knowledge a modern animator is
required to have. Classically trained animators may find it even more diffi-
cult to transfer their skills to 3D computer animation. To address this issue,
researchers have attempted to combine technology with traditional meth-
ods. An example of these attempts is to use physical, modular components
to build puppets which are then used to animate 3D models (Jacobson et
al. 2014). Another example is leveraging the pencil-and-paper skills of tradi-
tional animators.

This chapter looks at the latter: methods that utilise hand-drawn sketches
in order to pose or animate 3D models.

96
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Inferring the 3D pose of a character from a drawing is a complex and
under-constrained problem. Solving it may help automate various parts of
an animation production pipeline such as pre-visualisation. A novel way
of inferring the 3D pose from a monocular 2D sketch is also proposed in
this chapter. The proposed method does not make any external assumptions
about the model, allowing it to be used on different types of characters.

The inference of the 3D pose is formulated as an optimisation problem
and a parallel variation of the Particle Swarm Optimisation algorithm called
PARAC-LOAPSO is introduced for searching the minimum. Testing in isola-
tion as well as part of a larger scene, the presented method is evaluated by
posing a lamp, a horse and a human character. The results show that this
method is robust, highly scalable and is able to be extended to various types
of models.

8.2 background

Since animation has its roots in hand drawings, being able to show one’s
ideas on paper is a skill most animators possess. As such, many have ar-
gued sketching is an intuitive interface for artists from both traditional and
modern backgrounds, be it for posing (Mao et al. 2006), animating (Davis
et al. 2003), modelling (Yang and Wünsche 2010), stylising motion (Li et al.
2003) or simulating secondary movement (Jain et al. 2012) and crowds (Mao
et al. 2007). By providing an intuitive link between the initial sketching pro-
cess and the end result, the cognitive load and the necessary training for the
artist may be significantly reduced.

Initial sketching is already part of most animation pipelines, usually in
the form of storyboarding during pre-production. These drawings are then
used by animators or pose artists to set up the initial pose layout before
going into the animation stage. Rather than introducing a new workflow or
step, the aim of the proposed method is to automate one of the existing steps.
Specifically, the focus is on making the initial posing stage of a production
less labour intensive.

Posing 3D models from 2D sketches is a complex, open problem, closely
related to the computer vision problem of inferring a 3D pose from a 2D
photograph but with several differences. Photographs are usually accurate in
terms of scale and include colour information. Sketches may have squashing
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and stretching, usually lack colour and contain noise in the form of auxiliary
strokes, e.g. from shading.

This chapter focuses on using sketches to pose 3D characters automatically,
for layout or pre-visualisation. It is general enough to pose any character
model, in any stage of the pre-production phases, e.g. storyboard blocks or
hand-drawn animation frames.

Either in the field of computer vision (Hua et al. 2005) or in previous
attempts at automatic 3D posing for animation (Jain et al. 2009), success-
ful attempts have used data-driven approaches. In this case, a data-driven
approach is not suitable because a pose database can be challenging and
expensive to build and maintain, given the variety of fantastic characters in
animation productions. As such, the method proposed in this paper does
not use any database.

A hand drawing is processed and split into two descriptors: an edge map
and a silhouette. The user quickly pinpoints the joints over the drawing to
form the third descriptor. A variation of the Particle Swarm Optimisation
(PSO) algorithm called PARAC-LOAPSO (Section 8.3.2) is used, which works
by manipulating the pose of a pre-existing 3D model. The process iterates,
comparing the 3D render with the drawing (Section 8.3.3) until a suitable 3D
pose is found for the character.

8.2.1 Related work

This section briefly summarises related work from the fields of computer
graphics, vision and animation, when it comes to the problem of both infer-
ring 3D data from 2D data as well as the problem of providing a meaningful
and useful interface for the process. Mainstream methods, as well as posing
interfaces and automatic methods are summarised.

In traditional 2D animation, the artist is drawing the shape of the character
while also drawing the movement of the character, conveying very dynamic
movement using the 12 principles of animation (Johnston and Thomas 1981).
In 3D animation, the shape of the character already exists in the form of a 3D
model, and the artist has to deform it using 3D software like Autodesk Maya.
Keyframing is the mainstream method of animating 3D characters, by mov-
ing controls on a hierarchical structure, called a rig (e.g. joints on a skeleton).
By manipulating controls of a skeletal structure, usually joints (Burtnyk and
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Wein 1976), an artist can create separate poses to create a sequence. FK (Burt-
nyk and Wein 1976) allows the artist to control the pose by rotating joints
of the rig. While this is more straight forward, it is less intuitive for artists
to manipulate angles on joints, compared to moving an end-effector where
they want it. IK (Zhao and Badler 1994) solves that as it allows the artist
to translate joints (e.g. the wrist) of a character to a position in 3D space,
and the rest of the body follows to fit a pose. Even with the invention of IK,
posing and animating remains a time consuming process which requires the
user to be skilled and trained in specific suites of software.

A 3D rigged model is still the basis for all the methods that are presented
in this chapter. The novel aspects of these methods are not in how a 3D
character is modeled or rigged, but in how a user can manipulate the char-
acter’s rig, replacing the mainstream skeleton manipulation process with a
sketch-based one.

The first category of sketch-based approaches for 3D animation consists of
supervised methods, where a user guides the system through hand-drawn
sketches instead of, say, using a mouse. Examples of this sketch-based inter-
face approach attempt to extract animated sequences from mocap databases
(Xiao et al. 2015) or make use of differential blending for expressive poses
(Öztireli et al. 2013).

The second category of methods does not use hand-drawn sketches as an
interactive interface but as a way to automatically infer the 3D pose. This cat-
egory can be further broken down into two subcategories, the database ap-
proach and the generative approach. The database approach uses a database
as a knowledge domain, whether it is to position objects in a scene (Xu et al.
2013) or to classify the shape itself (Eitz et al. 2012). The generative approach
attempts to pose a pre-existing 3D model until the pose matches the infor-
mation from the drawing, whether it is to pose animals (Favreau et al. 2006)
or humans (Ivekovic et al. 2008).

A drawing is a representation of an internal model that the artist has
about a scene and it contains no depth information. As such, the problem of
inferring the depth is under-constrained. Nonetheless, another person is able
to recognise the pose of the drawn character if they have a similar internal
model to that of the artist. However, even for human observers, this internal
model may differ.
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In general, inferring a 3D pose from a drawing can be broken down into
two sub-problems. Firstly, matching the 3D model projection to the drawing.
Secondly, inferring the missing depth. For 3D productions, the camera rep-
resents the position from which the characters in the drawing are viewed,
according to the artist’s internal model.

A comprehensive overview of progress in this computer vision problem
(Gavrila 1999) explains more about the aforementioned database approach
and explicit shape model approaches, as well as their subcategory, the model-
based approach.

It is worth noting that unlike the computer vision problem which has data
from photographs or video to use as input, the focus in this case is on finding
solutions from monocular drawings only.

8.2.1.1 Database approach

The database approach uses a set of data in order to create an internal model
with which the contents of the drawing are classified. This is done by directly
using the data as a comparison to the sketch, or by training a statistical or
probabilistic model which may then be used to infer the 3D pose.

Previous computer vision research has used database approaches not only
for tracking and posing but also for positioning in a scene or classifying. For
example, solutions like Sketch2Scene (Xu et al. 2013) attempt to position
objects in 3D scenes by first finding a match of a sketch in a database. Eitz et
al. (2012) attempt to classify sketches by developing a bag-of-features sketch
representation from a database of 20,000 sketches. For the problem of posing
a 3D model, a database of this size is non-trivial to build, since it would also
require an actual 3D pose for each corresponding sketch or render. Jain et
al. (2009) follow this approach in order to infer the missing depth and pose
humanoid characters.

There are some disadvantages to this approach. Building a database of
poses may be expensive, which makes it an ineffective solution for smaller
budget productions. While motion capture could provide a relatively cheap
way of populating databases with human poses, it becomes more difficult
for non-humanoids. Fantastic, non-humanoid creatures are so common in
animation, meaning that databases would be less scalable, unless already
posed models are added to the database.
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8.2.1.2 Explicit shape model approach

This approach is very effective when multiple camera views are available,
because the problem is no longer under-constrained (no occlusions). It is
based on the assumption that a 3D model which matches the image already
exists. It consists of comparing the 3D render pose to the 2D image in order
to estimate how close it is to a correct pose. One of the limitations of this
computer vision approach is that it requires a 3D model that is a good match
to the 2D image.

This approach has its roots in computer vision, where assuming that a 3D
model already exists to match the 2D image can be a problem, if for example
the problem is video analysis. However, in 3D productions this limitation
does not apply, since a 3D model exists anyway.

When using only a monocular 2D image, it is important to simulate the
point of view that the person creating the 2D image had in mind — the
equivalent of the viewer’s or the camera’s position. For the explicit shape
model approach, this is usually done by positioning the camera in a 3D
space, relative to the character model (Jain et al. 2012).

When it comes to having data from video Favreau et al. (2006) successfully
pose animals using Radial Basis Functions of 3D pose examples, and tackle
the forward-backward ambiguity with a PCA-based algorithm. The method
proposed in this thesis is also concerned with dealing with non-cooperative
subjects such as animals, however it does not have the advantage of using
video data.

Ivekovic et al. (2008) infer 3D poses of humans in video sequences using
multi-view images. Ivekovic et al. still make human-specific assumptions,
limiting its use to a small subset of characters while both Favreau et al. and
Ivekovic et al. use video data and exploit temporal relations between frames.
Temporal data allows for a previous frame to be used in order to initialise
the next frame.

More recent work by Bessmeltsev et al. (2016) proposes a method for pos-
ing 3D models using 2D gesture drawings, taking only the drawing and the
rigged 3D model as input. Moreover, Bessmeltsev et al. (2016) analyze and
formulate the pose cues encoded in gesture drawings and use them as a
knowledge base for solving this problem.
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8.2.1.3 Model-based approach

There is a third approach, which is a subcategory of the two aforementioned
ones; a collection of data is used to train a model. This allows for direct pro-
cessing of the given 2D image through the model, without the need to render
or calculate anything from the 3D model in real-time. The trained model re-
moves the need for a predefined error model to compare the probability that
a given image belongs to a projection from the training data.

The processing is done during the generation of the model. Furthermore,
there is no need to store the data locally after the model is trained. These
approaches, be it discriminative (Agarwal and Triggs 2004) or generative
(Ramanan and Forsyth 2003; Rosales and Sclaroff 1999) attempt to generalise
from the training data.

Of course, while this approach can mitigate the processing and memory
scalability issues, it still falls under the same limitations that a database
approach does: requiring data to exist in the first place.

The rise of neural networks has increased research interest in data-based
and model-based approaches with recent work showing great promise. Han
et al. (2017) use convolutional neural networks for inferring 3D face models
from 2D sketches, allowing non-experts to create posed 3D face models in
less than ten minutes. Convolutional neural networks are also used by Mehta
et al. (2017) to infer 3D poses of humans from monocular colour image and
video.

8.2.1.4 Features and correspondences

All approaches assume some way of comparing the 3D model projection,
database entry or training data with the drawing. This is done through the
description of the pose for the 3D model and the image. Different features
can be extracted from an image which can then be used for comparison
(Mikolajczyk and Schmid 2005).

Such features include joint angles (Jain et al. 2009) as well as joint an-
gle limits (Difranco and Cham 2001), silhouette (Ren et al. 2004), various
shape descriptors for the silhouette e.g. Hu moments, Fourier descriptors,
discrete cosine transform, shape context histogram (Poel 2006; Sedai et al.
2011), colour cluster flow and motion flow (Gavrila 1999).
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It is more common to calculate such descriptors directly from the silhou-
ette, although it is also common to perform Principal Component Analy-
sis (PCA) (Favreau et al. 2006). Adding more to the difficulty of the problem
is the fact that a sketch does not contain as much information (e.g. colour,
accurate shape) as a photograph or video frame. An interesting addition
to using the silhouette shape would be to make use of internal edge bound-
aries to decrease the shortcomings of poor image segmentation or inaccurate
readings from the other descriptors.

Recent work has provided methods of reducing noise from hand-drawn
sketches that could be leveraged for extracting useful information from the
image (Liu et al. 2018; Simo-Serra et al. 2018).

8.2.1.5 Posing interfaces

Interfaces to replace the mainstream skeleton manipulation process have
been the focus of previous research, e.g. tangible devices (Jacobson et al.
2014). Other approaches at building sketch-based interfaces have looked at
using colour to label parts of the drawing, essentially formulating a ‘sketch-
ing language’ (Li et al. 2017). Other examples of sketch-based interfaces
make use of differential blending (Öztireli et al. 2013) or the line of action
to pose 3D characters (Guay et al. 2013). Seki and Igarashi (2017) use partial
contour drawings to pose hair for 3D characters. These sketch-based inter-
faces may offer improvements, but are still operated by artists. The proposed
method aims to reduce the process to an automatic method a user with no
artistic background would be able to perform.

8.2.1.6 Common issues

Posing 3D models from 2D drawings is a complex, open problem which
has many commonalities with the original computer vision problem of in-
ferring a 3D pose from 2D images (Gavrila 1999). The problem is therefore
under-constrained, as the 2D drawings do not contain sufficient informa-
tion to extrapolate accurate 3D pose data. The computer vision problem
deals primarily with real photographs, while computer animation is full of
fantastic creatures. The anatomical limits of imaginary creatures are often
unknown, unlike those of humans. Moreover, a sketch can lack colour or
contain noise (e.g. in the form of shading). As exaggeration is often used
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Figure 30: An example of the forward-backward ambiguity issue in inferred 3D
pose of a lamp when not using the internal lines for additional informa-
tion.

to add dynamism, sketches can be inaccurate in terms of scale. When deal-
ing with photographic or video data, multiple cameras positioned around
the subject can be used to provide multiple viewpoints. For example, it is
possible to have a room with cameras on all walls, so that when a person
steps in, they are viewed from multiple angles. In contrast, a hand-drawn
animation frame would only be drawn with one view angle in mind. Finally,
the forward-backward or depth ambiguity is a recurring issue. For specific
poses, it is difficult to know if a limb is facing forward (toward the camera)
or backward (away from the camera). For example, given only the silhouette
of a drawn lamp, more than one interpretation exists: the lamp’s head could
be facing the camera or away from the camera (Figure 30).

8.2.2 State-of-the-Art work

In this section, two pieces of recent research are singled out and explained
in more detail followed by the approach of the author of this thesis. As an
example of the sketch-based interface approach, the line of action is used as
a user-friendly interface for posing of 3D characters (Guay et al. 2013). Using
drawings and minimal user input, a database approach example leverages a
set of mocap animation sequences to use as a knowledge base (Jain et al. 2009).
Finally, the work in this thesis is an example of the generative approach, as
global optimisation is used to generate new poses on every iteration, until
the correct pose is found (Gouvatsos et al. 2014b).

8.2.2.1 Sketch-based interface approach

The line of action (LOA) is a tool used by animators that helps capture the
principal shape and expression of a character in a single line (Figure 31).
These lines are C- or S-shaped 2D curves. In their work, Guay et al. (2013)
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propose a mathematical definition of the LOA. By formulating and solving
an optimisation problem, they are able to align a 3D character’s bones to
lines of action that are drawn by the user. The user can view a 3D character
from different angles and draw curves on top. For example, a user who
wanted to bend a 3D character’s knee would look at the character from the
side and draw a C-shaped curve, indicating a bent leg (Figure 32).

The LOA is used to determine the screen space positions and tangents
of a subset of the 3D character’s bones, which Guay et al. (2013) call the
body line. The body line is defined as a maximal, connected linear chain in
a character’s skeleton, for example, from head to a foot or from a hand to a
foot. As such, ten body lines exist by this definition. The user can manually
select the body line they want to manipulate, or they can draw a LOA to
select the body line automatically. Once a body line is selected, the best
pose is found by solving an energy minimization problem (Equation 1). The
difference between the shape of the character’s bones in the body line and
the shape of the LOA is minimized, using gradient-based local optimisation.

min
w

∫
s

EX(s,w(s)) + EK(w(s)) + EC(w(s))ds

EX: closest point objective function

EK: avoid high curvature constraint

EC: maintain connectivity constraint

s: body line coordinate

w(s): warping function for line of action coordinate

(1)

Figure 31: Character poses created by sketching lines of action (Guay et al. 2013).
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Figure 32: Bone rotations are constrained to the viewing plane. The bones are pa-
rameterised as a single axis-angle component. The axis is the camera’s
viewing direction projected onto the floor plane. From left to right is the
initial pose, a side view with the LOA, the result after optimisation, and
a frontal view of the final pose (Guay et al. 2013).

The evaluation compares the time it takes to recreate poses with the
method by Guay et al. (2013) versus the time it takes to recreate the poses
with IK in Autodesk Maya (Table 2). These results suggest that sketching in-
terfaces have the potential to speed up and make more efficient the process
of posing and animation. More specifically, the speed up seems to increase
as the complexity of task increases.

8.2.2.2 Database approach for automatic 3D posing and animation

The work by Jain et al. (2012) introduces an algorithm which takes a set of
2D hand-drawn frames as input. Additionally, a user overlays joints (as dots)
on top of the frames and specifies the position of an orthographic camera in
3D space. The algorithm maps the input to a database of mocap information
to identify a suitable clip. The clip is projected to 2D and matched to the
hand-drawn frames in two ways: timing and exact pose. Finally, the 2D time-
aligned and posed result is reconstructed in 3D. Jain et al. (2012) propose a
novel pose descriptor to represent 2D poses. This pose descriptor allows for
pose comparison while being invariant to translation and scale. Each joint
is represented as an angle with respect to a coordinate frame attached to its
parent joint. For example, a wrist is represented as the angle between the
wrist-elbow bone and a coordinate frame attached to the elbow (Figure 33).
Therefore, a given pose P is a vector of polar angles θn:

P = [θ1, θ2 . . . θK] (2)

where K is the number of joints pinpointed by the user.
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figure strokes , rotations time (loa) time (maya)

Walk 4 strokes 1 rotation 20 sec. 90 sec.
S Shape 3 strokes, 0 rotation 20 sec. 120 sec.

Hero punched 6 strokes, 2 rotations 90 sec. 150 sec.
Hero punch 7 strokes, 4 rotations 2 min. 3 min. 30 sec.

Animation

Dancers 6 strokes, 1 rotation 30 sec. 2 min. 45 sec.
Cartoon swing 7 strokes, 1 rotation 45 sec. 2 min. 30 sec.

Muybridge 34 strokes, 1 rotation 6 min. 22 min.

Table 2: Number of strokes and rotations and time taken using lines of action versus
using 3D IK widgets in Maya (Guay et al. 2013).

Jain et al. (2012) break their algorithm down to three steps. Firstly, the
mocap sequence is aligned to the timing of the sketches, using the dynamic
time warping algorithm (Sakoe and Chiba 1978). Secondly, the time-aligned
mocap segment is projected to 2D and made to best match the pose in the
sketches. The 3D projection (projecting a 3D space into 2D) is achieved
through the user-specified orthographic camera. To match the pose, each
joint is rotated in the image plane until its pose descriptor matches the pose
descriptor of the sketch. Thirdly, the missing third dimension is inferred. Jain
et al. (2012) formulate a linear least squares system to estimate the optimal
3D pose given the time-aligned and fitted 2D pose. This method by Jain et al.
(2012) is evaluated by animating a ballet dancer, a happy flower, a stylized
sneaky walk, and a sequence of jumping jacks (Figure 34).
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Figure 33: The pose descriptor consists of in-the-image plane angles for every limb
segment (Jain et al. 2009).

Figure 34: Character poses that match the hand animation much more closely than
the mocap animation. ‘Our result’ refers to the work by Jain et al. (2012).
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8.2.3 Proposed Approach

In order to present a general method for automatically posing 3D models,
the proposed method builds upon the works of Jain et al. (2012) and Ivekovic
et al. (2008).

The proposed approach is a method for posing 3D models from 2D draw-
ings, aiming at pose layout and pre-visualisation. It makes no assumptions
about the 3D model in order to deal with many types of characters. Unlike
Jain et al. (2009), it does not rely on a database.

Instead, a PSO variant called Parallel Convergence Local Optima Avoid-
ance PSO (PARAC-LOAPSO) is used. This allows for posing of both cooper-
ative (e.g. humans) and uncooperative (e.g. animals) characters. It does not
require the model to have a skeleton as a controller; any type of controller is
suitable. Unlike Ivekovic et al. (2008) the input data come from storyboards
and are thus monocular, stand-alone drawings with no temporal relations
between them.

Minimal user input is required, in the form of pinpointing the joints on
top of the drawing. To avoid forward-backward ambiguity, the proposed
method uses a combination of various descriptors (Fleischmann et al. 2012).
There are currently few other methods (Bessmeltsev et al. 2016) that perform
automatic posing for the layout phase of animation that work irrespective of
the character model and that can be applied without the need for a pre-
existing database.

8.3 methodology

A camera in 3D space is used to project a 3D pose to 2D. The sketch is com-
pared to a rendered image of the 3D character, using a combination of com-
puter vision descriptors. Different 3D poses are generated and compared
until a good match to the sketch is found.

Three descriptors are used to compare drawings to renders. The first com-
parison descriptor is the position of joints overlaid on top of the sketch (Fig-
ure 35a). The second descriptor is an edge map extracted with the Canny
algorithm (Canny 1986), which represents the lines, internal and silhouette,
of the drawing (Figure 35b). Finally, the third descriptor is a silhouette of the
character, which represents the overall shape (Figure 35c).
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(a) Joints overlaid by a user
on top of a drawing of a
human.

(b) Edge map of a drawing
of a human, extracted
using the Canny algo-
rithm.

(c) Silhouette of a drawing
of a human.

Figure 35: Different descriptors for comparing poses in 2D.

The method proposed is to generate new 3D poses and attempt to mini-
mize the difference between them and the sketch. All the possible poses are
seen as a search space of solutions. To navigate that search space, a variation
of the PSO algorithm is used. The difference between the hand-drawn sketch
and the 3D pose is represented by an objective function with three terms,
one term for each descriptor.

To improve its global search capabilities, the PSO variation is implemented
to run on a graphics processing unit. Moreover, a constriction factor and
random variation are added in every iteration, to speed up convergence and
avoid local minima, respectively.

This method is evaluated by posing a lamp, a horse and a human.

8.3.1 Overview

To propose a general posing method which can automate the initial layout
pass or pre-visualisation of a production, the solution takes into account
several requirements:
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• It makes no assumptions about the type of character, in order to be
versatile (e.g. humans, horses, lamps, octopuses)

• It provides results that are good enough for the initial posing and not
the final animation

• It ensures the necessary user input is quick and easy to learn

• It does not restrict the traditional pipeline structure

• It is feasible for both small and big budget productions

Since the proposed method is focusing on posing and not generating a
3D model from a 2D sketch, it is assumed that there is already a 3D model
that corresponds to the character in the drawing. Therefore, the explicit shape
model approach is utilised for solving the problem.

The 2D sketch is an artistic drawing, e.g. a storyboard panel. It does not
need to be of high quality, but it does need to be accurate in terms of the
shape and scale of the object that will be posed.

To create a search space containing the desired 3D pose, an interface is
used which allows users to overlay drawings on top of a 3D space, moving
the camera and placing unposed 3D models. This reduces the search space
so that it consists of only local poses of a character, not translation in 3D
space (Section 8.3.2). To compare the 2D to the 3D data in the search space
the system extracts information from the sketch. That is when the only user
input required — the pinpointing of the joints — takes place (Section 8.3.3).
To navigate the search space and find the desired pose, the system iteratively
poses and renders the 3D model of the character to match the drawing (Sec-
tion 8.3.2). The rendering, which is a 2D projection of the 3D pose, is used
as a comparison to the original 2D drawing.

The process is not disruptive or encumbering on pipelines, as it is no dif-
ferent from a traditional pipeline with a 3D layout pass. More specifically,
3D storyboarding essentially incorporates these steps as part of the process.
Additionally, drawings exist early on in pre-production in the form of story-
boards. The pinpointing of the joints can be done in a few seconds during
the clean-up phase and does not require technical training. More specifically,
as someone may go through the storyboard drawings during one of the ap-
proval points (Chapter 3) that is when they could go through with a digital
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stylus and pin the joints on the drawn character approximately on the cor-
rect position. It is important that the correct joint marker is pinned to the
correct position on the drawn character, but the positioning itself does not
have to be accurate.

8.3.2 PARAC-LOAPSO

As previously mentioned, the problem of inferring the 3D pose from 2D
data is treated as a minimisation problem, by navigating a formulated search
space using a variation of PSO called PARAC-LOAPSO.

The original PSO algorithm (Figure 36) was inspired by the social be-
haviour of animals who work together in order to explore and find desirable
positions in a larger area; the classic example is a flock of birds flying over
a landscape looking for food, communicating their findings to each other in
order to converge on the position with the most food.

PSO as an optimisation algorithm performs global search and a reason for
choosing it as the foundation of PARAC-LOAPSO is that it is parallel by
nature, which makes it straight-forward to implement on a GPU (Mussi et
al. 2010). As a meta-heuristic algorithm, it makes no assumptions about the
problem, which means it can be general enough to be applied on different
models or model controls (e.g. joints). This is important in order to meet the
requirement for a general solution, as explained in Section 8.3.1.

The algorithm consists of a swarm of particles navigating a multidimen-
sional search space looking for solutions that get a lower value when eval-
uated through a fitness function. In the swarm, each particle represents a
possible pose. Therefore, the search space is defined as the set of all possi-
ble poses. For more complex models (i.e. models with a greater number of
joints) the search space would be larger as the number of possible poses is
greater.

Even for less complex models the search space of possible poses can be
large, even after reducing it by making assumptions. Complicating things
further, the problem of pose estimation from 2D drawings does not nec-
essarily have just one perfect solution when formulated as a minimisation
problem, as the drawing may not map perfectly to the 3D asset. As such, the
aim is to find a solution that is good enough. Local search methods would
identify one of the many local minima as the best, but global search methods



8.3 methodology 113

Figure 36: Flow chart of original Particle Swarm Optimisation algorithm.

may be able to perform better given the multimodal nature of the problem,
meaning they are able to find poses which are closer to the optimal solution.

The problem is formulated by defining each particle as a possible pose or
solution. Specifically, each solution is a vector X = (j1, j2 . . . jn), where n is
the number of joints to manipulate on the model. It is possible to use an
IK skeleton setup instead of rotating the joints, however using translation
instead of rotation, which is how IK works, makes it difficult to constrain
the search space. As such, each element j represents a joint and is a three
dimensional vector j = (x,y, z) where x, y and z are its Euler angle rotations
in local space. Therefore, the search space contains all the possible poses for
that model.
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While issues of uncertain convergence, speed and getting stuck at local
minima have been explored (Bratton and Kennedy 2007), it is important to
re-examine them for this particular problem.

8.3.2.1 Improved Search

To deal with slower convergence, a constriction factor K (Equation 3) (Brat-
ton and Kennedy 2007) is preferred over the inertia weight used by Ivekovic
et al. (2008) or Salehizadeh et al. (2009). While both methods aim to limit the
feasible search area of the swarm, the constriction factor is actually a special
case of the inertia weight formula, guaranteed to reach convergence due to
its proven stability (Clerc and Kennedy 2002). To speed up convergence and
overall runtime, the algorithm is implemented to run in parallel on the GPU.
To deal with getting stuck at local minima, the method proposed by Sale-
hizadeh et al. (2009) is used to add variation to the population (Equations 6

and 7). Additionally, the optimisation process is faster and more accurate as
a result of navigating a smaller search space. This is achieved by using joint
rotation limits from the given 3D model as constraints. Instead of using bio-
logical data about human joint limits, only the joint limit data from the 3D
model are acquired. Previous work has used real-world anatomical data to
recreate physically-plausible animation systems (Kadleček et al. 2016). For
the project presented in this thesis, any hierarchical assumptions would de-
crease the method’s versatility, as it would depend on real-world data about
humans and animals. Moreover, it would not be easy to match real-world
data to fantastical creatures, which are common in animation. The joint limit
data is set by the artist who rigs the 3D model for animation. In Autodesk
Maya it is defined as a minimum and maximum euler angle rotation value
for each axis (X, Y and Z) of each joint or controller.

K =
2

|2− a−
√
a2 − 4a|

a = φ1 +φ2

φ1 : cognitive influence (by own findings)

φ2 : social influence (by others’ findings)

(3)
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For a particle i, the cognitive influence term φ1 is defined as the weight-
ing of the particle’s personal best position Bt

i in the calculation of its velocity
(Equation 6). The social influence term φ2 is defined as the weighting of a
particle’s global best position Bt

g from all particles. A value of a > 4 guaran-
tees the algorithm’s convergence (Bratton and Kennedy 2007).

These terms in turn affect the algorithm’s balance between ‘exploration’,
meaning spreading the swarm’s particles to cover more of the search space,
and ‘exploitation’, meaning focusing the particles around the same area of
the search space. In other words, when the standard deviation of the particle
values is greater, the algorithm is exploring more. The balance between ex-
ploration and exploitation is based on the idea that for each particle i, larger
changes in its position Xi are preferred earlier during the optimisation pro-
cess, in order to examine larger areas of the search space. Towards the end
of the optimisation, smaller changes in Xi are preferred in order to refine the
solution as much as possible.

When it comes to improving search and ensuring convergence, another
important parameter is the communication topology or neighbourhood of
the swarm. There are two types of topologies, the global and the local. The
global topology means all particles exchange information with all other par-
ticles and can update the global best solution found at each iteration step.
The local topology means any non-global topology. In this thesis, local topol-
ogy refers to the ring topology, where each particle has two other particles
in its neighbourhood that it influences and can be influenced by (Figure 37).

The global topology converges faster than the local topology, since all par-
ticles are affected by the best particle from the beginning and this is often
why it is preferred by researchers. It is important to ensure convergence
of the swarm, but if the particles are converging towards a local minimum
and not the global minimum, then this quick convergence results in a sub-
optimal solution. For specific problem sets it has been shown that the ad-
ditional time it takes for the local topology to converge also results in a
solution closer to the global minimum (Bratton and Kennedy 2007).

When the search space is simple, like in unimodal problems, Bratton
and Kennedy (2007) found that the global topology is better than any local
topologies. However, when it comes to multimodal problems, they suggest
that a local topology might be better in order to avoid local minima because
it spends more time exploring the search space.
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Figure 37: The ring local topology of a particle swarm (on the left) allows each par-
ticle to communicate with two other particles, while the global topology
(on the right) allows particles to exchange information with all other par-
ticles.

Even for problems where the local topology is better, the optimisation
needs to run for more epochs in order for the improved results to show,
due to its slower rate of convergence. In this case, the word epoch is used
to describe an iteration of the optimisation algorithm. Depending on how
many operations occur per epoch, this can take its toll on the runtime of
the algorithm, depending on the swarm population. Bratton and Kennedy
recommend that both topologies are always tested.

8.3.2.2 Initialisation

The overall performance of the algorithm is affected by its initialisation.
Since no temporal data is assumed, as would be in the case of a video, a
previous pose cannot be used as an initial point. Therefore, each element jn
of position Xi of each particle i is initialised from a uniform random distri-
bution: jn ∼ U(Xmin,Xmax). The upper and lower boundaries Xmin,Xmax ∈
[−360, 360] differ for each element of Xi, since the joint rotation limits, as de-
scribed earlier in this chapter, are used to set them for each particle element.

Given the link between the drawing and the 3D scene, an alternative ini-
tialisation approach for the particles would be to use IK handles to match
the approximate position of the joints as pinpointed on the sketch. Then the
swarm would be initialised based on a random distribution centred on the
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IK solution pose. It was decided to not use this approach because it relies on
the assumption that the pre-existing 3D model contains IK handles, which
in turn would make the proposed method less general in application.

In cases where temporal data exists, like for example in an animation se-
quence where each frame follows logically from the previous one, the system
can easily be configured to initialise each particle randomly in a distribution
centred around the previous frame. For example, given a successfully posed
model for a frame at the beginning of the sequence, the frame which follows
it will have a comparatively similar pose. As such, automatically posing
models in an animation sequence with frequent key-framing contains more
information about the problem and may improve due to better initialisation.
It is also possible to create a second optimisation pass, after the first, where
each estimated pose is further corrected based on the previous and the sub-
sequent frames.

8.3.2.3 Fitness evaluation

After the initialisation step a fitness function f allows for the evaluation of
each particle. Based on this, the personal best position Bt

i of each particle i
and the global best position Bt

g from all particles are stored.

f = w1Dj +w2De +w3Ds

Dj: distance metric

for joint positions (Equation 9)

De: distance metric

for edges (both internal and external) (Equation 10)

Ds: distance metric

for silhouette (Equation 11)

w1,w2,w3: weights for each

distance metric (
1

3
for equal weighting of all parts).

(4)

8.3.2.4 Particle update

At the beginning of epoch t, the population of N particles is split into two
subgroups of size γN and (1−γ)N, with random variables γ = r for random
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variable r2 ∼ U(0, 1) if t < Tctmax, or 1 otherwise. Tc is denoted as the
threshold of convergence, which controls how many epochs are dedicated
to exploration and how many to exploitation. For example, for Tc = 3

4 only
the last quarter of the epochs will be dedicated to exploitation. tmax is the
maximum number of epochs for a run.

Xt+1
i = Xt

i + V
t+1
i

(5)

For every particle i, its position Xi is updated (Equation 5). If the particle
belongs to the first population subgroup, its velocity component Vt+1

i is
updated using Equation 6. Otherwise, to attempt and avoid local minima by
adding variation, it is updated using Equation 7.

Vt+1
i = K[Vt

i + c1(B
t
i −X

t+1
i ) + c2(B

t
g −Xt+1

i )] (6)

Vt+1
i = K{Vt

i − L
t[r1(B

t
i −X

t+1
i ) + r2(B

t
g −Xt+1

i )]}

Lt = 2−
2t

tmax

(7)

t = [t1, t2 . . . tmax] for tmax the maximum number of epochs

Bt
i : personal best solution

Bt
g: global best solution

r1, r2 ∼ U(0, 1) for uniform distribution U(0, 1)

c1 = φ1r1

c2 = φ2r2

(8)

8.3.2.5 Overall algorithm

The above components are combined in the following steps to form the over-
all algorithm:

1. Initialise the swarm population, with global best Bt
g and/or neighbour-

hood bests (depending on topology)
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2. For each particle i, with personal best Bt
i (in parallel):

a) Update particle position (Equation 5)

b) Update descriptors of 3D pose (Section 8.3.3)

c) Evaluate fitness of particle (Equation 4)

d) If current fitness < Bt
i , set Bt

i to current fitness

e) If current fitness < Bt
g, set Bt

g to current fitness

8.3.3 Comparing Drawings to Renders

The main issue when trying to infer a 3D pose from a 2D drawing or image,
is that the problem is under-constrained: there is not enough information in
the 2D drawing to get a perfect estimation of the pose. The results show that
a combination of various descriptors is able to provide enough information
to infer the 3D poses.

Three ways to compare the drawing with the 3D render were chosen given
their previous reported advantages and disadvantages. Joints can be used in
order to find close poses from a database (Jain et al. 2009). In order to make
use of the internal edges, edge maps are simple, fast and as effective (Tre-
sadern and Reid 2007) as more expensive methods like Shape Context His-
tograms (Agarwal and Triggs 2006). The Shape Context Histogram method
was initially tested in this project, however it was not used for further exper-
iments because each run was taking over 10 hours. Finally, silhouettes have
been used to find poses generatively (Ivekovic et al. 2008) or to train models
(Agarwal and Triggs 2004).

8.3.3.1 Joints

The user overlays the positions of the joints on top of the drawing (Fig-
ure 35a). The position of the overlaid joints on the drawing is compared to
that of the 3D positions of the joints, transformed into screen space coordi-
nates. This process differs from the work from Jain et al. (2009) in that it is
not contextual. This is because the orientation of the pose has to match the
drawing in order for the other two comparison methods to work.

The metric for comparing joint positions between a drawing and a pro-
jection, defined as Dj, is the sum of the Euclidean distance d(p,q) between
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all joints in a drawing p and their respective joints in the render q (e.g. the
wrist in the drawing and the wrist of the rendered 3D model) (Equation 9).
The Euclidean distance is normalised by dividing the Euclidean distance by
the image diagonal diag(W,H). The sum for all joints is also normalised by
dividing by the total number of joints, in order to yield a value between 0

and 1, where 0 means the joints are matching perfectly.

Dj =
1

n

n∑
i

d(ζji ,ψji)

µ(W,H)

ji = [j1, j2 . . . jn] for n joints

ζji : position of ji in drawing as 2D point

ψji : position of ji in render as 2D point

d(ζji ,ψji) =
√
(ψjix

− ζjix )
2 + (ψjiy

− ζjiy )
2

µ(W,H) =
√
W2 +H2

W: image pixel width

H: image pixel height

(9)

8.3.3.2 Edge map

To use internal lines in the drawing, the Canny algorithm (Canny 1986) im-
plementation of OpenCV 2.4.8 is used to extract a binary map of the external
and internal edges (Figure 35b). For the results presented in this thesis, val-
ues equal to 50.0 and 60.0 were used for the first and the second hysteresis
threshold respectively and a kernel equal to 3 for the Sobel operator. Then
the extracted binary map of the drawing is compared with that of the ren-
dered image.

For a rendered potential pose, a number of points are sampled from its
edge map. Then for each sampled point it is checked whether the same
point exists in the edge map of the drawing. For the results presented in
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this thesis, 256 points were sampled. Therefore for a list of sampled points S
where |S| = 256, the edge map difference or distance De is calculated:

De = 1− (
1

|S|

|S|∑
i

pi)

pi: edge map value at ith pixel

(10)

By dividing by S, the value of this calculation is normalised to be between
0 and 1, where 0 is a perfect match. It is worth noting that this metric favours
poses where the 3D character makes itself as small as possible or to lean on
the side with most edge information. The reason for this is that if the 3D
character makes itself as small as possible, its edges will come closer and
therefore there will be a higher chance of points in S to overlay with other
points. Therefore this metric can give inappropriate results if used on its
own.

8.3.3.3 Silhouette

Finally, for the overall shape, the silhouette of the drawing is used as a binary
map (Figure 35c). The silhouette distance between the rendered image and the
drawing can be calculated (Fleischmann et al. 2012) (Figure 38).

Ds = 1− (
1

2

U

U+D
+
1

2

U

U+ R
)

U = D∪ R

D: silhouette from drawn image

R: silhouette from rendered image

(11)

Similarly to the edge map comparison, it favours poses where the 3D
model makes itself as big as possible, in order to fit into the silhouette. The
reason for this is that by making itself as big as possible it maximises the
term U (Equation 11).
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Figure 38: Example of silhouette comparison to calculate similarity between two
poses X and Y. Green colour signifies the silhouette of pose X, red colour
the silhouette of pose Y and blue colour the overlap between the two
poses.

8.4 results

The system was tested on three problems of different dimensionality and
difficulty: a horse (Figure 41), a human (Figure 42) and a lamp (Figure 43).
The subjects were chosen in order to evaluate whether the proposed method
is suitable irrespective of the problem. The criteria for choosing them were
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variation in terms of joint count and degrees of freedom, type (innanimate
object, biped, quadruped) and cooperation. The output 3D poses were not
always perfectly inferred (Figure 40). The lamp and the horse models would
be difficult to be posed via methods such as motion capture, although meth-
ods that explore this exist (Chapter 7), especially the horse. Most motion
capture solutions focus on humanoids, but since they are often not afford-
able for smaller studios, posing a human is an important test. The resulting
poses are visually compared to the drawings, with the criteria being the pose
as seen from the specific camera view.

Figure 39: The 3D assets of the lamp, horse and human shown with their joint hier-
archies and controllers in Autodesk Maya.

All three 3D models are setup as kinematic hierarchical chains of joints
manipulated through rotation. The lamp has 6 controllers (5 joints and a
root controller), the human 20 joints and the horse over 25 joints. The horse
was however manipulated through 10 controllers set in Autodesk Maya (Fig-
ure 39). All drawn images (and as such, the corresponding renders) for the
lamp results were 720 pixels by 405 pixels. All drawn images for the human
results were 512 pixels by 512 pixels. All drawn images for the horse results
were 640 pixels by 480 pixels. These sizes were arbitrary depending on the
shape of the drawing.

Apart from posing models in isolation, the proposed method is evalu-
ated by posing a lamp within a scene using an existing storyboard drawing
(Figure 44), in order to test the feasibility of the proposed method for posing
models within a complex scene. Moreover, the method is also tested in an an-
imation sequence of a lamp, where temporal coherence between the frames
exists (Figure 45). The test was designed to analyse possible discontinuities
created in the sequence if the posing is inaccurate.
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Figure 40: Side by side comparison of the drawings and less successfully estimated
3D poses.

In an actual drawing, such as a storyboard, multiple characters may ap-
pear and may even overlap one another. In a complex drawing where mul-
tiple characters may be overlapping, separating their individual lines con-
stitutes an additional problem. The system needs to calculate metrics as de-
scribed in Section 8.3.3 for each character separately, thus making character
segmentation necessary.

In order to do this, two approaches were considered. The first approach
was to perform the drawing process with layers, where the lines of each
character are in a separate layer. The second approach was to add an addi-
tional ‘highlighting’ stage which is performed together with the pinpointing
of joints. This allows the user to quickly trace the outline of the character to
be posed.

With the first approach of drawing in different layers, the artist who per-
forms the creative task of drawing is encumbered by a different workflow.
This is not the case with the second approach, as both the pinpointing of
joints and tracing of character outline is performed by a non-skilled user in
a separate pass. Since the aim is to reduce the time skilled artists spend on
non-creative tasks, the second approach was preferred and thus employed
for these tests.

For all the tests, the algorithm was run for tmax = 1000 epochs. The values
φ1 and φ2 as defined in Equation 3, were set to a value of 2.05, which is the
default value in the canonical PSO (Bratton and Kennedy 2007) and ensures
convergence of the swarm. The minimum and maximum velocity of each
particle were set to −360.0 and 360.0 respectively, since this is the space of
possible rotations. This means that in one epoch, a joint can rotate at most by
one complete rotation either clockwise or counter-clockwise. The minimum
and maximum position of each particle was set dynamically based on the
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angle rotation limits of each joint of the model, reducing the search space of
possible poses. The angle rotation limits are set as part of the model creation
process by the 3D artist. The weights w1, w2 and w3 were set to 1

3 where
each metric contributed equally. The exploration phase (Section 8.3.2), was
set to Tc = 3

4 , so the first tmaxTc = 750 epochs were dedicated to exploration
and the last quarter of epochs was focused on exploitation. These parameters
were chosen in order to have most of the run exploring and only the last run
exploiting, in order to converge.

A runtime comparison of the algorithm on different hardware can be seen
in Table 3. All tests except the ones under the ‘Discrete GPU’ column were
performed on a system with 8GB of RAM, an Intel HD Graphics 3000 GPU
and an Intel Core i5 2520M 2.50GHz CPU, unless stated otherwise. A run
of 1000 epochs with a swarm size of 50 particles took approximately 81

seconds on average. The runtime tests used all three methods of comparing
the drawing to the 3D render but with varying population sizes to examine
the scalability of the algorithm. The discrete GPU tests were performed on
a system with 8GB of RAM, an Intel Core i5 2.5GHz CPU and an NVIDIA
GeForce GTX 260 GPU.

Figure 41: Side by side comparison of the drawings (top) and the estimated 3D pose
(bottom) for the horse model.
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Figure 42: Side by side comparison of a drawing (left) and the estimated 3D pose
(right) for the human model. The estimated 3D pose is close to the draw-
ing.

Figure 43: Side by side comparison of the drawings (top) and the estimated 3D pose
(bottom) for the lamp model.
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Figure 44: From initial storyboard to pre-visualisation. The lamp in these three shots
is automatically posed using the storyboard drawing. On the left column,
drawings are overlaid on top of the 3D scene with the assets unposed.
On the right column, the lamp has been posed automatically using the
proposed method.
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Figure 45: Side by side comparison of a sequence of drawings (top) with temporal
relationships and a sequence from the estimated 3D poses (bottom) for
the lamp model. Lighter opacity and colours signify frames earlier in the
sequence while darker opacity and colours signify frames later in the
sequence.
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8.5 discussion & future work

Guay et al. (2013) present an interesting interface that allows beginners to
quickly and intuitively pose 3D characters. However, more detailed, compli-
cated poses are not possible to reconstruct, as the LOA is limited to C- and
S-shaped curves. Jain et al. (2012) present an automatic posing method that
produces impressive results, but the dependence on a mocap database means
it is not always an option. Building a database can be expensive, especially
for non-humanoid animation.

An automatic posing method is proposed that does not require a database
and can be applied to a range of different characters. However, it takes longer
to run than both other methods and may have less accurate results. While
this could be an issue for a production environment, the trade-off is that
it can run in the background, as 3D layout generation from storyboards is
not something that needs to be interactive. Moreover, it is more general than
other methods.

The proposed method has been evaluated by posing a lamp, a horse and
a human from both simple and complex drawings as part of an actual pro-
duction scene. It has also been tested on a sequence of drawings. The results
show that the proposed method is a general approach that is able to per-
form accurately on different problems and is not constrained to one type of
character.

However, it is this flexibility which leads to the main disadvantage of
this method. Since the approach is generative, it requires a rendering step in
every iteration, which may mean the time taken to return a result is longer. It
is important to note that this method does not require the ongoing feedback
of an artist, like for example other sketching interface methods, meaning
that this method is still able to contribute to reducing costs even if it takes
longer to return a result. Furthermore, implementing the method on a GPU
reduces the effects of this disadvantage significantly.

The runtime tests (Table 3) show that PARAC-LOAPSO scales very well on
better hardware. It is worth noting that a GPU implementation is much faster
compared to a threaded CPU implementation. Moreover, while a swarm
with more than 100 particles is very impractical to run on the CPU, a GPU
can handle it and return results in under 15 minutes, even on onboard
GPU hardware. When using a discrete GPU, the runtimes are approximately
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halved. These measurements show a trend which suggests that the algorithm
can scale very gracefully and return results faster as hardware with parallel
capabilities improves. As such, while it may be unsuitable to run on individ-
ual artist machines as part of a workflow with multiple iterations, it would
scale greatly as a hand-off step in the pipeline (e.g. from storyboarding to
3D layout), as it could be run to a render farm.

As the 3D model complexity increases, the search space increases too. This
makes each particle, which is formulated as a vector, contain more values
and as such increases the memory used. As the complexity of the drawing
increases, especially in terms of resolution, the metric calculation times per
particle per iteration would increase too. It is due to the fact that the metric
and comparison calculations are done per particle per iteration, that paral-
lelising the algorithm yields improved performance results.

Since the PARAC-LOAPSO algorithm is stochastic, result accuracy may
vary between runs (Figure 40). This inconsistency is due to the stochastic
element which may lead to the algorithm being stuck on a local minimum on
one run, while overcoming it on another. However, by running for longer and
using a larger population of particles, the search space would be explored
more consistently. A system with a powerful graphics card can normalise
the results through the use of a large population of particles, which helps
both in searching as well as in having a more varied initialisation.

The canonical PSO recommends a population of 50 particles (Bratton and
Kennedy 2007). Swarms of 5, 15, 25 and 50 particles were used early on
during testing and the best results as presented in this thesis were output
by the swarm of 50 particles. This hints that larger populations may perform
better when it comes to the problem of inferring 3D poses from 2D drawings.

Having tested the runtimes of PARAC-LOAPSO on different hardware,
the results are encouraging in terms of running tests for thousands or more
epochs with swarm populations in the thousands and local topologies, while
modern GPUs handle the computational downsides that would normally
arise from these parameters. In effect, the scaling nature of the algorithm
means that better hardware will allow for better results.

A swarm with global topology was preferred for these runtime tests to
ensure timely convergence of the swarm, since all tests were limited to 1000

epochs. However, when the optimisation ran for longer than 1000 epochs,
the local topology produced better results. This difference in performance
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was more pronounced for complex models like the human (Figure 42). The
reason for this is that the local topology explores the search space more,
which is larger for complex models, while given time to reach an optimum
despite its slower rate of convergence.

It is important to note that this method does not aim to produce final
animated output. It aims at automating the initial pose layout phase or pre-
visualisation, which is currently performed manually by skilled operators.
Depending on the complexity of the pose, a skilled operator may be faster
than the proposed method, but can still take minutes for each pose.

The simple lamp model was successfully posed in most tests, as was the
horse. However, the estimated pose for the more complex human model
was not always as accurate (Figure 40). It is likely that for more complex
models, better results may be obtained by running the optimisation for more
epochs, with a larger swarm and using a local topology. This was not tried
and would be an interesting experiment to explore as future work. For both
simple and more complex models, a main reason for sub-optimal results was
the stochastic nature of the algorithm, as discussed earlier in this section.
Moreover, poses are always estimated based on the given viewing angle.
Observing the newly posed 3D character from a different angle may in some
cases show that the estimated pose is improbable.

The choice of method for comparing drawings to renders may have a no-
table effect on the end result. For example, by not using the internal lines
of a drawing, the forward-backward ambiguity problem can become an is-
sue as seen in Figure 30. On the other hand, by only using joint locations
or the silhouette, runtimes are shorter. This is because the method for cal-
culating the internal lines is computationally more expensive, at least in the
current implementation. Future work can look into introducing additional
comparison methods, like the internal lines, during the exploitation part of
the runtime. In this way, overall runtimes may be improved as less expensive
methods can be used for most iterations.

An advantage of this approach is that it does not require changes in the
pipeline to accommodate it. Minimal user input is still required to pinpoint
the joints on the drawing, which takes a few seconds for each pose and can
be performed by an unskilled operator.

Analyzing existing approaches side by side with the approach proposed
in this thesis provides insight into patterns that can be used for successful
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particles cpu gpu non-parallel cpu discrete gpu

1 2m 13s 20s 2m 8s 10s
50 2h 30m 1m 21s > 4h 1m 3s
100 > 4h 2m 15s > 4h 1m 15s
500 > 4h 6m 44s > 4h 3m 31s
1000 > 4h 12m 37s > 4h 6m 18s

Table 3: Runtime comparison for various PARAC-LOAPSO swarm sizes, on dif-
ferent hardware as well as a non-parallel implementation on the CPU.
CPU: Intel i5–2520M 2.50Ghz, GPU: Intel HD Graphics 3000, Discrete GPU:
NVIDIA GeForce GTX 260.

sketch-based 3D posing. Assuming one is able to formulate a representation
for the poses, it is still necessary to match a 3D posed model to the 2D sketch
and infer the missing depth. To compare a 3D pose to the 2D sketch, both
need to be in the same space. As such, the 3D pose can be reduced to 2D
through a camera (e.g. by rendering or using the depth buffer). This camera
represents the imaginary camera an artist has in their head when drawing a
scene. The missing depth can be inferred by using what information is not
missing to formulate an optimisation problem, and most related works, in-
cluding the one presented in this thesis, use an objective function to compare
poses.

These common building blocks or patterns for successful sketch-based
3D posing are deduced by generalizing from the findings of recent works
combined with findings presented in this thesis. While these patterns are
addressed one by one, they can also be combined depending on the im-
plementation aim. By presenting the problem in three parts with common
patterns for each, the method becomes more modular so individual parts
can be interchanged without affecting the rest of the algorithm.

The first part of the problem is about comparing poses. Jain et al. (2012)
as well as other recent works (Xiao et al. 2015) propose pose descriptors that
are translation and scale invariant. This is useful, as two characters with the
same pose can have different sizes or be in different positions on the sketch.
Descriptors that are not invariant to translation and scale can still be used,
assuming that the characters in both the sketch and the 3D projection match
(e.g. drawn storyboards that match the 3D scene).
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To use various descriptors (e.g. edge maps and silhouettes like in the work
proposed in this chapter), it is good practice to normalize all values to be be-
tween 0 and 1. This enforces values from different methods to be compared
on the same scale. For example, using joints to describe a pose can be ef-
fective, but using only a Euclidean distance to compare two poses is not
invariant to translation or scale.

It is worth noting that translation and root rotation is irrelevant if this
method is used in combination with 3D storyboarding, as through the pro-
cess the 3D asset should be placed correctly in the scene. Moreover, scale in-
variance is less important too as the drawing would more accurately match
the scale of the 3D asset.

The second part of the problem is about supplying a knowledge base,
in order to help solve the problem by reducing the search space. The under-
constrained nature of the problem can be resolved by viewing the same pose
from different angles (Guay et al. 2013; Ivekovic et al. 2008). However, when
only one sketch is available, a knowledge base is necessary to reduce the
possible poses. Humans understand a drawn character’s pose due to prior
knowledge, e.g. anatomically plausible poses or poses that make sense in
context. Enforcing rotation limits on character’s joints, assumptions about
the type of character (e.g. humanoid), and databases are all suitable knowl-
edge bases.

Restrictions on the 3D character’s joints can be set by an artist with good
intuition or by using real data (e.g. degrees of freedom of humans). How-
ever, for more stylized animation with exaggerations, the restrictions can be
distracting for animators. Making assumptions about the type of character
can help reduce the number of possible poses greatly at the cost of reducing
the problem cases a method can be applied to. For example, human-specific
assumptions would mean that a method can only be applied on humanoid
characters.

Databases come with similar trade-offs. For humanoids, mocap databases
can be populated cheaply, using devices such as Microsoft Kinect. The data
can consist of poses or whole 3D models (Kholgade et al. 2014). However,
building comprehensive databases for noncooperative characters (e.g. ele-
phants) is more complicated. Additionally, storing a large database and ex-
tracting information from it requires infrastructure and budget that smaller
studios may not have.
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The third part of the problem is using an optimisation method to search
for the pose. Choosing an optimisation method depends on how the prob-
lem is formulated. Jain et al. (2009) formulate the problem as a linear least
squares system. Their algorithm is fast but only works with an orthographic
projection. The work presented in this chapter uses the particle swarm opti-
misation algorithm, a global optimisation method which makes no assump-
tions about the problem. Although the PSO scales well when parallelised on
more powerful hardware, it is slower.

In both cases, there is one common parameter: an objective or energy
function. This function takes into account the chosen descriptors and trans-
forms them into values that can be minimized. The proposed method uses a
weighted combination of three pose descriptors. Choosing and constructing
this objective function is crucial and has to be done together with the design
of the pose descriptors.

The proposed approach may serve as a direct link between the storyboard-
ing and pose layout phases of the pipeline. Linked together with the work
presented in the previous chapters, it concludes a series of projects aiming
at making 3D storyboarding more accessible, more efficient, more integrated
and leveraging some of its unique advantages to explore new avenues.



Part III

C O N C L U D I N G R E M A R K S
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9
D I S C U S S I O N & F U T U R E W O R K

This thesis highlights problematic areas of transition in 3D animation pre-
production as well as between the pre-production phase and the production
phase. Animation is a medium in itself, but it is also a part of other media
forms. Additionally, other forms of media are part of the creative process of
animation. This thesis defines those as media in animation. By recognising the
ubiquitous use of media within a production and acknowledging producers
as consumers, this thesis proposes the term resumer to describe this emer-
gent trend. A resumer is a professional consumer-producer who consumes
media as part of their job, taking their interpretation of it back to their own
production. An example is a storyboard artist reading a screenplay and then
creating a visual representation of the story as they interpreted it. Novel
methods can offer ways to remediate screenplays (Chapter 5), storyboards
(Chapter 6) and 3D layout (Chapters 7 and 8). Such methods have the po-
tential to make pre-vis a default part of the pipeline for all, by lowering
costs (Chapter 3). This remediation to a more interactive form can bridge
the pre-production and production phases. Moreover, it can pave the way
for modern workflows and technologies to be more easily integrated. For ex-
ample, it is already possible during pre-vis to navigate the 3D space for the
best shot using a virtual camera (Anderton 2017), but actors still act in front
of green screens. In the future, with pre-vis as default, actors could navigate
the 3D space in VR to get a better understanding of the final scene.

VR is an emerging sector in entertainment, using game engines, whether
it is 3D VR or a ‘360’ video experience. Using a modern pipeline like the one
proposed in this thesis is useful for these new types of production. A story-
board artist would have to setup shots in all directions of the camera (since
VR allows the user to move the camera interactively), which would be more

136
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difficult to do on a 2D medium like hand-drawn sketches. There is currently
a shortage of VR products on the market and since this research project fo-
cuses on making 3D animation production more effective and efficient, the
VR sector would benefit from the proposed research and development.

If this transition is done in a mediated way that possesses some of the
aspects which Boyd (2007) recognises as characteristic of mediated publics
(in this context people that gather and communicate mainly through tech-
nological processes), namely persistence and searchability, then locating the
fault becomes easier.

An example of this idea is the version control system Git. The function ‘git
blame’ allows any contributor to see what revision and author last modified
each line of a file (Git 2017). Although the name of this function is perhaps
aggressive, being able to see exactly when, by whom and why a change
was made, is valuable. While blaming and shaming can be unhealthy, it is
also important to mention that if the number of contributors to a project is
too high, the characteristic of ‘invisibility’ that Boyd (2007) lists can lead to
other community issues,such as toxic behaviour between peers (Salter and
Blodgett 2012). The worth of a new process should not only be evaluated in
financial terms, but also in social.

More specifically, given that the director has to step in to resolve issues
during the transition from pre-production to production, mistakes are ex-
pensive in terms of team chemistry too: who is at fault that the 3D layout
does not match the hand-drawn storyboards? Did the storyboard artist draw
something that does not fit? Did the 3D modeller create assets in the wrong
scale? Did the 3D layout operator position the camera in the wrong spot?

The technology for this, in many cases, is not pending or new. For exam-
ple, the Microsoft Kinect device used successfully (Chapter 7) was the first
version released in 2012. These changes, although requiring development
and technical restructuring, mostly require organisational restructuring. The
animation industry is not criticised for the process but for the product. The
metrics for films, TV series or commercials revolve around whether they
have been developed according to the vision and within the budget con-
straints, as well as whether the product achieved its goal (e.g. box-office
sales for Hollywood films). This means that bad or outdated methods and
processes may be repeated until proven faulty on an economic level. Discus-
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sion with HRA and other companies reveals that introducing restructuring
of that scale is seen as unnecessary risk.

That is not to say there are no attempts to improve the shortcomings of
the current production structures. HRA had clients coming in exactly because
they were looking for something better. As another example, researchers at
Dreamworks recognise the importance of synchronising everyone involved
in the creative process through the use of digital media (Sanders et al. 2013),
but only focus on the production phase and not the pre-production. Mo-
vidiam (Movidiam 2017) is an online platform that works as a way for pro-
ducers to connect with each other. Moreover, it also takes it a step further
providing the tools for time-management, task delegation, collaborative feed-
back and even payments. Platforms like this may in fact make the already
strong bonds in creative communities around the world (e.g. Soho in Lon-
don, UK) even stronger, as ‘geographic space can become more, not less,
important’ (Matei 2004, p. 27). Finally, it is interesting to note that Blue Zoo,
after using HRA’s 3D storyboarding tool on their own productions, began
working on their own tool named PanelForge (Panel Forge Ltd. 2017).

Stepping away from a professional, budget-constrained environment, a lot
more experimentation can occur, revealing how viable new media and meth-
ods can really be. An example is the viral video ‘Bears on Stairs’ (Gilbert
and Box 2014) made by Tom Box, co-founder of Blue Zoo, and Grant Gilbert,
founder of DBLG, in their spare time. The project was an attempt to re-
imagine traditional stop motion animation, by creating it as 3D animation
and then using 3D printing to build a physical model for each frame. The
‘Bears on Stairs’ short film has 50 frames, resulting in 50 3D print-outs.
Grant Gilbert explained in the Annecy Festival 2014: ‘[. . . ] some people first
thought that these were 3D models, but given the unusual skinning, with all
of the grooves from the 3D printing, it would have been virtually impossible
without countless hours of work to reach the result in that manner. We took
our time to experiment with 3D printing and stop-motion, and it worked.’
(para. 20). In time-critical and budget-constrained productions, such experi-
mentation would not be possible. Therefore, stepping away from their role
as professionals is what allowed them to test this new method.

This case can provide insight as to how the future of animation may evolve
from innovations that only low-risk producers (e.g. prosumers) have the
courage to experiment with. This kind of transformation would primarily
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be a social one, which as demonstrated depends on the nature and char-
acteristics of the interaction among shared interpretations, social actions
and technological artifacts within organisational and professional contexts
(Ashuri and Frenkel 2017). In an industry where many technical innovations
are adopted, organisational changes prove to be much slower. Ultimately,
adopting new media over old media is a matter of the new media proving
its worth.

Building around 3D storyboarding is an attempt to make its worth more
evident, but there is always room for improvement. Future work can focus
on the overall pipeline as a whole, or on each individual research project
presented in the previous chapters.

Looking at the overall pipeline first, it is important to evaluate how media
in animation is used, how useful each medium is and how changing it may
improve the pipeline; for example, the time it takes to move to 3D layout
using traditional storyboarding compared to 3D storyboarding.

Although certain companies such as HRA and Blue Zoo use 3D storyboard-
ing to reduce costs, it is still not the mainstream way of storyboard creation
because it is new and intimidates producers and traditional artists. Moreover,
3D layout teams are threatened by this change in technology. To propose 3D
storyboarding as a centre-piece of a pipeline, showing more ways that it can
help to increase effectiveness and reduce costs is necessary. While 3D sto-
ryboarding has been used to animate thousands of minutes for shows like
‘Fireman Sam’ (HIT Entertainment 2012), ‘Bob the Builder’ (HIT Entertain-
ment 2015) and ‘Ritter Rost’ (Caligari Film und Fernsehproduktions 2013),
more hard data could help technical directors convince producers who are
reluctant to make the jump. Ultimately, pipeline processes can be examined
both quantitatively and qualitatively through experiments. The overall aim
is to understand what is truly valuable in a pipeline, as well as how and
why.

Apart from 3D storyboarding, which happens in pre-production, it would
be interesting to research in more depth one of the earliest steps of produc-
tion: 3D layout. Based on conversations with stakeholders from companies
like Pixar as well as HRA, it becomes apparent they break down 3D layout
into two stages: unposed and posed. The posed 3D layout is further refined
to include the poses of the characters for the keyframes. Examining how use-
ful posed layout is for the animator can determine whether this stage should
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actually be part of a pipeline. It can also determine whether methods that
automatically pose 3D models from drawings can help speed up or auto-
mate the generation of 3D posed layout. Moreover, it may help answer the
question of how accurate a pose needs to be to help the animator without
suppressing their creative freedom.

Future work can also focus on any of the individual projects presented in
the portfolio of this thesis.

Automatic asset creation (Chapter 4) can be improved by better under-
standing of what is useful as a reference to the storyboard artist. More ex-
tensive feedback from the artists would help make sure that the generated
3D pegs are a suitable character representation, striking a balance between
being too abstract and restrictively detailed. Therefore, future work should
evaluate whether position, orientation and scale alone are necessary for this
task. Following from this, if it is shown that the current results are too ab-
stract for storyboard artists, future work can include research in how to in-
corporate a simple 3D model from the outline of the 2D character drawing.
Taking the character outline and triangulating it to generate a plane is a naive
approach to achieve this. The reason for this is that often the shapes of the
characters are not concave. Triangulation algorithms such as the Delaunay
triangulation (Cignoni et al. 1998) are based on finding the convex hull of a
set of points. Moreover, unless dealing with simple or monotone polygons,
there might be complications even with techniques such as the Ear-clipping
method (Berg et al. 2008) if the outline is not perfectly extracted. The current
segmentation method returns a set of points for each character. Therefore,
an approach with potential is processing the available set of points using
alpha-shapes (Akkiraju et al. 1995) to correctly extract the outline and then
generate a rough 3D model.

The screenplay analysis system (Chapter 5) also has room for further de-
velopment. After the storyboarding process is finished and there are specific
shots, a clean-up stage follows. During this stage, all the characters that do
not appear in the shot (in front of the camera), have to be removed in order
for the export process to be as generalized as possible (e.g. when exporting
to Autodesk Maya). This clean-up stage is not considered to be creative and
doing it manually is always prone to user error. Therefore, future work can
focus on ways to remove completely from a shot any characters which are
not visible through the camera. Potential ways to approach this is through
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ray-tracing (Shirley et al. 2005), where imaginary rays parallel to the ground
and the camera normal vector can be traced to see with which character mod-
els they intersect. If there is no intersection with a 3D model, then it should
be safely removed from the shot, before the exporting process takes place. As
artists’ feedback from evaluating the screenplay analysis suggested that not
everything should be automated, since they considered breaking shots down
to actions a part of their creative contribution, this project further motivates
the argument of analysing pipelines in more depth.

Looking past pre-production, to the bridge with the production phase,
cheap mocap devices and specifically the Microsoft Kinect, were examined
for allowing non-experts to experiment with poses. However, another use
of the proposed method is creating pose databases. While databases can be
useful in inferring 3D poses from 2D drawings, it is expensive and time-
consuming to populate them with data. The proposed system presents an
intuitive and accessible way of generating humanoid poses for a database
actively or in the background as the 3D layout phase progresses.

Such a database can also be used as an additional constraint or helper
to the system proposed for 3D pose estimation from 2D drawings. In fact,
a hybrid between the current optimisation approach and a data-driven ap-
proach (Jain et al. 2009) is an area where future work may expand to, to get
results faster while remaining more general than a pure database method.
This would be particularly effective when it comes to humanoids. Moreover,
poses that have already been found in previous attempts can be stored in a
database and be used as an initialisation point for the PARAC-LOAPSO run.
The PARAC-LOAPSO results can then feed back to the database, storing
successfully inferred poses for future use.

Despite limitations in terms of possible poses and accuracy of results, pro-
duction pipelines can benefit from sketch-based methods. Final animation
may still need the hand of an artist, but time and effort can be saved. The
method proposed in this thesis requires little user input and allocates heavy
work to the machine. Even if the accuracy of the results is not production
ready, this method can serve as an automatic first pass for artists to build on.
Examining how accurate an initial 3D pose needs to be in order to be consid-
ered helpful by a professional animator may lead to a new benchmark for
evaluating automatic 3D posing, not only in terms of accuracy, but also in
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terms of usefulness. The user input itself can take place during a clean up
pass of the drawings.

Completely removing the need for user input may be possible by using
medial axis methods (Abeysinghe et al. 2008) to extract the curve skeleton au-
tomatically from the drawing and then fit the character skeleton to the curve
skeleton. It is also worth examining more general or accurate descriptors
and methods to extract information from drawings, like the perceptual cues
Bessmeltsev et al. (2016) successfully use to recover artist-intended poses.
Having broken down the problem into three ‘modules’ (Chapter 8) means
that new research such as this can be plugged in to the existing proposed
pipeline. Future work can also look at formally evaluating the method using
more examples. A framework of examples that can be compared to other
state-of-the-art methods in the field could be built.

Furthermore, for complex scenes with many characters, it would be bene-
ficial to segment each character automatically. This can be very challenging,
especially for drawings where characters overlap one another. As described
in Chapter 8, restricting the search space is a way to improve the results of
the optimisation process. One way to do this is by optimising different char-
acter parts such as the legs, the arms etc. individually. The task of quickly
and effortlessly segmenting the drawings into different character parts and
matching them to the rendered image for comparison is not trivial, but if
possible it could improve the optimisation results by breaking the problem
down into a set of smaller search spaces.. Ivekovic et al. (2008) perform the
optimisation in parts with success, however their method makes human-
specific assumptions, removing the benefit of generality which is important
to the animation industry.

The proposed method for inferring the 3D pose from drawings also fits
into traditional animation pipelines. Unlike Jain et al. (2009), it does not re-
quire pre-existing data and can use perspective and orthographic camera
models. The system is flexible and applicable to a broad range of models,
from objects like lamps, to quadrupeds like horses. Additionally, while in-
formation such as joint limits help improve the results, it is by no means a
necessity for the algorithm to run. This information usually comes together
with the actual 3D model. It is not even necessary to work with skeletons
and joints or any type of hierarchy; any type of control may be used instead,
according to the preferences of the artist who created the model.
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Moreover, similar works state the need for the 3D model to be positioned
correctly and for an operator to place a camera that fits the view from the
drawing (Jain et al. 2012), or solving the problem of character positioning
in addition to character posing. When viewed in isolation, this is additional
work, but when combined with 3D storyboarding, these are steps that are
already part of the workflow — solving a complex problem through the
modern 3D storyboarding pipeline proposed.

Finally, dealing with traditional cartoon exaggeration techniques such as
squash and stretch is another interesting venture for the future. Assuming
that a model is rigged to allow for squash and stretch deformations, then
these rig controllers could be directly used to match the drawing. How-
ever, this would potentialy require the algorithm to translate the controllers,
rather than rotate them, in which case translation boundaries would be re-
quired too.



10
C O N C L U S I O N

The pre-production phase of a pipeline can be modified in order to help
transition to the production phase. The focus is in pre-production due to the
fact that it is the least evolved phase, in contrast to the production phase.

By first analysing animation as a medium, the research presented in this
thesis identifies all the available pre-existing information in mainstream
pipelines. This information is then combined and used to motivate a new
pipeline as well as individual technical contributions, with a focus on 3D
storyboarding as the transition point between the pre-production and the
production phase. Building around this core concept, intelligent solutions
are proposed to bridge the two sides of the pipeline.

A method for automatically generating simple, rectangular representa-
tions of 3D characters using drawings as input is introduced. The impact
of such a solution is saving time from modelling when high resolution is
not necessary, especially since this can be used before the modelling team
has even been assembled yet. In relation to the new proposed pipeline, this
mitigates the requirement of 3D storyboarding to have 3D models early on
in the pipeline.

A method for automatically analysing screenplay texts is also introduced
in this thesis, in order to break them down into scenes, shots and actions.
Information such as in which set each scene is taking place as well as which
characters appear, is extracted and combined with action information like
dialogue. The impact of such a solution is saving time breaking down the
text for use further down the pipeline, e.g. by storyboard artists. Moreover,
producers can use it to track the appearance of certain characters in the shots,
which can be useful in the case of certain contracts (e.g. toy companies). In
relation to the new proposed pipeline, this mitigates the problem that 3D
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storyboarding has, which requires the storyboard artist to start by creating
a structure of scenes and shots and importing sets, characters and textual
information.

Both of the above systems are combined so that the screenplay analysis sys-
tem can extract information such as character names and feed them into the
asset creation system. The asset creation system segments characters from
the drawing and names the output 3D models with the names appearing in
the text. The generated place-holder assets are then fed back to the screen-
play analysis system, for the creation of the storyboarding project file where
they are automatically imported.

Next, a mocap or rather pose capture system using Microsoft Kinect is in-
troduced. The system interfaces directly with Maya and allows a single user
on a single machine to go through storyboard panels and pose all the char-
acters individually. The impact of this is allowing non-expert operators to
experiment with poses directly in Maya, for completing the first layout pass.
In relation to the new proposed pipeline, this links the unposed layout cre-
ated by 3D storyboarding with an intuitive and easy way to pose humanoid
characters quickly.

Finally, a novel and general method for automatically inferring 3D poses
from 2D drawings is introduced. The impact of this is contributing to the
overall field of sketch-based posing with an automatic method that works ir-
respective of the type of character. The nature-inspired algorithm proposed
in this thesis offers a scalable solution. In relation to the new proposed
pipeline, this can be used as a step between unposed and posed layout. Since
storyboards are overlaid on top of a 3D scene, the camera and the character
models are already placed correctly in relation to the drawing, meaning that
only the poses need to be inferred to achieve a complete second layout pass.

Overall, by introducing new individual methods and combining them into
a single pipeline, a novel 3D animation pipeline is proposed with a value
greater than the sum of its elements.

For some studios collaborating with HRA, training their artists in a new
pipeline and software had additional overhead, as it was common that a
majority of them were working remotely. Moreover, when starting a new
show, they had no existing 3D assets. On the other hand, in cases where
they had already delivered a first season of a show, changing their workflow
for the following seasons seemed risky.
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Following from the analysis of advantages and disadvantes of 3D story-
boarding (Chapters 2 and 3), HRA was able to help make clear what the
advantages would be despite this additional initial overhead. Moreover, by
understanding the disadvantages, HRA was able to help setup and consult
on a pipeline around 3D storyboarding. Being able to identify how infor-
mation flows within the pre-production pipeline helped studios successfully
incorporate 3D storyboarding in real productions such as ‘Chugginton’ (Lu-
dorum 2008), ‘Fireman Sam’ (HIT Entertainment 2012) and ‘Bob the Builder’
(HIT Entertainment 2015).

Moreover, during the pre-production of ‘Chugginton’, the screenplay anal-
ysis system (Chapter 5) was used to build Redboard project files faster, by
parsing screenplays provided by the client, speeding up the setup process.
Since 3D assets already existed from previous seasons of the series, a 3D
artist simplified them to work in a game engine environment.

The overall pipeline, including the projects presented in this thesis, was
used to create a short sequence for the Technology Strategy Board, as well
as a separate short sequence which was presented at the Annecy Animated
Film Festival (Ahoomey et al. 2014). The first sequence started off as a screen-
play, which was parsed to generate a Redboard project file. Moreover, the
sequence contained a lamp character, which was posed automatically us-
ing the system presented in Chapter 8. The second sequence contained only
humanoid characters, which were posed live on stage at the Annecy Interna-
tional Animated Film Festival using the system presented in Chapter 7.
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G L O S S A RY

HRA Hibbert Ralph Animation

DRY Don’t Repeat Yourself

API Application Programming Interface

VFX Visual Effects

CGI Computer Generated Imagery

2D Two Dimensional

3D Three Dimensional

UI User Interface

WPF Windows Presentation Foundation

MVVM Model-View-ViewModel

PSO Particle Swarm Optimisation

SDK Software Development Kit

PCA Principal Component Analysis

FK Forward Kinematics

IK Inverse Kinematics

VR Virtual Reality

mocap Motion Capture

app Software Application
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