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Text S1: Attractor dynamics and pitch transitions

The behavior of the decoder network can be characterized by a dynamical system with variables ~x ={
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}n=1...N
(see Methods). In absence of input drive, the system presents

a single stable state around the origin ~x = ~x0 ' 0.
Cortical inputs change the stability properties of the system. An excitatory cortical input shifts this

equilibrium state towards a new attractor state termed here ~xinput, where the excitatory populations
represent the input activity. If the input presents a harmonic structure, the system converges to a
second equilibrium state we termed ~x1, characterized by excitatory and inhibitory activation at the
column encoding the stimulus pitch (Figure S1a, Video S1).

We identify the POR as the neuromagnetic representation of this two-stage transition: the build up
of the transient corresponds to the transition ~x0 → ~xinput; the POR peaks shortly after the onset of
the decoding process, characterized by the transition ~xinput → ~x1 (see Figure S1a). This identification
onnects the POR latency with the time necessary to trigger the ~xinput → ~x1 transition; thus, the POR
latency is informative of the convergence time in the decoder network (see also Video S1).

The role of the sustainer network is to modulate the dynamic properties of the decoder in order to
prevent the spurious reversed transition ~x1 → ~xinput and subsequent oscillations that are not observed
in the recorded magnetic field responses.

The sustainer network dynamics (shown in Figure S1b and in Video S1) is much simpler than the
decoder dynamics; it consists of N = 250 uncoupled dynamical systems, one per column, with 5 vari-

ables each x̂n =
{
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}
. At rest, the decoder’s independent variables lie in

equilibrium states ~̂xn = ~̂x0 characterized by a strong activation in the inhibitory population and a null
activation in the excitatory ensemble of each column n.

Combined excitatory and inhibitory input from the decoder network to a given column ~̂xn of the
sustainer network causes inhibition to drop and excitation to rise, switching the ensembles of the column
to a new state ~̂x1 termed here sustained state. Subsequently, top-down efferents from the sustainer
network lock to the pitch-selective dynamics of the decoder, strengthening the attractor properties of
the decoder network state ~x1 and turning it to a robust stable equilibrium state (see Figure S1b).

When the cortical input is switched off (the behavior of the model under pitch changes is addressed
in Figure S2), excitatory activity in the decoder drops, removing the excitatory input at the sustainer

column ~̂xn, which returns to its resting state ~̂x0. As a result, the sustainer column stops modulating the
dynamics of the decoder and the state ~x1 becomes, once again, unstable. Thus, the decoder state slowly
relaxes back to the origin state ~x0 (Figure S1b, Video S1).
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