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Abstract

This thesis is concerned with the link layer design of indoor (IrDA) and outdoor
infrared links, as well as the performance of the higher layers of two major Wireless
Personal Area Network (WPAN) technologies: IrDA and Bluetooth.

Recent advances in wireless technology have made it possible to put networking
technology into small portable devices. During the past few years, WPAN
technologies have been the subject of a tremendous growth both in research and
development. Although many studies have been conducted on wireless links to
address different issues on physical and link layers, wireless communications are still
characterised by high error rates because of the frequently changing medium. On the
other hand, performance studies of the higher layers are also very important. In this
thesis, for the first time, a comprehensive study of the interactions between the higher
and the lower protocol layers of IrDA and Bluetooth has been carried out to improve

the overall system performance.

Mathematical models for the link layers are introduced for the infrared systems:

infrared data association (IrDA) and free space optics (FSO). A model for the IrDA
(indoor infrared) link layer 1s developed by considering the presence of bit errors.
Based on this model, the effect of propagation delay on the link throughput is
investigated. An optimization study is also carried out to maximize the link
throughput. FSO (outdoor infrared) links are often characterized by high speed and
long link distance. A mathematical model for the FSO link layer 1s also developed.
Significant improvement of the link throughput is achieved by optimizing the link

parameters.

Based on the link layer model, the performance of the IrDA higher layers
(transport, session and application layers) is investigated. First, a mathematical model
of TinyTP (transport protocol) is elaborated and subsequently verified by simulations.
The effects of multiple connections and available buffer size are investigated. The
throughput at the TinyTP level is optimized for different buffer sizes. Subsequently,
the session layer, including Object Exchange (OBEX) and IrDA Burst (IrBurst)
protocols, is studied and modelled. The derived mathematical model is verified by

simulation results. A set of protocol parameters and hardware selection guidelines is

proposed to optimize the overall system performance while also keeping the hardware
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requirement to a minimum. Finally, two rapidly developing IrDA applications, IrDA
financial messaging (IrFM) and IrDA simple connection (IrSC), are studied. IrFM is
investigated by comparison to other digital payment technologies, while the
performance of IrSC is compared in two different technical approaches.

In order to improve the throughput and minimize the transmission delay for the
Bluetooth data applications, a systematic analysis is carried out for the Bluetooth
Logical Link Control and Adaptation Layer Protocol (L2CAP). L2CAP is layered
above the Bluetooth link layer (Baseband) and is essential to Bluetooth data
applications. A simple and intuitive mathematical model is developed to derive simple

equations for the L2CAP throughput and the average packet delay. The derived
throughput equation, which is validated by simulations, takes into account bit errors
as well as packet retry limits. Finally, a number of easy-to-implement performance

enhancement schemes are proposed, including the optimum use of the protocol

parameters.
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Chapter 1. Introduction

1.1 Motivation

In recent years there has been a rapid increase in the use of mobile and portable
computing devices. The progress in technology has addressed the issues of high unit price and
low data rate, thus driving significant growth in the popularity of wireless devices. Wireless
personal area network (WPAN) communications, including IrDA and Bluetooth, are
increasingly used to reduce the inconvenience of wired connections and to provide local arca
connectivity for portable computing devices. Laptops, personal digital assistants (PDA’s) and
mobile phones are becoming ever more popular and ever more powerful with multimedia
capabilities. This increase in mobile computing has led to a greater demand for wireless data
connectivity with comparable service level to that of wired networks [1][2].

In the field of wireless communications, radio frequencies (RF) and infrared (IR) optics
arc competing transmission technologies that are being considered as complementary

transmission media [3][4]. Radio communications have a long transmission range and are
typically transmitted omnidirectionally. Because of this, radio is preferred when user mobility
is of prime importance. However, most of the radio frequency bands need operation licenses.

The limited license free bands (i.e. 2.4 GHz, 5§ GHz) are used by many different technologies
(i.e. Bluetooth, Wi-Fi). Thus, the interferences between devices using different radio
technologies can be severe [108][109][110]. Infrared is preferred when point-to-point links of
high capacity are necessary and when international compatibility is required [3][5]. Infrared
communications have the advantages of high available bandwidth, low component power
consumption, worldwide license-free operation and inherently high security. However, unlike
radio, most of the infrared communications require a line of sight (LOS) transmission path
which restricts certain applications. In addition, the transmission power is limited by the eye

satety regulation [6]. Thus, the infrared transmission range is relatively short compared to that

of radio.

Infrared links are widely implemented as the solutions for both indoor short distance and
outdoor long distance wireless communications [9][10]. In order to develop a universal
standard for indoor infrared communication, the Infrared Data Association (IrDA) was
formed in 1993 by major IT companies. IrDA has worked steadily to establish specifications
for a low cost, interoperable, and easy-to-use infrared communication technology. The
resultant IrDA 1.0 protocol standard [39], first released in 1995, specifies point-to-point
directed half-duplex links with a data rate up to 115.2 Kbit/s and a range up to 2 metres using
the standard serial port interface, Version 1.1 [40] of the protocol supports data rates up to 4

Mbit/s using additional hardware with a recent extension to 16 Mbit/s. Nowadays, infrared



data communication technologies as defined by IrDA ship in millions of devices each year
[11]. A large amount of work has been carried out to address different issues of the IrDA
physical layer. In order to achieve high overall system performance, it is however essential to
optimize the other layers of the IrDA protocol stacks and ensure that the lower layer 1s
efficiently utilized by the higher layers.

Besides indoor infrared communications, outdoor infrared communications are also under
rapid development. High available bandwidth, world wide license-free operation and
deployment simplicity ensure that free space optical (FSO) systems (outdoor infrared) are one
of the most promising approaches for addressing the emerging broadband access market and
its “last mile” bottleneck [12]. Such robust systems, which establish communication links by
transmitting laser beams directly through the atmosphere, have matured to the point that off
the shelf products are now available [13]. In recent years, numerous FSO products have been
set up. Available systems offer capacities in the range of 100Mbps to 2.5Gbps, and
demonstration systems report data rates as high as 160Gbps [14]. Since the signal to noise
(STN) ratio of the FSO links is significantly affected by the frequent changing weather
conditions [3][5], one of the biggest challenges to FSO 1is the relatively low link operational
availability compared to that of the radio links. The FSO systems however can be designed to
be more resilient to low STN radio and achieve higher throughput by optimizing link layer

parameters according to the real time link parameters.

Bluetooth is a standard for short range, low power, and low cost radio communication.
Although originally envisioned as a cable-replacement technology by Ericsson in 1994 [15],
embedded Bluetooth chips are now widespread in numerous types of devices. They include
portable devices (PC’s, PDA’s, mobile phones), data peripherals (mice, keyboards, joysticks,
printers), and audio peripherals (headsets, speakers, stereo receivers). In 1998, Ericsson
joined forces with other international companies to form the Bluetooth Special Interest Group
(SIG). Joint work by the SIG members allowed the Bluetooth vision to evolve into open
standards to ensure rapid acceptance and compatibility in the marketplace. Bluetooth
technology is already supported by over 2100 companies around the world [106]. The
resulting Bluetooth specification, developed by the Bluetooth SIG, is open and freely
available for Elevelopers worldwide. Recently, based on the Bluetooth Specification, IEEE
WPAN standard 802.15 has been developed [7][8]. Besides the voice applications (i.e.
headsets), Bluetooth technology is increasingly used as a method for data exchange (i.e. file
exchange, Internet). The Bluetooth Logical Link Control and Adaptation Layer Protocol
(L2CAP) bridges between the Bluetooth link layer (Baseband) and data applications. In order

to improve the performance of the Bluetooth data applications, it is very important to study
and optimize L2CAP layer.



The thesis is primarily concerned with the design issues on the data link, transport,
session and application layers of the International Organization for Standardization (ISO)
Open System Interconnect (OSI) seven-layer reference model.

Data link layer design is very important as it can minimize physical and link layer delays
and increase the efficiency for the information transfer that will utilize the considered infrared
and radio links. The performance link layer may be measured by the link throughput
efficiency (also known as link utilization) and the packet delay. Throughput efficiency
expresses the time portion of the total period during which the medium successfully transfers
information between stations. It takes into account all significant factors that affect
performance, including (a) the packet transmission time, (b) the medium access mechanism,
(c) the transmission control passing scheme, (d) the transmission errors introduced by the
wireless medium, (e) the acknowledgement delays and (f) the retransmission delays. Packet
delay expresses the average time for a packet to be transmitted from the source to the
destination. It takes into account various delays, including (a) the medium access delay, (b)
the transmission delay, (c) the propagration delay, (d) queue delay and (e) retransmission
delay.

Besides optimizing the physical and link layers, having efficient high level protocols is
equally important to communication systems. The design of higher layers must make sure that
they are compatible with and interact effectively with lower layers. Additionally, the higher
layers should have minimum protocol overhead, as well as keeping the hardware requirement
to a minimum. In this thesis, the higher layers of IrDA and Bluetooth are studied by
examining (a) the high level buffer sizes, (b) the packet processing delays, (c) the high level
throughput efficiency, (d) the optimum data packet sizes, (¢) the packet retransmission

timeouts and (f) securty.

1.2 Statement of the problems

Link layer design must minimize physical hardware latency delays and minimize the link
protocol delays such as medium access, link turnaround and packet retransmission. An
efficient link layer should have high link utilization while minimizing the transmission error
at the same time. Increasing the amount of data which can be transmitted before reversing
link direction will reduce the relative link layer overhead and reduce the frequency of link
turnaround, thus tending to increase throughput. However, increasing the data size also
increases the packet error probability, thus increasing the number of retransmissions and
decreasing throughput. In order to efficiently utilize the IrDA physical link, it is essential to
model and optimize the IrDA link layer. By using a similar approach in modelling the IrDA



link layer, a robust FSO link layer can be designed to increase the link operational avalaiblity

and tmprove the link throughput.
In contrast to the studies devoted to the lower layers (physical and link) of IrDA and

Bluetooth, the number of studies on higher layers is limited. In order to achieve high overall
system throughput and low transmission delay, it is important to examine the interaction
between lower and higher layers.

Most of the published IrDA and Bluetooth link layer evaluations focus on link layer
performance by assuming that data packets of infinite size are always ready to transmit and
that there is a single application operating. In reality, higher layers offer finite size packets to
lower layers and may manage multiple applications simultaneously. For instance, TinyTP
(IrDA transport layer) allows multiple applications to operate the IrDA link concurrently [44].
OBEX (IrDA session layer) operates in a similar way to a ‘stop and wait’ protocol and has a
finite maximum packet size [45]. In order to provide a higher level of transmission reliability,
higher layers may also implement separate error retransmission schemes and packet timeout
timers, such as the Blutooth L2ZCAP layer [104]. These features of higher layers restrict the
use of lower layer. Thus, the analysis of the link layers cannot be directly applied to model the
behaviours of the higher layers. In order to have accurate analyses on the overall IrDA and

Bluetooth system behaviours, it is important to develop new mathematical models to include

various characteristics of the higher layers as well as taking the lower layers into account.

1.3 OQutline of research work

This work focuses in particular on the efficient link layer design of the indoor (IrDA) and
outdoor (FSO) infrared communications, as well as the higher layer performance of two

major WPAN technologies: IrDA and Bluetooth. The following summarises the main

components of the research in the thesis:

(a) Link layers of IrDA and FSO

. In order to examine the performance of IrDA IrLAP protocol (link layer) operating
at Gbit/s data rates, a mathematical model is developed by including the effect of
propagation time. Based on the model, optimization equations are derived for the
window and frame size for any given bit error rate (BER). The effect of
propagation time and minimum turnaround time on throughput at different data
rates has been studied.

. By applying a similar approach in deriving the IrLAP throughput equation, a
mathematical model for the full-duplex FSO links is developed using the



Asynchronous Response Mode (ARM) of High-level Data Link Control (HDLC) as
the link layer protocol. Subsequently, optimum window and frame size are obtained

to maximize the link throughput by using a numerical method. In order to apply the

optimum values, a simple adaptive real time algorithm is developed.

(b) Higher layers of IrDA

A comprehensive mathematical model for IrDA Tiny Transport Protocol (TinyTP)
is derived by considering multiple IrDA application connections and taking the
underlying IrDA protocol stacks into account. The accuracy of the model is verified
by simulations. An optimization study is carried out for the system. Several
optimization equations for IrLAP window and frame sizes are derived and later
validated.

The IrDA session protocol Object Exchange (OBEX) is analysed and a
mathematical model is developed to derive the throughput equation for OBEX. In
order to improve the system performance, optimum OBEX packet size and IrfLAP

link parameters are studied. The optimum equations for window and frame are
derived for both individual and simultaneous optimizations and then verified by the
exact numerical approach.

To tackle the OBEX inefficiency in transmitting large size objects, a new session
protocol IrDA Burst (IrBurst) is proposed and developed by IrDA. The
performance of IrBurst and OBEX is compared.

A comprehensive analysis of IrDA Financial Massaging (IrFM) 1s carried out.
Important issues in designing the digital payment system are examined for the IrkFM
system. Special attention is given to the IrDA connection procedure. Several design
guidelines are provided on link data rate, IrDA turnaround time and the Exchange

Station Identification (XID) sending interval. The guidelines aim to achieve fast
IrDA connections while keeping the hardware requirements to the minimum.

IrDA Simple Connection (IrSC) is a protocol dedicated for fast connection and
instant data transmission between IrDA devices. In this work, two technical
approaches (IrSC1 and IrSC2) for IrSC are investigated. Simple equations for
calculating the transmission delay for the unchanged IrDA standard, IrSC1 and
IrSC2 are derived respectively. The transmission delay of different approaches is

examined and compared. The advantages and disadvantages of IrSC1 and IrSC2 are

discussed.
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(c) Higher layer of Bluetooth
- A systematic analysis for the Bluetooth L2CAP protocol is carried out. The
throughput equation of L2CAP is derived by considering the effect of the Baseband
layer and taking into account the presence of bit errors. The mathematical model s

then verified by fhe simulation. Bluetooth protocol parameters are optimized

including the effects of the Flush Timeout and L2ZCAP Packet data unit (PDU) size.

e  An inclusive analysis is carried out for the average packet delay for Bluetooth
Baseband ACL packets and L2ZCAP PDU’s. Precise yet simple delay equations are
derived by including all the possible network activities. Based on the developed

delay model, the delay of six different Baseband packets is examined. The average

delay of DH packets (without FEC protection) and DM packets (with FEC

protection) 1s investigated and compared.

1.4 Thesis outline

The thesis consists of the following parts: Chapter 2 discusses infrared and Bluetooth

connectivity, as well as giving an overview of the relevant body of literature. Chapter 3

studies the link layer of both indoor and outdoor infrared. Chapters 4, 5, 6 study the IrDA

higher layers including transportation, session and application layers. Chapter 7 studies the
throughput and the average packet delay of the Bluetooth L2ZCAP layer. Finally, Chapter 8
concludes the thesis and gives suggestions for future research.

In particular, Chapter 2 provides background information to the thesis including an
overview of indoor wireless communication technologies, free space optics, IrDA and
Bluetooth data communication protocols. It presents the special characteristics of the infrared
and the radio medium and discusses the design challenges of the higher layer protocols.

Finally, this chapter reviews the research that has been carried out in the area of infrared and
Bluetooth communications.

Chapter 3 presents link layer mathematical models for high speed infrared links (both
indoor and outdoor) by using the “window transmission time” model. The link layer
throughput equations are derived by including the presence of bit errors and propagation
delay. Optimization study is carried out for both link layer models. The optimum equations
are derived for the window and frame size. The effect of propagation delay is investigated for
the high speed links. Finally, a real time adaptive algorithm is developed and presented for the
adaptation of optimum window and frame size.

Chapter 4 presents the IrDA transport layer TinyTP and describes the details of TinyTP
functionality. It examines the TinyTP performance by developing a mathematical model

which allows derivation of the TinyTP throughput taking into account the lower IrDA



protocol stacks. Simulations are carried out to examine the accuracy of the model. The
TinyTP receiver window size and the Ir'LAP window and frame sizes are optimized for the
maximum throughput for any given BER. The effects of IrLAP turnaround time and the
receiver buffer size are investigated for the 16 Mbit/s IrDA links.

Chapter S investigates the IrDA session layer: OBEX and IrBurst. An analytical model is
developed for OBEX. Based on the model, the OBEX and link layer parameters are optimized
which maximizes system throughput for any BER. The optimization analysis is verified by
comparing the results derived from the exact algorithm. The effects of maximum OBEX
packet sizec and OBEX turnaround time on throughput are examined for different link data
rates. Subsequently, the detailed operation of IrBurst is analysed. Finally, the performance of
OBEX and IrBurst is compared.

Chapter 6 studies the IrLAP connection procedure and derives the link connection delay
for different IrDA applications. It then examines the performance of IrFM by considering the
major performance factors of a digital payment system such as connection speed, security,
reliability, simplicity and interoperability. The IrFM is also compared with other competing
or potential technologies. To compare the performance of two different technical approaches
to the new application IrSC, simple equations are derived for calculating the transmission
delay for the unchanged IrDA standard, IrSC1 and IrSC2 respectively. Finally, the

disadvantages and advantages of IrSC1 and IrSC2 are discussed based on the analytical
results.

Chapter 7 presents the detailed properties of the Bluetooth Baseband and L2CAP layers.
A comprehensive mathematical analysis is then carried out. The L2CAP throughput equation
and the delay equations to calculate the Baseband packets and LZCAP PDU are derived from
the analysis. The mathematical analysis is verified by simulations. To examine the
performance of the Bluetooth system, numerical results are presented based on the derived

cquations. Bluetooth device design guidelines for choosing appropriate Flush Timeout and
L2CAP PDU size are provided.

Chapter 8 concludes the thesis and proposes directions for future research in the field of

infrared and Bluetooth connectivity.



Chapter 2. Background

2.1 Introduction

This chapter provides background information to the research presented in the thesis. The
outline of this chapter is as follows: Section 2.1 provides an overview of wireless
communications and compares IR and RF transmission media. Section 2.2 describes indoor
wireless connectivity and presents current standards for WLAN and WPAN. Section 2.3
provides an overview of the IrDA and Bluctooth protocol stacks. Section 2.4 gives an
introduction to the FSO systems. Section 2.5 discusses the design challenge of infrared link

layers, while section 2.6 discusses the design challenges of the higher layers of WPAN,
Section 2.7 presents the advantages and disadvantages of mathematical modelling and
computer simulation techniques that evaluate the performance of communication systems.

Section 2.8 presents the performance metrics used to evaluate the system performance.

Finally, the related researches carried out by other researchers are reviewed in section 2.9.

2.2 An overview of wireless communications

Ubiquitous access to information characterizes whole new kinds of information systems
in the 21% Century. This is enabled by rapidly emerging wireless communications systems,
based on radio and infrared transmissions, and utilizing such technologies as wireless area
networks, personal communications systems, cellular telephony, etc. Wireless
communications are transforming the way people use computers and other personal electronic
devices at work, home, or when travelling.

Wireless networks are divided into four main categories: wireless personal area networks
(WPAN’s), wireless local area networks (WLAN’s), wireless metro arca networks (WMAN’s)

and wireless wide area networks (WWAN's). Based on the transmission range, wireless
networks can be divided into two broad segments: short-range and long-range. Short-range

wireless networks are confined to limited areas, i.e. buildings, manufacturing plants or family
houses. These networks are often operated over either the infrared spectrum or the unlicensed
spectrum reserved for industrial, scientific and medical (ISM) use. For short-range wireless
networks, the data rates are often relatively low [18]. WPAN’s and WLAN’s belong to this
category. Long-range networks continue where WPAN’s and WLAN’s end. Connectivity is
typically provided by companies that sell the wireless connectivity as a service, 1.e. cell phone
services, cellular data services. These networks often cover large geographical areas such as a
metropolitan area, a state or province, or even an entire country. The WMAN’s and WWAN'’s

are in this category. As given in [33], the transmission ranges and functionalities of different



wireless technologies are illustrated in Figure 2.1.

Extension of LAN,
Telephone services

WWAN:

Function: A N Extension of LAN

broad geographic coverage

Associated

Very high
Cost:

Figure 2.1 Wireless technologies categorized by range

Wireless communications can be carried out through two different media: infrared (IR)
and radio (RF). Both IR and RF have certain strengths and weaknesses which make them

more suitable for certain wireless environments and applications. Table 2-1 compares the

strengths and weaknesses of IR and RF media for wireless communications [57][59].

1. Low mobility (LOS path required)
2. Power output limited by eye safety
regulation

3. Susceptible to noise from ambient light
sources

4. Half duplex for IrDA (indoor infrared)
links

5. Multipath dispersion can limit data rate

1. Very high data rates possible
2. Low power consumption

3. No regulation on infrared spectrum
3. Low cost

4. Inherent high security as LOS path is
required

5. Good immunity to electrical interference
6. No multipath fading

1. Long transmission range
2. High level of mobility

3. No LOS path needed

4. Full duplex communications capability
5. Frequency division multiplexing, and

spread spectrum modulation techniques
possible

1. Frequency spectrum use is highly
regulated

2. Frequency spectrum has high level of
congestion
3. Susceptible to electrical interference

4. Security concerns due to signal leakage
5. Low maximum data rates

Table 2-1 Infrared versus radio

Infrared—The IR spectrum offers virtually unlimited bandwidth capable of accommodating
high data rates [19][20]. As a line of sight (LOS) path 1s required by the directed IR systems
(both IrDA and FSO links), good security is inherently provided and the security issue is

much simplified. There is also no operation license requirement for the infrared systems.



After years of development and standardisation, indoor infrared components are cheap, easy

to build and universally compatible. The free space optics (FSO) systems (outdoor infrared)
exploit the high available infrared bandwidth and provide solutions to the ‘last mile’
bottleneck issue with very high capacity links [21]-[23]. The power output of the IR
transmitters is limited by the eye safety regulations [24], thus, the IR systems have a relatively
short transmission range. For diffuse IR links, multipath dispersion from wall and ceiling
reflections can limit the maximum data rate. IR wireless is suitable for low cost, low power,

short-range and low mobility systems with high data rates and inherent high security [9]{19].

Radio—RF has a long transmission range and can be received omnidirectionally. RF
communication systems can have powerful transmitters with very sensitive recetvers, thus
providing a large transmission range with signal radiating in all directions and passing
through walls and objects. Additionally, it is easy to design full-duplex communications for
RF systems. Many different techniques can be used for channel multiplexing including
frequency division multiplexing (FDM), time division multiplexing (TDM) and code division
multiplexing (CDM). However, RF systems are restricted by the highly congested and
regulated RF spectrum. Radio transmissions are regulated worldwide and require government

licensing. The ISM radio bands are an exception to the licensing rule. United States and

Canada allocate ISM bands at 902-928 MHz, 2,400-2,484 MHz and 5,725-5,850 MHz [4][16].
They are called the 900 MHz, the 2.4 GHz and the 5 GHz ISM bands respectively. The 2.4
GHz ISM band is allocated worldwide but some countries allocate slightly different ISM
bands of 900 MHz and 5 GHz [17]. Higher frequency ISM bands can achieve higher data

rates. They however require more elaborate electronics and are subject to higher interference
from other radio sources [108][109][110]. To avoid licensing, indoor wireless
communications often utilize the ISM bands. RF is preferred for applications where high user

mobility over long ranges in varying environments is required.

2.3 Indoor wireless communications: WPAN and WLAN

WPAN and WLAN are the two network technologies for indoor wireless communications.
WPAN'’s are small wireless networks that typically extend to 10 metres or less. Because of
their limited range, WPAN’s are used mainly as cable replacement technologies for data
synchronization and connectivity for devices that are close to each other.

In contrast to WPAN’s, WLAN’s provide wireless connectivity over a local area of
approximately 100 metres between the access point and the associated clients. Today's
WLAN?’s are based on the IEEE 802.11 standards and are referred to as Wi-Fi networks. This

section provides an overview of the indoor wireless network technologies. Two basic types of
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wireless topologies are introduced.

2.3.1 Topologies

There are two types of indoor wireless communication topology: ad hoc networks and
infrastructure networks. The most basic wireless topology is consisted of a set of stations,
which recognize each other and are connected via the wireless media in a peer-to-peer
fashion. This form of network topology is referred to as an ad hoc network as shown in Figure
2.2. In an ad hoc network, the mobile stations communicate directly with each other. Not

every mobile station is able to communicate directly with every other station due to the range

limitations.

Figure 2.2 Ad hoc network

The infrastructure network topology is shown in Figure 2.3. It is a basic ad hoc
environment with a component called an access point. The access point provides a local relay
function for the stations. All stations have to communicate through the access point and do
not communicate directly since all frames are relayed between stations by the access point.
The access point may also provide connection to other networks. With the help of the access

point, it is possible to provide a wider range of services (e.g. wireless Internet access).

Figure 2.3 Infrastructure network
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2.3.2 WPAN technologies
IrDA and Bluetooth technologies are the prevalent WPAN technologies today (Figure

2.4). IrDA technology utilizes the license free infrared spectrum to provide directed wireless
connectivity up to 2 metres. The IrDA standards support half-duplex links with a maximum
data rate of 16 Mbit/s [37]. A new IrDA physical layer standard that supports data rates up to
100 Mbait/s 1s currently under development. Bluetooth technology operates in the 2.4 GHz
unlicensed frequency band and has a typical transmission radius of 10 metres [38]. Currently,
Bluetooth products are based on the standard version 1.2 at a data rate of 1 Mbit/s. The 3

Mbit/s Bluetooth 2.0+ Enhanced Data Rate (EDR) standard has been proposed and products

using the new standard are expected to appear on the market soon.

digital camera camcorder

digital TV

j

cell phone

webcam ';;7 headset

mp3 player

printer

Figure 2.4 The typical WPAN applications. WPAN provides wireless connection between

devices within a short distance (up to 10 metres).

In the future, WPAN applications that require higher data rates may adopt the emerging
high bandwidth Ultrawideband (UWB) technology. UWB provides high bandwidth by
transmitting at very low power across a broad frequency spectrum. The UWB physical
interface specification, IEEE 802.15.3a, is under development by the IEEE, and a competing
specification is under development by an industry working group called the multi-band
Orthogonal Frequency Division Multiplexing (OFDM) Alliance (MBOA). Initial UWB
products with data rates of 100-480 Mbps are anticipated in early 2006 [33]. Future versions
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are expected to have data rates of up to 1 Gbit/s. However, although the U.S. Federal
Communications Commission (FCC) has approved a large amount of spectrum for UWB in

the U.S,, there are regulatory and regional policy issues outside the U.S.

ZigBee (IEEE 802.15.4) [25] wireless technology also fits in the WPAN category. It 1s

optimized for low-bandwidth niche applications such as instrumentation and home

automation.

2.3.3 WLAN technologies

The IEEE 802.11 family of protocols, also called Wi-Fi, is the dominant WLAN
technology being widely implemented into various WLAN products. IEEE 802.11b was the
first commercially successful WLAN technology. It operates in the 2.4 GHz frequency band
at 11 Mbit/s [26]. By implementing a different data modelation method, data rates were
increased to 54 Mbit/s with 802.11g in the 2.4 GHz band [28] and 802.11a in the 5§ GHz band
[27]. Today, “dual-band” Wi-Fi access points and client network adapters that support various
combinations of 802.11a, b, and g are common. Highly integrated, single-chip solutions that
are smaller and require less power have enabled new designs and applications.

In addition, new standards address Wi-F1 network security. Wi-Fi Protected Access
(WPA) and 802.11i (or WPA2) focus on user authentication and encryption. WPA2 employs
next-gencration Advanced Encryption Security (AES) encryption [29]. The upcoming
802.11e standard addresses quality of service (QoS) [29]. QoS enables the prioritization of
latency-sensitive applications such as voice and multimedia. The next-generation WLAN
standard is IEEE 802.11n, which is currently being defined. 802.11n will be backward
compatible with 802.11a, b, and g, and will provide data rates in excess of 100 Mbps. The
802.11n performance increases by adopting new Multiple-Input, Multiple-Output (MIMO)

radio technology, wider radio frequency channels, and improvements to the protocol stacks.

MIMO enables higher data rates by increasing the number of antennas and the used radio

channels in a wireless device. 802.11n is scheduled for IEEE ratification in mid-2006.

2.4 IrDA and Bluetooth standards

The following sections present background information on the IrDA and the Bluetooth
protocol stacks.

2.4.1 IrDA protocol stacks

The IrDA protocol stacks are a layered set of protocols running on devices using short

distance wireless indoor point-to-point infrared communications. By extending the stack
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model presented in [57], the IrDA protocol stacks are illustrated in Figure 2.5. A brief

description of the IrDA protocol stacks 1s as follows:

Application —
Layer Applications: IrFM, IrSC, etc.

IrLMP
Iransport Information Access
Layer Service
(LM-]JAS)

Network Layer IrDA Link Management Protocol (IrLMP)
Data Link Layer IrDA Link Access Protocol (IrLAP)

: Serial Infrared| | Fast Infrared | |Verv Fast Infrared
Ph ry
_yS‘_Cal__La_{ er_ (SIR) (FIR) (VFIR)

Figure 2.5 IrDA protocol stacks

OBEX
IrBurst

Physical Layer (IrPHY): IrPHY defines a half-duplex, point-to-point, narrow angle (30°
cone) infrared physical layer operating over a distance of up to 2 metres at speeds of 9.6
Kbit/s to 16 Mbit/s [39][40][41]. IrPHY includes the optical transceiver, and deals with
shaping and other characteristics of infrared signals including the encoding of data bits.
Framing data such as begin and end of frame flags (BOF’s and EOF’s) and cyclic redundancy
checks (CRCs) are also considered to be part of the physical layer despite being often
implemented in software. Transceivers with data rates of below and above 4 Mbit/s employ

16-bit and 32-bit CRC respectively, [39] and [40].

IrLAP (IrDA Link Access Protocol): IrLAP is the IrDA link layer protocol. It is based on
High-Level Data Link Control (HDLC) and Synchronous Data Link Control (SDLC) with

extensions for some unique characteristics of infrared communications [42]. By using

mechanisms including error detection, retransmission and low-level flow control, IrLAP

provides reliable data transfer.

IrLMP (IrDA Link Management Protocol): IrLMP provides support for multiple software
applhications or entities to operate independently and concurrently, sharing the single

communication channel provided by IrLAP between the transceivers [43].
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IAS (Information Access Service): IAS is normally considered as a part of IrLMP. It

provides “yellow pages” of services on a device [43]. For instance, when a mobile phone

wants to launch an ItfFM application, it will first consult the IAS to obtain the IrfFM
information from the Point of Sale (POS).

TinyTP (Tiny Transport Protocol): TinyTP is a simpler version of TCP which serves as the

transport layer for the stack [44]. It provides flow control on a per-IrLMP-connection basis to

ensure end to end data transmission fidelity.

OBEX (Object Exchange): Running on top of TinyTP, OBEX is a session protocol designed
to transmit data objects between resource-limited devices [45]. It has been adopted as the

object exchange framework for wireless transports including IrDA and Bluetooth.

IrBurst (IrDA Burst protocol): IrBurst is an alternative session layer protocol dedicated for

high speed large volume information transfer over IrDA links [47]. OBEX is designed for

small object exchange, while IrBurst is optimized for sending large volumes of data.

IrFM (IrDA Financial Messaging): The I'FM Point & Pay Profile contains detailed
consumer usage models, terminal and mobile client implementation guidelines, architectural
definitions [46] for sending and receiving payment and transaction record information
between Personal Trust Devices (PTD) and a financial terminal such as a POS. The IrFM

standard defines the core protocol commands, as well as the services used in different

payment scenarios.

IrSC (IrDA Simple Connection): Proposed by the members of IrDA, IrSC is a protocol
dedicated for fast connection and instant data transmission over IrDA links. A typical
application is to fast download pictures from digital cameras or mobile phones to TV set-top

boxes or digital TV’s, and display the pictures on TV screens.

2.4.2 Bluetooth protocol stacks

The Bluetooth Special Interest Group (SIG) developed and published the Bluetooth
Specification [104]. By deriving from the Bluetooth standard [104], Figure 2.6 illustrates the
Bluetooth protocol stacks. The Bluetooth wireless specification includes radio (physical)

layer, link layer and application layer definitions for product developers.
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Figure 2.6 Bluetooth protocol stacks

Bluetooth Radio: By using spread spectrum technology, the Bluetooth Radio layer defines
the requirecments for a Bluetooth transceiver operating in the 2.4 GHz ISM band. The
Bluetooth radio accomplishes spectrum spreading by frequency hopping in 79 hops displaced
by 1 MHz, starting at 2.402 GHz and finishing at 2.480 GHz.

Baseband: The Baseband layer lies on top of the Bluetooth radio layer in the Bluetooth
stacks. It manages physical channels and links apart from other services such as error
correction, data whitening, hop sclection and Bluetooth security. The Baseband protocol is
implemented as a Link Controller, which works with the Link Manager for‘carrying out link
level routines such as link connection and power control. The baseband also manages
asynchronous and synchronous links, handles packets, as well as carrying out paging and

Inquiry to access the Bluetooth devices in the area. The baseband transceiver applies a time-

division duplex (TDD) scheme.

LMP (Link Manager Protocol): LMP is used by the Link Managers for link set-up and
control. LMP 1s responsible of managing connection states, enforcing fairness among slaves,

power management and other management tasks.

HCI (Host Controller Interface): HCI provides a command interface to the Baseband Link

Controller and Link Manager, and access to hardware status and control registers.
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L2CAP (Logical Link Control and Adaptation Protocol): L2ZCAP supports higher level

protocol multiplexing and the conveying of quality of service information. It also provides

optional error retransmission, segmentation and reassembly, and per application flow control.

RFCOMM (Radio Frequency Communications protocol): RFCOMM provides emulation

of serial ports over the L2ZCAP protocol. The protocol is based on the ETSI standard TS
07.10.

SDP (Service Discovery Protocol): SDP provides a means for applications to discover which

services are provided by or available through a Bluetooth device. It also allows applications to

determine the characteristics of those services available.
TCS (Telephony Control Protocol Specification): TCS provides telephony services.

AT (Attention) commands: AT commands are used to control mobile phones and modems
in the multiple usage models. In Bluetooth, AT commands are based on ITU-T
Recommendation V.250 [102] and ETS 300 916 (GSM 07.07) [103].

2.5 Free space optics

Free Space Optics (FSO), also known as outdoor infrared, is an optical technology and a
simple concept involving the transmission of voice, video and data through the air using laser
beams [49]. FSO represents one of the most promising approaches for addressing the
emerging broadband access market.

FSO requires light, which can be focused by using either light emitting diodes (LED’s) or
laser diodes. The use of lasers is a simple concept similar to optical transmissions using fibre
optic cables; the only difference is the medium. For FSO, the medium is air instead of
fibre/glass. FSO offers many advantages when compared to fibre. It is a zero sunk costs
solution. As opposed to fibre, FSO can be redeployed if a customer moves or cancels service.
The installation of FSO is done in a fraction of the cost and time compared to that of fibre.
Therefore, FSO links allow service providers to accelerate deployment of network
connectivity as well as extending the reach of the high optical capacity to anyone who needs
it. FSO delivers high bandwidth optically without the need to purchase expensive spectrum
licenses, distinguishing itself clearly from the RF wireless technologies. Currently, FSO is
capable of offering data rates up to 2.5 Gbit/s [21][22].

Depending on the type of the network which the FSO link belongs to, many different link
layer protocols can be put on the FSO links including Ethernet data link or High-Level Data
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Link Control (HDLC) protocols. One of the most popular link layer protocols used on FSO is
HDLC [48], which has been widely implemented. The question is how well can HDLC
perform at high speed considering the presence of bit errors and accounting for the
propagation delay between the end users. In this thesis, the HDLC performance over FSO is
to be studied by considering the physical characteristics of FSO links. The basics of the FSO

systems are discussed in the following sections.

2.5.1 Principle of infrared transceivers

The principle of the FSO technology is relatively simple. It is based on connectivity
between IR transceiver units, each consisting of an optical transceiver with a laser transmitter
and a photon-sensitive receiver to provide full-duplex and bi-directional transmission
capability, as shown in Figure 2.7. Each FSO unit uses a high-power optical source, plus a
lens that focuses the transmitted light through the atmosphere to the receiving lens. The
receiving lens focuses the light to a high-sensitivity receiver via optical fibre. Positive-
Intrinsic-Negative (PIN) photodiodes or Avalanche Photodiodes (APD’s) are commonly used

in the receiver to produce an electrical current proportional to the incident optical power.
Optical wireless systems share several characteristics with fibre optics. Optical wireless

solutions commonly use the same optical transmission wavelengths as fibre optics—850nm
and 1550nm. Optical wireless and fibre systems use the same components such as lasers,

receivers and amplifiers. Some systems include fibre connections inside the transmisstion link

heads, to separate electronics and optics.

Similar to fibre optics, FSO systems also target the high bandwidth telecommunication
market. While fibre optics can be used over longer distances, optical wireless targets shorter
distances (up to a few kilometres) due to the variability of the terrestrial atmosphere as a

transmission medium.
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Figure 2.7 Basic wireless infrared link
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2.5.2 Laser safety and classifications

FSO systems are typically designed to be eye-safe, which means that they pose no danger
to people who might happen to encounter the laser beam. Laser eye safety is classified by the
International Electrotechnical Commission (IEC), which is the international standards body
for all fields of electrotechnology. While the IEC is an advisory agency, its guidelines are

adopted by the regulatory agencies in most of the countries. A laser transmitter that 1s

completely safe when viewed by the unaided eye 1s designated IEC Class 1.

1 > 1400 nm
LIGHT ABSORBED IN CORNEA | < 1400 nm
AND LENS LIGHT FOCUSES ON RETINA

Figure 2.8 The light absorption of human eyes

The eye-safe limits vary with laser wavelength. The FSO hardware currently on the
market can be classified into two categories — systems that operate at a wavelength near 800
nm and those that operate near 1550 nm [14]. Laser beams at 800 nm are near-infrared and
therefore invisible, yet like visible wavelengths, the light passes through the cornea and lens
and 1s focused on a tiny spot on the retina. This 1s illustrated in the diagram on the right side
of Figure 2.8, which applies for visible and near-infrared wavelengths in the range of 400 to
1400 nm. The collimated light beam entering the eye in this retinal-hazard wavelength region
1s concentrated by a factor of 100,000 times when it strikes the retina. Thus, at 800 nm the
retina could be permanently damaged by some commercially available optical-wireless
products before the victim i1s aware that hazardous 1llumination has occurred. In contrast, the
diagram on the left schematically shows that laser beams at wavelengths greater than 1400
nm are absorbed by the cornea and lens, and do not focus onto the retina. Because of these

biophysical properties of the eye, wavelengths > 1400 nm are allowed approximately 50 times

greater intensities than wavelengths near 800 nm [50].

2.5.3 Challenges of FSO at the physical layer

A number of factors can significantly degrade the FSO performance [10][13], such as

various weather conditions, temporary blockage of the LOS path, etc. The major challenges

for the design of the FSO physical layer are presented below:
Fog: Fog substantially attenuates visible radiation, and it has a similar effect on the near-
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infrared wavelengths that are employed in laser communications. Similar to the case of rain
attenuation with RF wireless, fog attenuation only partially impedes the transmission for
optical wireless, because the optical link can be engineered in such a way that an acceptable
signal power will be received for a large fraction of the time even in the pfesence of heavy
fog. Laser communication systems can be enhanced to yield even greater availabilities by

combining them with RF systems.

Physical Obstructions: Laser communication systems that employ large receiver optics will

eliminate temporarily obstruction concerns from objects such as birds.

Aligning Stability: Aligning stability in commercial laser communication systems is
achieved by two methods. The simpler, less costly method is to widen the beam divergence so
that if either ends of the link moves, the receiver will still be within the beam. The second
method is to employ a beam tracking system. While more costly, such systems allow for a

tighter beam to be transmitted allowing for higher security and longer distance transmissions.

Scintillation: Performance of many laser communication systems is adversely affected by
scintillation on bright sunny days. Through the use of a large aperture receiver, widely spaced

transmitters, and finely tuned receiver filtering, downtime due to scintillation can be avoided.

2.6 Challenges in the design of the infrared link layers

The properties of the infrared medium make the design of wireless protocols more
challenging than cable networks. Several issues in the protocol stack design have to be
addressed differently if the infrared medium is utilized at the physical layer. The IR medium

exhibits the following challenges:

Half-duplex operation: For an IrDA communication port, IR transmitter and receiver are
installed next to each other to minimize equipment cost. When a station transmits an IR signal,
a large fraction of the signal leaks into the reception circuit. Usually, the power of the
transmitted signal 1s orders of magnitude higher than the power of the received signal. As a
result, the leakage signal has higher power than the received signal, making remote signal
detection very difficult while transmitting. Thus, it is impossible for a station to receive data

when it transmits. The nature of the half-duplex operation degrades the performance of IrDA

links.
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Minimum turnaround time: Due to the leakage of the IR signal, the receiver circuitry needs
a minimum Turn Around Time (TAT) to recover after the transmission ends. Thus, a
transmitting station is able to receive data afier a TAT time period when its transmission ends.
As a result, all participating stations must wait a TAT delay after the transmission finishes
before initiating a new frame transmission to ensure that all stations are able to receive the

new frame. The effect of TAT delay can be significant for high speed links. TAT should be

taken into account in the design of IrDA link layer protocols.

Full-duplex operation: In contrast to IrDA, FSO systems often provide full-duplex
capability to have high link efficiency. However, depending on the type of link layer protocol
used in the system, the advantage of having full-duplex capability may not be utilized
effectively. This issue is highlighted when a link layer protocol with error
detection/retransmission function (i.e. HDLC) is employed. When one station detects
transmission errors in a frame, it should inform the sender (i.e. by sending a NACK)
immediately to stop the sender transmitting any new data frames and retransmit the erroneous
frame. However, the station may be currently engaged in sending other data, which can cause

a long delay in sending the NACK. Additionally, other delays, including turnaround and
propagation time, can further reduce the efficiency of full-duplex links.

Channel errors: In wired networks, the probability of errors is very small. A low bit error
rate (BER) is expected and an immediate frame acknowledgment is meaningless. In contrast,
IR wireless channels may have high BER, resulting in a much higher frame error probability.
To cope with frame errors, IR and radio wireless link layer protocols may utilize an
immediate acknowledgement (ACK) frame, which follows every data frame transmission. If
the ACK frame is not received, the transmitter reschedules the data frame for retransmission.
ACK frames may result in significant overhead, especially when followed by considerable
TAT delays, as in IrDA systems. In order to minimize the ACK frame overhead, infrared
wireless link layer protocols may choose to acknowledge a number of data frames using a
single ACK frame. They may also employ smaller frame sizes to decrease the frame error
probability [52]. Another alternative is the implementation of Forward Error Correcting (FEC)

codes. Infrared link layer protocols should be efficiently designed to minimize the total delay

of data frame retransmissions, ACK frames, frame overheads, TAT delays.

2.7 Challenges in the design of the WPAN higher layers

In order to maximize the system performance, designing efficient higher layers 1s as

important as optimizing the physical and link layers. Many issues need to be addressed for the
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WPAN higher layers:

Compatibility: In order to efficiently utilize the link bandwidth, the higher layers must be
perfectly compatible with the lower layers. The design of high layers with necessary
compatibility involves:

(a) Free and quick communication with the lower layers;

(b) Acquisition of all the information available on the lower layers;

(c) Understanding of the capability of the lower layers so that the higher layer will not feed
more data and try to accomplish more tasks than the lower layer can cope;

(d) Ablility to shut down, pause or save current applications at anytime since the WPAN ad

hoc connections could have link breakage without any waming,

Security: The transmission medium in a wired network can be physically secured leading to
manageable access control of the network. Wireless networks, especially RF networks, are
more difficult to secure since the transmission medium is open to anyone within the

geographical range of a transmitter. Thus, they are prone to malicious interceptions. Wireless
access should include encryption and authentication in order to accomplish data privacy.

Efficient and simple-to-use security schemes must be incorporated in wireless network
designs to minimize the chances of unauthorized access. While encryption of wireless traffic
can be achieved, it is usually at the expense of increased cost and decreased performance. The

vulnerability of the wireless links has been identified in several studies [53][54] and a number

of solutions have been proposed [55][56].

Efficiency: In order to achieve high throughput efficiency, the overhead of higher layers
should be kept at a minimum while ensuring that the overhead carries all the necessary
information. Higher layers should also effectively manage the channel multiplication for

various applications. With regard to the channel multiplication, separating the signal and data

transmission into different logical channels could be an excellent design for large content
transmission [47]. Additionally, the size of higher layer packets should be optimized

according to the available buffer size and the maximum frame size of the link layer.

Connection speed: The transmission delay includes connection time and data transfer time.
In reality, some applications of WPAN do not need to transmit large data packets and demand
a very short connection time (ie. ItfFM applications). In such cases, fast connection
establishment 1s likely to play a more important role than fast data transfer. In order to spced

up the connection establishment, the traditional connection procedures of WPAN may be
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simplified on specific occasions. For example, the fast I'DA connection procedure [42] can be

used when one IrDA station is at the fixed location.

2.8 Performance modelling of communication systems

Data communication systems, including different protocol layers, can be very complex
with numerous factors and system parameters affecting the performance of the whole system
[57]{58]. Modelling and analysis of data communications protocols is essential in determining

the factors that affect the system performance and in optimizing parameters to maximise

performance.

The benefits of modelling are:

« Performance evaluation of a particular aspect of a system can be made without physically

implementing the real system

o Intuitive understanding of the system operation and the dominant factors that affect

performance can be obtained

e Evaluation of different parameter values can be obtained in order to provide optimum

performance under specific conditions

« Issues of protocol design that affect performance can be highlighted and possible protocol

design improvements can be tested and evaluated

« Recommendations can be made to system designers for obtaining optimum system

performance

There are two principal methods for performance modelling of communications systems:

mathematical modelling and computer simulation [51].

Mathematical modelling: A mathematical model consists of one or more equations that
express system performance, such as throughput, as a function of physical parameters, such as
link distance or bit error rate, protocol parameters, such as frame size, window size, buffer
size, and system parameters, such as number of devices. Mathematical techniques including
probability theory, statistics, queuing theory and stochastic process modelling are often used
to develop a mathematical model of a system or a protocol layer. Based on the mathematical
model, analytical graphs can be produced to show how the system performance changes with
the modifications of different system parameters. These graphs are very useful for protocol
designers since analytical results can be easily reproduced once the mathematical model is
developed. The benefits of using mathematical modelling are: (a) analytical formulae are
developed to model the behaviour of a specific feature of a system (b) an intuitive

understanding of the dominant factor and relationships that affect performance are obtained.
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In order to develop a mathematical model, it is necessary to make assumptions and
approximations obtain manageable mathematical derivations. Since computer simulation
modelling accurately predicts system performance as explained in the next section,
mathematical models are usually validated by comparing analytical results and simulation

results.

Computer simulation modelling: Computer simulation requires the development of
software programs that accurately mimic the behaviour of a communication system under
different conditions. In simulation, one can artificially model any part of the network, such as
access points, different protocol layers, amount of traffic, etc. The computer program
emulates the behaviour of every station independently and produces very accurate results
because it replicates the behaviour of the real system. Simulation models usually involve few
or no constraints. The software model is used to monitor the performance results of
throughput, delay, collisions, or any other performance metrics while changing different
parameters. This enables designers to determine the results of various configuration settings.

Computer simulations are generally event driven where an event is a time dependent
occurrence such as a packet arrival or a timer expiration. Each event in simulation processes

has a particular simulation time ‘tag’ association. This allows events of different devices in
simultaneous processes to have the same simulation time although executed sequentially in
the computer program. The main advantage of simulation models is that dctailed information
and output statistics about the performance can be obtained even for very complex
communication systems with few or no constraints. The computer simulation processes can
however take a considerable amount of computing time depending on the system complexity
and the type of output statistics required. In addition, the output results may not give the same
level of intuitive view of performance as mathematical models since the dominant factors

affecting performance are difficult to determine.
The major simulation tools, including OPNET [34] and NS2 [35], do not provide

simulation modules for the IrDA protocol stacks and only provide the simulation modules for
Bluetooth Baseband through a software patch.
In this thesis, two sets of MATLAB simulation program are developed and presented for

the IrDA and the Bluetooth protocol stacks respectively. The dedicated simulation programs

are separated into different modules for each of the protocol stacks. The programs emulate the
environment of the physical layers and the protocol stacks operating on top of them. The

details of the programs are provided in Chapters 4 and 7.
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2.9 Performance metrics

The adequate metrics to evaluate the performance of an information exchange system
depend on the uscr applications as well as the characteristics of the traffic that the system is
cxpected to carry [59]. The traffic presented to the system is typically called the offered load.
If the offered load contains time insensitive data, such as file transfer, email and web
browsing, thc communication system should focus on maximizing the rate at which data can
be sent through the network. If the offered load contains time sensitive data, such as encoded
spcecch and video, the communication system should focus on minimizing the delay of
delivering the data to the destination since significant delay variations for the time sensitive
packets arc often not acceptable. The following is a brief discussion of the widely accepted

performance metrics [57][58][59], which are utilized in this work:

Throughput: Throughput is defined as the number of information bits that can be transmitted
through the network per second (bit/s). For the time insensitive data, network designers as
well as implementers aim to maximize system throughput in order to achieve a better
performance. Delays in delivering specific data are however of secondary importance.
Throughput usually expresses the performance of a particular information exchange system

and is also referred to as utilization. It specifies the actual performance of the system.

Throughput is typically compared to the data rate to express the performance degradation
Introduced by different communication protocol behaviours, such as packet headers,
rctransmission delays and transmission errors.

This work examincs the performance of the WPAN communication systems at different
layers by cvaluating the throughput efficiency, also called normalized throughput, which
cxpresses the percentige of the total time that the system is utilized to deliver the offered load.
For instance, if the average packet size is / bits, the average time to transfer a single packet is

I seconds, and C bit/s is the data rate of the channel, then the throughput efficiency is given

]
by ——
' TC

Delay: The delay of a system specifies the time needed for information data to travel from the
source to the destination station. Furthermore, the average packet delay is defined as the
avcrage time spent by a packet from the instant the packet enters the transmission buffer until
the time it is correctly received. Users are particularly interested in the delay which the
system delivers their information data to the destination. Delay is more important where time
sensitive data is involved. Types of delays in communication systems are [60]:

e Access delay ariscs when a transmitted packet is not correctly received at the destination

duc to a packet collision, or when the shared wireless medium is currently used by other
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stations or applications. Packet collisions take place when several stations access the
sharcd medium. Since the transmission ts often controlled by the master for WPAN
technologics, the probability of having packet collisions is very small. In rcality, waiting
for other stations or applications before accessing the shared medium is the major access
delay and it is studicd in Chapter 7 for Bluctooth protocols.

e Retransmission delay is duc to packet rctransmissions that arc triggered by transmission
crrors. A number of protocols carry out packet rctransmission if the transmitted packet is
not corrcctly received at the destination. Transmission crrors are morc likely when a
wirclcss mcdium is utilized by other sources and may significantly degrade the system
performance. This work considers retransmission delays duc to transmission crrors for the
IrDA and the Bluctooth protocols in Chapters 3,4, 5 and 7.

o Propagation delay is the time nceded for the signal to travel between the source and the
destination stations. In Chapter 3, propagation delay is included in the link layer
mathematical modelling for the IrDA and the FSO high speed links.

e Quecuing delay often occurs in the packet switching WAN's, When a packet rcaches a
packet switching device, it may have to wait on a qucuc if morc packets wait for the
intended destination. Qucuing delay accounts for the time a packet spends on a queuc in a
packet switching dcvice. Since the thesis only concerns simple network topologics and

the queuing delay is very short in such networks, this work therefore does not consider

qucuing dclays.

Robustness against channel transmission errors: The wircless nctwork is time-varying and
crror-pron¢ comparcd to the wircd network., Ambicnt noisc can significantly degrade
performance and make the link between two stations unusable for short periods of time. It is

important to have a protocol that is robust against transmission crrors [57][59].

Additional mctrics can bc uscd to cvaluate the performance of wircless communication

protocols. They arc however out of the scope of the work presented here. These are:

Fairness: A communication system is fair if it does not cxhibit preference to any single
station when multiple stations are trying to access the channel. This results in fair sharing of
the bandwidth. This definition can be biascd when traffic with different prioritics is handled.
When multimedia traffic 1s supported, fairness is defincd as being able to distribute

bandwidth in proportion to the time allocation of cach station.

Power Consumption: Most portable devices have limited battery power, hence, it is

important to conscrve power and provide some power saving fcatures. For a large scale ad
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hoc network (i.e. ZigBee network), it is also important to ensure the fairness of power

consumption for each station.

2.10 Related research

2.10.1 Research in infrared wireless system

Numerous studies have been carried out to address different problems of IR systems,
especially the design of physical and link layers. The major challenges of designing the IR
physical layers are different for the indoor and the outdoor systems. In many indoor infrared
transmission environments, there often exists intense ambient infrared noise, arising from
sunlight, incandescent lighting and fluorescent lighting. Fluorescent lighting, especially from

the fluorescent electronic ballasts [61][62], is considered to be the biggest noise source among

the three noise sources. The rapid fluctuations of the optical power produced by tluorescent
lights manifest itself as interference [63]. This interference has different intensity and
bandwidth characteristics depending on the type of lamp that produces it [64]. However, for
the outdoor IR systems (FSO), the frequent change of atmosphere is the biggest challenge for
the design of the FSO physical layer. A FSO signal propagating through the Earth's
atmosphere is subject to attenuation and distortion due to absorption by aerosols, scattering by
particles such as fog and atmospheric turbulence. All three conditions can significantly reduce
the amount of light energy that is received [83][84](85]. However, the effects of various noise
on the IR systems, either from other light sources or from the change of atmosphere, can be
alleviated by choosing the appropriate modulation scheme, increasing the signal strength, or
applying the forward error correction scheme [61][62][64][83](84][85]. Additionally, other
1ssues of designing the IR physical layers including different modulation schemes for high
speed links [88][89][90] and eye safety [24][86][87] have also been addressed.

Besides physical layers, the studies of link layer performance improvements and
evaluations have also been undertaken to address different infrared link layer issues. The
performance of infrared point-to-point and point-to-multipoint connectivity can be measured
by the link utilization. IrDA link layer IrLAP is based on the widely used HDLC protocol and
utilizes the Go Back N (GBN) Automatic Error Request (ARQ) scheme. The performance of
the GBN ARQ scheme is studied in [66][67]. In [68][69], Bux derived an analytical model
that evaluates HDLC performance using a concept named window transmission time (WTT)
that derives the time to transmit a data ‘window’. Subsequently, Boucouvalas [70]{73][82],
Barker [76][77], Vitsas [71][72] and Ozugur [74][75] extended the work by conducting their
analysis on the specific area of IrDA links. Based on the concept of WTT, an analytical model

for the I'LAP performance was developed in [76]{77]. The WTT IrLAP model was employed
to study the effect of minimum turn around time on the link throughput in [78]). An IrTLAP
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simulator was developed by using the OPNET simulation tool. It was used to validate the

WTT IrLAP analytical model derived 1n [79]. A C++ IrLAP simulator was developed in [80].
This simulator was employed to study the effect of minimum turn around time when the link
data rate increases to 4 Mbit/s and the IrLAP window size increases to 7 frames.

The performance improvement of replacing the IrLAP GBN ARQ scheme with a
Selective Reject (SREJ) ARQ scheme 1s presented in [81]. This paper concludes that the GBN
ARQ scheme is good enough for IrLAP due to the significant turn around delays arising from
switching the IR transceivers between the transmitter and the receiver. The effects of
extending window size to 127 frames for the 16 Mbit/s data rate is studied in [82] using the
WTT IrLAP analytical model. This work questioned the effectiveness of increasing window
size to 127 frames and advised the implementation of optimum IrLAP window and frame size
for the high bit error rate (BER) environments. Based on [78][82], by taking the first
derivative of the throughput equation, Vitsas derived equations which allow easy calculation
of the optimum values for the IrLAP window and frame size parameters in [71][72]. Results
indicated that significant improvement on the link throughput can be achieved if the optimum
values are implemented in the high BER environments. The optimum equations for the IrLAP

window and frame size were also confirmed by simulations.

The IrDA link layer research carried out so far focused on relatively low link data rates
and it assumed the propagation delay is small enough to be ignored. However, ItDA links are
expected to evolve to higher data rates since the infrared spectrum offers virtually unlimited
bandwidth. In fact, IrDA has already set up a SIG dedicated to drafting a new physical layer
supporting the link data rate as high as 100 Mbit/s. Thus, it is worth examining how well
IrLAP performs at higher data rates for backward compatibility and also what the optimum
link layer parameters for any BER should be. For high spced ItDA links, the important IrLAP
parameters expected to atfect the system performance are the minimum turnaround time, the
average bit error rate and the propagation time. This thesis extends the WTT mathematical

model of IrLAP presented in [78] by including the effect of link propagation time, and

examines the performance of IrLLAP operating at Gbit/s data rates.

Although many studies have been conducted on the physical layer of FSO, so far no
systematic evaluation has been carried out for the full-duplex FSO links at the link layer level.
HDLC is a widely mmplemented link layer protocol, which operates on top of the physical
layer of FSO links. Bux provided an analytical model that evaluates HDLC performance in
[68](69]. However, the study was carried out by assuming wired networks are the
transmission medium. How well can HDLC perform for the high speed FSO links? In this
work, based on the mathematical model of IrLAP, the special characteristics of the FSO links
(1.e. full-duplex, long distance) are added to the model and the performance of HDLC over
FSO 1s investigated. Subsequently, the HDLC parameters are optimized for the FSO links. A

28



real time adaptation algorithm is proposed to apply the optimum parameters to infrared
systems according to the estimated instant error rate.

In contrast to the studies devoted to the IR physical and link layers, only a limited number
of studies on the higher layers have been carried out. In [91], Tourrilhes presented a novel
approach to the use of TCP/IP applications over IrDA links. The paper proposed a new
scheme that enables the use of the I'DA communication stacks by various applications (1.e.
Internet browsers) in a transparent fashion with minimum overhead. In [92], a study of OBEX
(ItDA session layer) was carried out to search for a suitable OBEX packet size to optimize the
OBEX performance. However, the paper focused on the OBEX protocol by assuming all the
other IrDA layers add only overheads to the OBEX packet. In fact, the effects of other layers
can be significant and the behaviour of other layers should be considered in the analysis. In
order to improve the performance of the whole system, it is important to examine the
interaction between the lower and higher layers. Additionally, most of the IrDA system
evaluations focus on link layer performance by assuming that data packets of infinite size are
always ready to transmit and that there is a single application operating [73][76][77][82]. In
reality, higher layers offer only finite size packets to lower layers and may manage multiple
applications simultaneously. For instance, OBEX operates 1n a similar way to a ‘“stop and
wait’ protocol and has a finite maximum packet size [45]. TinyTP (ItDA transport layer)
allows multiple applications to operate the IrDA link concurrently [44]. In this thesis, the

IrDA higher layers (transport, session and application) are investigated. Protocol parameters

and hardware selection guidelines are proposed to maximize the overall system performance

while also keeping the hardware requirement to a minimum.

2.10.2 Research in Bluetooth system

Soon after the release of the Bluetooth specification, Bluetooth attracted a high level of
attention from both manufacturers and researchers. In recent years, a large number of digital
devices have had been equipped with Bluetooth chipsets for wireless communication needs in
an ad hoc fashion [104] and [106]. Motivated by the demands of ‘hand-free’ and ‘cable-free’
conversation from cell phone users, the first major Bluetooth application was the short range
wireless headset. After the successful introduction and development of the Bluetooth headset
(voice application), applications for information exchange between Bluetooth devices (data
application) have been gradually accepted and used. These applications are considered to be a
complement to the predominant technology—IrDA. Nevertheless, as a relatively new
technology, Bluetooth faces many challenges and problems. Numerous studies have been
carried out to address various Bluetooth issues including radio frequency (RF) interference,

security, Baseband packet size adaptation, Baseband throughput analysis and transmission
error evaluation.
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Since WLAN utilizes radio frequency technology and also targets short range wireless
communication, Bluetooth is often compared to WLAN technology and studied in the context
of the WLAN and Bluetooth network coexistence. The most widely implemented version of
WLAN - IEEE 802.11b operates in the same frequency band (2.4GHz) as Bluetooth. IEEE
802.11b uses Direct Sequence spread spectrum technique as the physical layer, while
Bluetooth employs Frequency Hopping. Although 802.11b and Bluetooth use different spread
spectrum techniques, the RF interference 1s significant in the heavily loaded coexistence
environment {107][108][109]{110]. Despite critiques of the relative low capacity compared to
WLAN, Bluetooth has its own unique applications and market due to the low chipset price

and power consumption. Bluetooth 1s now widely recognised and has been recently
standardized by the IEEE organization with the name of IEEE 802.15.1 WPAN.

Because Bluetooth uses RF technology and operates in the unlicensed ISM frequency
band, Bluctooth communication is potentially vulnerable to interception and thus needs extra
attention to ensure security. Rise [111] claims that all computer attacks are a combination of
one or more of the following improper conditions: validation, exposure, randomness, and
deallocation. Rise’s resulting taxonomy is the Validation Exposure Randomness Dcallocation

Improper Conditions Taxonomy (VERDICT). In [112] and [113], the authors analysed the

security scheme used by the Bluetooth system and demonstrated the security vulnerabilities of
Bluetooth by using VERDICT. Additionally, a Bluetooth configuration management was
proposed to mitigate the vulnerabilities of the Bluetooth piconets.

Two types of logical transports are supported by the Bluetooth Baseband layer:
asynchronous connectionless (ACL) and synchronous connection oriented (SCO). The
Baseband uses different packets to transmit information for different types of transports.
Different Baseband packet types have different payload lengths, error resistance abilities and
use different numbers of time slots, as presented in [114][115]. A real time packet adaptation

according to the instant error rate can improve the link throughput considerably [116].
A few Baseband analytical models are presented in [117][118][119][120][121][122].

Valenti, in [117], derived an analytical expression for the Baseband throughput as a function
of channel error rate for the 6 different types of Baseband packets. In [118] and [119], the
authors employ a signal capture model to derive the Baseband throughput. The throughput is
evaluated by not only considering the transmission error rate but also including the effect of
different Bluetooth network topologies. Zurbes examined the Bluetooth throughput
performance in the existence of a large number of Bluetooth networks—piconets in [120].

In [123]{124][125][126], additional Bluectooth issues are investigated. The power fairness
problem for Bluetooth piconets is addressed in [123]. In [124] and [125], the performance of

the transport protocols including UDP and TCP over Bluetooth piconets is evaluated. To
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solve the disconnect issue when the Bluetooth devices move between piconets, a handoft

scheme is presented in [126]. These issues are however out of scope of this thesis.

The situation of the research conducted on Bluetooth is similar to that for IrDA. There are
only limited studies of the higher layers of Bluetooth. A crucial issue is to examine the
important interaction between the lower layer (Baseband) and the higher layer (L2CAP).
L2CAP protocol is layered over the Baseband [104]. L2CAP bridges the data applications and
the Baseband by providing services including channel multiplexing, error retransmission,
packet segmentation and reassembly. In this thesis, the Bluetooth L2CAP layer is examined in

detail. The throughput equation of the L2CAP layer is to be derived by considering the

presence of bit error.

Since short transmission delay is crucial to many applications (i.e. video, audio), it 1s
important to examine the packet delay for the Bluetooth networks. In
[129][130](131][132](133], authors studied Baseband ACL packet delay by applying
different traffic scheduling algorithms to the Bluetooth network. These papers addressed the
problem of designing efficient and fair polling schemes that would achieve very low end-to-

end packet delay. A number of polling schemes was proposed and their performance was

compared. However, in these studies, ACL applications are considered as the only network
activity. In practice, a Bluetooth network may be used by other applications (i.e. headphone)
and may support other activities (i.e. sending beacon trains). In Chapter 7, a more realistic and

comprehensive analysis is given for the Baseband ACL packet and L2ZCAP Packet Data Unit
(PDU) delay.

2.11 Summary of the Chapter

This chapter presents an overview for various wireless technologies. Two major WPAN
technologies, IrDA and Bluetooth, are discussed in detail. The ISO OSI reference model and
the protocol stacks of IrDA and Bluetooth are briefly introduced. An introduction to the FSO

technologies is also provided.
This chapter also provides a methodology for the research work carried out in the thesis.

The challenges and unsolved problems of designing the infrared link layers and the higher

layers of WPAN are discussed. In order to evaluate the performance of a communication
system, two approaches can be used: mathematical modelling and computer simulation. The
advantages and disadvantages of both approaches are compared. The performance metrics,

which are used in the analysis to evaluate the system performance, are presented. Finally, the

chapter reviews the relevant body of literatures that are carried out in the area of infrared and
Bluetooth systems.
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Chapter 3. Enhancing Infrared Data Link Layer by Including the

Effect of Propagation Time

3.1 Introduction
The performance of the IrDA links is affected by a number of factors: the half-duplex
operation, the time required to reverse link direction, transmission errors introduced by the

wireless medium and the propagation delay especially when high speed data rates arc

implemented. In contrast to the IrDA links, the FSO links often provide full-duplex
capability. Depending on the type of link layer protocol used in the FSO system, the
advantage of having full-duplex capability may not however be utilized effectively. This issue
is highlighted when a link layer protocol with an error detection/retransmission function (i.e.
HDLC) is employed. Additionally, the FSO links are also affected by transmission errors and,
more significantly, by the propagation delay since the link distance of a FSO system is much
longer than that of IrDA.

IrLAP drives the IrDA hardware and implements a Go-Back-N retransmission scheme to
cope with transmission errors at the link layer. For the FSO systems, different link protocols
can be implemented depending on the network configuration. One of the most popular link
layer protocols used on FSO 1s HDLC, which has been widely implemented in products. This
Chapter addresses different design issues on infrared link layers for efficient opcration. The
IrLAP protocol over the IrDA links and the HDCL protocol over the FSO links are studied
and optimized respectively.

The outline of this Chapter is as follows: Section 3.1 describes the IfLAP layer, the
parameters it negotiates for efficient link operation and the IrLAP frame structure. In section
3.2, a mathematical model that evaluates the IrLAP throughput by calculating the average
window transmission time 1s developed. Section 3.3 derives and validates the optimization

equations for I'rLAP window and frame size to maximize the throughput of the IrDA link

layer. Section 3.4 presents a number of result graphs to evaluate the IrLAP performance at the
Gbit/s data rates. Section 3.5 describes the properties of the Asynchronous Response Mode of
HDLC as the FSO link layer. The throughput formula of the FSO link layer 1s derived in
section 3.6. In section 3.7, an optimization and evaluation study of the FSO link layer is
carried out. Finally, section 3.8 proposes an adaptive system for the real time adaptation of

the optimized link parameters.
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3.2 IrLAP layer

The IrLAP design is based on the High level Data Link Control (HDLC) and Simple Data
Link Control (SDLC) protocols [11]. The functions of IrLAP include device discovery, link
establishment, data exchange and error recovery [42]. I'LAP stations operate in two modes: 1in
the Normal Disconnect Mode (NDM) during the contention state and in the Normal Response
Mode (NRM) during the connection state. During the contention state, a station advertises its
existence along with the physical and link layer parameters it supports during the information
exchange procedure to all stations within its transmission range. IrTLAP assigns primary and |
secondary roles in NDM. One of the participating stations is assigned the primary role and all
the other stations are assigned the secondary roles. Any station may claim to become the
primary station but only one wins the contention. In NRM mode (connection state), only the
transmissions to or from the primary station are permitted. If a secondary station wishes to
communicate with another secondary station, it does so through the primary station. In NDM
mode, communicating stations determine the best connection capability that can be supported
by both stations. The following parameters are negotiated during NDM mode:

a) Data rate (C). This parameter specifies the transmission rate of the IrDA stations.
b) Maximum turn around time (7,..J). This parameter specifies the maximum time period a

station can hold the transmission control. IrLAP specifies that 7,,,=500ms for data rates less

than 115.2 Kbit/s but smaller values may be agreed for the 115.2 Kbit/s or higher data rates.

¢) Frame size (/4p). This parameter specifies the maximum size of the data field of any
received Information frame (I-frame). ITLAP supports a maximum data size value of 2048
bytes (16 Kbits).

d) Window size (W,4). This is the maximum number of unacknowledged I-frames a station
can receive before it has to transmit an acknowledgement. The transmitting station may
request an acknowledgement before the window size is reached. IrLLAP specifies that IV, has

an upper limit of 7 for the data rates of less than 4 Mbit/s and 127 for the data rates of 4
Mbit/s and 16 Mbit/s.

¢) Minimum turn around time (f,). This is the minimum time required to reverse link
direction.

Parameters (b), (¢), (d) and (e) are negotiated and agreed independently for each station.

However, both stations must agree and use the same data rate (parameter (a)).
Figure 3.1 presents the IrTLAP frame structure. A frame consists of the START flag, the

IrLAP packet, the frame check sequence (FCS) field and the STOP flag. The FCS field

contains a 16-bit CRC for data rates lower than 4 Mbit/s and a 32-bit CRC for the 4 Mbit/s
and higher data rates.
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Figure 3.1 IrDA frame structure

IrL AP specification defines the following frame types:

a) Unnumbered frames (U-frames): U-frames are used to transmit the link management
information. They are used to exchange connection data, to discover and initialize secondary
stations and to report procedural errors that can not be recovered by retransmissions. The IrSC

SIG proposed a technical approach to use the U-frames for data transmission (to be discussed
in Chapter 6).

b) Supervisory frames (S-frames): During the information exchange procedure (NRM mode),
S-frames are used to report frame sequencing errors, to acknowledge correctly received
frames and to request an acknowledgement from the transmission pcer.

¢) Information frames (I-frames): I-frames carry information data to the remote station during
the connection state. I-frames are sequenced to ensure that they are received in the correct
order.

Every frame has a control field. The control field contains a frame identifier, which
determines the frame type and includes the P/F bit, which is used to pass the transmission
control. The control field of I-frames (Figure 3.1) contains a send sequence number (Ns),
which 1s used to number the I-frames to be transmitted. The control field of I-frames and S-
frames also contains a receive sequence number (Nr), which is used to indicate the expected
sequence number of the next I-frame. The control field of S-frames and U-frames contains the
command/response code (X) of the frame. SIR and FIR specifications define an 8-bit control
field. Ns and Nr occupy 3 bits each and cycle through values from 0 to 7 which means the
maximum window size is 7. VFIR specification extended the length of the control field to 16
bits for the 4 Mbit/s and 16 Mbit/s data rates. In the 16-bit control field, Ns and Nr are 7 bits

cach and cycle through values 0 to 127 which means a maximum window size of 127 is

supported.
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The control field always contains the P/F bit, which serves as a token passing between the
communication peers. When it is set by the primary station, it is the poll (P) bit. When it 1s set
by the secondary station, it is the final (F) bit. When the P/F bit is set (value of 1), the link
direction is reversed. Primary sets the P-bit to solicit a response or sequence of responses
from the secondary. When the secondary receives a frame with the P-bit set, it responds by
transmitting one or more frames. The secondary sets the F-bit of the last frame it transmits to

reverse link direction and returns transmission control to the primary station. The secondary
stations therefore have transmission control only when they are transmitting frames to the
primary station [42].

IrLAP also employs a P-timer to force the link turnaround. The P-timer is assigned with
the maximum turn around time (7. agreed between the two stations during the contention
state (NDM). As T, stands for the maximum time the station can hold transmission control,
the station starts the P-timer when it receives a frame with the P/F bit set and stops the P-
timer when it transmits a frame with the P/F bit set. Expiration of P-timer indicates that the

station has already held transmission control more than T, and has to immediately transmit a

Receive Ready (RR) S-frame with the P/F bit set to pass the transmission control.

The primary station also employs an F-timer to limit the time that a secondary station can
hold the transmission control. The primary starts the F-timer once it sends a frame with the P-
bit set and stops the F-timer upon the reception of a frame with the F-bit set. The F-timer
expiration means that the secondary failed to return transmission control within the agreed
time period. Since the P-timer operation in the secondary station guarantees that this never
happens, F-timer expiration can only be explained by the loss of either the frame that contains

the P-bit or the frame that contained the F-bit. The primary resolves this situation by

transmitting a RR S-frame with the P-bit set when the F-timer expires.

3.3 Analytical model of IrLAP by taking propagation time into consideration

Since IrDA links are commonly employed for information transfer from one device to
another, this work considers the transmission of a large amount of information data between
two stations. The saturation case is studied, in which the transmitter always has information
data ready for transmission. In the considered scenario, only two IrDA stations form the
infrared WPAN, the primary station and a single secondary station. It is assumed that the
transmitting station claims and is granted the primary role during the contention state. It 1s

also assumed that transmission errors follow the uniform distribution. The parameters used in

the current model are shown in Table 3.1.
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e

Number of frames in one window
[-frame data length

Lack Acknowledgement time

t Fout F-timer timeout period
t Propagation time

Table 3-1 Parameters Used in Modelling IrLAP Throughput

a
8

e
S

In the contention state (NDM), the primary station determines the window size Np4p it
will employ. Ny4p represents the maximum number of I-frames the primary can transmit
before soliciting an acknowledgement. Maximum window size parameter W, 1S negotiated
and agreed between the two stations in the contention state. However, the maximum time a
station can hold transmission control (7,...) must always be obeyed and, according to ItLAP
specification [42], Tma has a higher priority than W,.. Tma combined with the implemented
frame size and link data rate may limit the window size that can be applied. In other words, if

the time needed for transmitting W,,... I-frames exceeds Ty, @ smaller window size has to be

implemented. Thus, Ny 4p 1s given by:

. T
N, p=mmsW___, ‘;‘a" (3.1)
I
In reality, W, is often smaller than {T‘;‘“J since Tna 1S relatively large (500 ms). In this
I

work, Ny 4p is assumed to have the same value as Woe (Nap =Wnas)-

The saturation model considered in this work can be summarized as follows. The
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transmitting station (primary) always has information ready for transmission. As a result, 1t
transmits a window of N 4p consecutive I-frames and reverses the link direction by setting the
P-bit in the last I-frame. The receiver (secondary) awaits a minimum turnaround time (7,,) and
responds with an S-frame (acknowledgement) indicating the next I-frame expected. The RR
S-frame always has the F-bit set, thus the receiver hands the link control back to the
transmitter immediately. If no error is indicated in the RR frame, the transmitter waits #,, and
transmits the next window which consists of Ny4p new I-frames.

If there are any transmission errors, the transmitter determines the number of frames
correctly received before any errors occurred and retransmits the erroneous frame as well as
the frames following it, in the next window, followed by new I-frames to form a complete
Np4p frame window. If the last I-frame in a window transmission is lost, the receiver fails to
respond since the P-bit is lost. When the F-timer expires, the transmitter sends an RR S-frame

with the P-bit set forcing the receiver to acknowledge the correctly received I-frames.

- | tfa t ttﬂ
(0112 [ 1a] s [qep| [T,

(b)
L ‘p ! eout by t, t, . Ip
| 1
(c)

S stands for Supervision frame, P/F stands for Poll/Final bit

Figure 3.2 IrLAP transmission model

The IrLAP transmission model for the situation where the primary has a very large file to
send 1s illustrated in Figure 3.2. Figure 3.2 (a) shows a 7-frame window and data transmission

with no errors. Figure 3.2 (b) indicates that there is an error in frame 12 and Figure 3.2 (c)

shows an error in frame 12 but also an error in frame 16 where the P bit is set and lost. Since

this work studies the link performance at very high data rates, the effect of propagation delay
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1s included in the analysis. It should be noted that it always takes the stations (both transmitter
and receiver) ¢, seconds (propagation delay) before responding to any requests or transmitting

a new window.

In the following section, the I'LAP mathematical model presented in [78] is extended and

modified by including the propagation delay. The relevant parameters and symbols used in

the analysis are shown in Table 3-1. Values for &, ¢, t,4, 15, p and ¢, are given by:

s C s I~ C v tack T “*ta s 9 p";s P= _(_pb) all

trout = timax + 24, according to the IrDA standard [42].

In the following analysis, the concept of “window transmission time” (WTT) [69] is
applied to develop the mathematical model for ItfLAP in [78]. WTT is used to denote the
average time needed for a complete window transmission. It denotes the average time taken
from the beginning of the window’s first frame transmission to the beginning of the next
window’s first frame transmission. In this work, WTT incorporates time necded for I-frame

transmissions and acknowledgements, delays due to the link reverse, propagation and timer
timeouts [140][151].

From [78], the average number of correctly transmitted frames in an Ny p-frame window

N_.,1s given by:
N, p-1 N

N i N _ U= p)1=(1-p)"=)
N or = f i(l1-p) p+ Npp(l-p) e =~ PRV (3.2)

i=1 p
where p is the frame error rate.
According to Figure 3.2, the average transmission time for one IrLAP window ¢, is:

[, =L+, +14 (3.3)

Where t] - LAPtI +tP’ tz —_ ack +tp,and t3 =p(tFOHl+tS +2tp).

From (3.2) and (3.3), the IrLAP throughput F,r defined as the number of information bits

correctly received per second is derived as:

1-p (1-(1-p)7=)
P NLAPtI +tack T 2tp +p(tFout +t.s' T 2tp)

lLapN eor
Frap = LA’; =l 4p

(3.4)

w

In the special case of an error free channel p, =0, one can easily get the frame error rate

p=1-(1- pb)’w"" P = (), In this case Fr4p becomes:

lLAPNLAP (3.5)

F o=
ANty +2t,

The IrLAP throughput efficiency (TPE) is given in (3.6), where C is the link data rate:
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TPE=F,,,/C (3.6)

The relative time spent on each of the protocol tasks affecting I'LAP performance is given in
(3.7>—(3.12).
The time intervals taken by the acknowledgements (7 u4), P bit frame loss (Trou) and

propagation time (7},), are given by:

T, =-ack G.7)
tw
[ +
TFout — P ( Fo;tt s) (38)
2t (1+ p)
- P
Tp = --—T-—— (3.9)

The time intervals spent on transmitting frame overheads ( 7} ), transmitting error frames 1n a
window transmission (7}, ) and transmitting correctly received but out of sequence frames

(T,,,.) are given in (3.10), (3.11) and (3.12):

— NLAPI 'LAP/C

T,. ——-—7—-——-—- (3.10)
Terr =p_Af_L.ﬁf;_lLf_4_£.Z_g_ (3.11)

] — /
(Npp - PNy ——LE(1-(1- p)Ver)) pes

T =——————-———’;——-—-——— (3.12)

W

3.4 IrLAP window and frame sizes optimization and verification

Fr4p 1n equation (3.4) is a function of both window size Ny 4p and frame size /r4p. The
IrLAP throughput can be optimized by implementing appropriate Ny 4p and I 4p for different
BER [71]. If it is convenient to optimize only one variable, either Ny4p or I 4p, the ITLAP
throughput can be optimized by fixing either Nyp or lr and optimizing the other.
Nevertheless, the best IrLAP throughput is achieved when both Np and I are
simultaneously optimized with BER. Based on the work carried out by Vitsas and

Boucouvalas [72][73], the optimum window and frame sizes are derived in this section by
using a similar approach.
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3.4.1 Optimum window or frame size for maximum throughput

: . . OF
The optimum value of Ny for any fixed [ 4p 1s derived by taking —A-[M’- =0 of
LAP
equation (3.4). For any fixed Np4p, optimum /14p 1s derived by taking qup = (. After some
LAP

calculations and approximations (see Appendix I for the detailed derivation), optimum

window (N, and frame (/opt) sizes are derived:

(3.13)

2(Nppl L ap+ (o +2,)C)
N LAPzpb

and L (3.14)

3.4.2 Simultaneous optimization of window and frame size for maximum throughput
In this case, both window and frame size are simultaneously adjusted. The maximum

possible I'LAP throughput can be achieved. To optimize both N 4p and /.4p, the first step is to

take %—L—Af— = ( for equation (3.4) to derive the optimum Ny4p for fixed /. 4p. The optimum
LAP

Np4p equation for fixed /.4p 1s then substituted into (3.4). Throughput Fi,pbecomes a function

OF4p
Olpqp

=( is taken and the

of frame size I 4p for optimum N . Next, the derivative of

optimum /.4p €quation for optimum Np4p 1s derived. Subsequently, the derived optimum /4p

equation for optimum N.4p 1s substituted into (3.4). At this stage, the throughput Fj,p
OF 1 4p

=0 1s taken and the equation of
N L4p

becomes a function of Np4p for optimum /;4p. Finally,

OFap _%Fap _

optimum Ny 4p for optimum /1 4p is derived. This essentially calculates
ONp4p  Olpgp

The derivation is given in Appendix I. The simultaneous optimum window and frame sizes
are given 1n (3.15) and (3.16):

ll
Lpe = (|25 (3.15)
Ps
2(t , +2t )C
and N,, = ("c"" p) (3.16)
lLAP

40



Equations (3.15) and (3.16) rcveal that N, is cssentially independent of BER, and /o

becomes very large and takes values larger than 16 Kbits (the maximum allowed by the

ItLAP specification [42)) for low bit crror rates ( BER <2.6x107 from cquation (3.15) using
ILap =72, and /,,, =16Kbit).

In order to comply with the ItfLAP specification, for the simultancous Ny and r4p

optimization, when /,, is required to be greater than 16 Kbits (BER < 2.6 x 10°7), lope 18 fixcd

at 16 Kbits and cquation (3.13) is uscd to calculate optimum Ny . When BER >2.6x1077,

cquations (3.15) and (3.16) arc uscd to calculate the optimum Ny4p and /4 valucs.

J.4.3  Verification of the optimization cquations

A number of assumptions arc made in deriving the optimum window and frame size. In
order to examine the accuracy of cquations (3.13)--(3.16), verification is carricd out bascd on
the comparison of the exact optimum results and the analytical optimum results. The exact

optimum results are obtained by a numecrical algorithm which locatecs maximum throughput,

given by equation (3.4), by numecrically cycling the integer valucs of Np4p or /14p in the range

1-127 and 512-16384 bits respectively for different BER's. Analytical optimum results arc
calculated bascd on optimum cquations (3.13)--(3.16). The IrDA standard recommends that
the bit crror rate (BER) should be less than 10, However, duc to the ad hoc nature of infrared
links, many factors can incrcase the BER to over 10®, such as carcless alignment, high

ambicnt noise (close to a fluorescent light source), and partial blockage. Given the fact that

the link protocol faces much greater challenge under higher bit crror rate, we therefore also
cxamine BER>10",

In order to have an accurate and intuitive comparison between the analytical and the exact

results, the mcan of the difference between the two results and the standard deviation of the
diffcrence are examined.

The difference between the analytical and the exact results is given by:

X (i) = yanalytica! (’) =Y exact (1)‘ (3.17)

The cquation for calculating the mcan of the diffcrence between the analytical and the
cxact results is:

- ] N
= e ' 3.18
X NZx(r) (3.18)

i=]

The cquation for calculating the standard deviation of the difference between the
analytical and the cxact results is:
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(3.19)

In Figure 3.3, Figure 3.4 and Figure 3.5, the throughput efficiency, simultaneous optimum
frame and window sizes are plotted against bit error rate in the range of 107 to 10™ for two

different data rates, 4 Mbit/s and 16 Mbit/s. The values of the other parameters are given as
follows: ¢ =105, d =2m.

Since a very good match between the throughput efficiency calculated from the analytical

equations and the throughput efficiency derived from numerical methods is observed from

Figure 3.3, as well as the value of x and o, approximations made to derive (3.13) to (3.16)

are validated. Figure 3.3 also shows that the IrLAP throughput is highly dependent upon BER
and in fact degrades significantly with the high BER values.

0.9

u— |6Mbit/s, exact
—8— [6Mbit/s, analytical

il 4Mbit/s, exact .|
f_ —&— 4Mbit/s, analytical

&
<2

IrLAP Throughput Efficiency
-
o0

&
o)

| . OE-07 1 .0E-06 | .0OE-05
Bit Error Rate

Figure 3.3 Comparison of TPE by using exact algorithm and analytical formula for 4 and 16
Mbit/s links

X =0.0007 and o =0.0006 for the 4 Mbit/s link, while x=0.001 and o =0.0008 for the 16
Mbit/s link.
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Figure 3.4 The corresponding optimum frame and window size for 4 Mbit/s links

x=0.11 and & =0.32 for N, while x=84 and o =72 for/,,.
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