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Abstract—Today many interactive online platforms
are equipped with immersive and attention-grabbing
elements to increase user engagement and persuade
more online presence, interaction and transactions.
Excessive and obsessive use of technology combined
with harm can be seen as a behavioral addiction.
While technology companies started to introduce
tools to mitigate addictive behavior, their principles,
design process and success are questionable. Given
the potential conflict between the revenue model and
such tools, our work aims to define ethical require-
ments categories that act as a reference point for
analysts and designers. We base our discussion on
online gambling, which provides a clear example of
addictive technology. Reno Model I–V was examined
to discover main guidelines for enabling conscious
online activity. As a result, we identified three main
ethical goals: 1) creating an environment that supports
informed choice, 2) monitoring player data to identify
risk factors, and 3) introducing measures to tackle
problematic online behaviour. We then refined these
upper level goals into more concrete functionalities
and metrics.

I. INTRODUCTION

As human attention is a scarce resource, in-

teractive online platforms are now equipped with

attention grabbing and immersive techniques as

this is considered essential for generating revenue

[1]. This shift has raised ethical concerns. Design

techniques aiming to maximize user engagement

may also be accountable for a loss of control over

usage and in some cases digital addiction [2]. As a

response, technology companies such as Facebook

and Google have recently started to introduce self-

regulation tools to limit excessive usage [3]. How-

ever, these tools usually act as reactive measures

to decrease harm and are relatively simplistic in

their approach towards limiting time and frequency,

rather than providing substantial intervention [4].

To truly encourage conscious usage, systems should

be designed to first, not trigger addiction and sec-

ond, be proactive in predicting and handling it.

Previous work has examined how ethical values

could be followed in software specifications and in

the software engineering processes [5] and how AI

systems could be developed to be compliant with

ethical codes [6]. While the present paper builds

on similar concepts, it differs from the above men-

tioned works in two aspects. First, we not only focus

on system behaviour, but also user behaviour in

defining ethical requirements categories. This is due

to the interactive nature of these platforms that may

lead to impaired decision making and addiction.

Secondly, we also aim to define the informational

content which will fit such influence of technol-

ogy towards informed and conscious usage, e.g.

to educate users about how they may lose control



and what persuasive and immersive elements are

embedded in the design.

We study a distinct domain for addictive technology,

online gambling, to identify categories of ethical

requirements necessary for a design that promotes

conscious usage. While debates exist on whether

social media and online game platforms cause ad-

diction, gambling disorder is recognized by DSM-

5 [7] as a mental disorder. Within the gambling

domain conscious and self-regulated usage can be

referred to as Responsible Gambling (RG). The RG

concept may be perceived as an oxymoron because

of the nature of gambling which is based on risk

taking. However, in countries where gambling is

legal, gambling operators are still required to take

responsibility in diminishing excessive, compulsive,

and unaffordable gambling.

This position paper aims to identify an initial set

of ethical requirements categories to be considered

when building addictive technology. We take on-

line gambling platforms as an example. This paper

is structured as follows: Section 2 describes the

concept of RG and its relation to requirements

engineering. Section 3 describes the methodology

employed in our work to define categories of rel-

evant ethical requirements. Section 4 describes the

result of the study. Section 5 presents conclusion

and considerations for future work.

II. RESPONSIBLE GAMBLING:

A REQUIREMENTS ENGINEERING PERSPECTIVE

The global gambling market is on an accelerated

rise with the expectation that its size will increase

by 231.63 billion U.S. dollars between 2020-2024

[8]. While the majority of individuals seem to

gamble responsibly for entertainment [9] certain

players demonstrate problematic gambling activity

[10]. In United Kingdom alone more than 400,000

players identify themselves as problematic gamblers

[11]. Problematic gambling can be defined as dis-

proportionate time and money spent on gambling

due to loss of control [12]. Such gambling behavior

has serious consequences as it can impair personal

well-being, social connections and financial status

[12]. Problematic gambling can result from interac-

tions between many influences, such as biological

makeup, psychological state, environment and the

nature of the game [13].

Compared to traditional gambling, online plat-

forms seem to increase the scale of the problem

because of ease of access (through desktop and mo-

bile device), marketing and advertising efforts, and

the persuasive techniques used in these sites [14].

Moreover, the use of gambling data for targeted

advertising further increases the risk tempting more

gambling than what a player can afford [15].

As a response to concerns regarding problematic

gambling, governments worldwide have introduced

codes of conduct that encourage RG [16]. RG can

be defined as “policies and practices designed to

reduce and prevent potential negative consequences

associated with gambling” [17, pg.308]. Accord-

ingly, many online gambling operators adopt RG

features as part of their corporate social responsi-

bility to tackle excessive gambling and improve the

image of their industry perception [18].

The foundational basis of online RG practices

mainly rests upon the science-based framework

Reno Model I–V [16], [17], [19]–[21], which

was initially developed in city of Reno through

roundtable meetings and was sponsored by both

government and commercial gambling entities [21].

Since 2014, five journal articles are published to

define RG policies with each having a distinct

emphasis. Overall, the model’s main aim is to guide

stakeholders (operators, consumers, governments,

healthcare services) in producing RG measures that

can empirically be tested [17]. In defining RG poli-

cies, the model stresses the importance of autonomy

and informed choice. That is, the individual has

the right to decide whether to gamble or not, but

it is the duty of the operator to make sure that

it is an informed one [19]. In light of the model,

many online operators appear to use voluntary limit-

setting and self-exclusion programs to tackle exces-

sive gambling [22].

Although adopting RG features in online plat-

forms is a good step to attain fair and safer gam-

bling environments, the current practices seems less

efficient for several reasons. First, most jurisdictions

leave it to the operators to decide what measures to

take, how to take them, and to what extent. As a



result, operators show differences with regards to

the type and degree of measures they adopt [23].

Hence, the quality of adopted measures may be

questioned. For example, [24] found that certain

sites did not put RG educational content on the

homepage. That is, RG content was hidden and

could only be found through drop-down menus.

Secondly, most of the RG measures adopted by

online platforms target problem gamblers and act

as reactive measures to decrease current harm.

While measures such as self-exclusion schemes and

warning messages are commonly used, proactive

measures such as pre-commitment, structural mod-

ification to sites, and games are less common [25].

Such an approach limits the effectiveness and the

scope of online RG measures. Lastly, many RG

measures attempt to minimize harm through self-

regulation tools focused on gameplay, putting the

burden of responsibility mostly on the individual

[22]. Though the individual must take responsibility

for their actions, for RG to happen the platform

itself must ensure that it provides a secure envi-

ronment for RG to take place through site struc-

ture, gambling formats and business practices [26].

Considering the limitations of current practices,

an effective and systematic way of enabling RG

in online platforms could be realized by treating

RG concerns as ethical requirements to be fulfilled

both in the design process and also in the final

product. In developing software, the most focal

structures are requirements as they shape the final

system [27]. Responsibility in addictive technology

is still an emerging area in requirements engineering

literature [28]. Treating responsibility as an ethical

requirement can increase its integration into the

fabric of gambling platforms through driving the

design process, instead of having to introduce it

as a reactive measure after the platforms are built.

In addition, processes for requirements elicitation,

prioritization, conflict resolution and documentation

shall be followed, leading to more systematic and

traceable approaches to embedding responsibility in

addictive technology design.

III. METHOD

To identify a reference model for ethical require-

ments necessary for RG, we consider responsibility

as a set of ethical goals that need measures and

courses of actions to achieve. The steps involved in

the goal identification process are shown in the flow

diagram in Fig. 1.

In this paper, we derive a set of ethical require-

ments by looking at the intersection between the

Reno Model of RG and the Corporate Social Re-

sponsibility (CSR) section of various international

gambling laws. These sources helped us cover the

ethical, conventional and legal aspects of respon-

sibility requirements. The Reno Model I–V [16],

[17], [19]–[21] which has already been adopted

by the gambling sector was selected as the basis

to identify ethical requirements categories that can

guide the building of RG online platforms. First,

Reno Model I–V articles were examined to identify

the main RG guidelines. Guidelines relating to

basing RG measures on operationalized variables

and outcomes [17], respecting user autonomy and

enabling informed choice [16], [19], accounting for

cultural context in defining RG measures [20] and

evaluating intervention impact [21] were defined

and analyzed. In addition to the Reno Model, the

social responsibility sections of United Kingdom,

Australia, Canada, and Netherlands’ gambling laws

were consulted to obtain an international perspec-

tive [29]. Guidelines that appeared common to both

the Reno Model and the social responsibility sec-

tions of the gambling laws were then translated into

distinct RG goals. Later, we refined the goals into

concrete ethical requirements necessary to guide

and also realize these goals. In defining require-

ments, care was given to balancing profitability

against corporate responsibility.

IV. RESULTS

As a result of examining the Reno Model I–V

and social responsibility sections of international

gambling laws, three common goals were identified:

a) create an environment that supports Informed

Choice, b) monitor user data to identify risk factors

and c) introduce measures to tackle problematic

behaviour. The following sections will explore each



Fig. 1. Research method.

goal in detail, exploring ethical requirements which

may be necessary to address that goal. A summary

of suggested ethical requirements categories are

shown in “Fig. 2”

A. Create an environment that supports Informed
Choice

The Reno Model’s main assumption rests on the

idea that the choice whether to gamble or not is

the individual’s. However, the operator must ensure

that the choice is an informed one [17]. Within the

model, [19] defines Informed Choice as a reasoned

decision based on understanding the essential in-

formation within a context without the presence of

force, influence or incentive. According to this def-

inition, the higher goal of creating an environment

that supports Informed Choice could be divided into

two sub-goals. This highlights two key elements in

choice: providing sufficient information to enable

Informed Choice; and limiting influence on user

behaviour.

1) Provide sufficient information to enable In-
formed Choice: To enable Informed Choice, the

online platform needs to provide information about

how the system functions and raise awareness of

risks related to the online behaviour. One concern

about this goal may be that in the case of addictive

technology, users ability and willingness to perceive

information and in translating that awareness into

action may arguably be less unless they are willing

to change. Nevertheless the platform needs to fulfil

the conditions for Informed Choice. The following

section will refine this ethical goal into more con-

crete requirement which fall into two categories a)

what information to provide and b) how to provide

information.

a) What information to provide:

• Characteristics and operation of games

One reason players demonstrate problematic gam-

bling is because they hold false beliefs regarding

cause and effect, skill, and chance [30]. This could

be combatted by providing information about the

characteristics and operation of games such as the

probability of winning each game, potential costs,

statistical independence amongst draws, and the

cause and effect relationship regarding independent

events.

• System behaviour

Like social media and e-commerce platforms, gam-

bling platforms depend on prolonged user atten-

tion to make profit [1]. Accordingly, these systems

are designed to be fundamentally persuasive and

immersive in drawing user attention and retaining

it [31]. An example of such an application is

recommendation algorithms. Systems use recom-

mendation algorithms which are fed by data to

present content similar to user interests with the

aim to increase engagement with the platform [32].

However, such recommender systems may hinder

Informed Choice especially when users are not

shown how and why AI makes such recommenda-

tions. To tackle this problem, Explainable AI could

be adopted by addictive technologies. Explainable

AI refers to empowering user understanding of why

and how an AI system functions [33]. A better

understanding of the system behavior would lead to

more informed decisions whether or not to follow

its recommendations and course of action.



The platform must provide
information about:
-  characteristics and 
   operation of games
-  system behaviour
-  user behaviour
-  referral to responsible 

usage applications and
   resources

What information 
to provide

The platform must satisfy the
following conditions
Information availability
Information interpretation
Information accessibility
Information perception
Information understandability
Information acceptance
Information actionability

How to provide 
Information

Provide sufficient information 
to enable Informed Choice

The platform should not: 
-   create an illusion of control
-   deceive users about 
    function intentionality

-  should be transparent
   about the gameplay

Limit influence on 
user behaviour to promote 
conscious choices for the user

A.  Create an environment that
supports Informed Choice

The platform must:
-  collect and monitor data 
   to identify risk factors
-  obtain user consent to 
   collect and monitor data
-  monitor date with 
   respect to individual level, 
   context level
   and intervention level
-  identify problematic 
   behaviour to intervene

B.  Monitor user
 data to identify risk factors

The platform must:
- introduce RG measure to
   all users
- introduce RG measures 
  that can be administered by 
  the system and by the user
- obtain user consent for the 
  activation of RG measures
- provide RG measure 
  personalization

C.  Introduce measures to tackle 
problematic behaviour

Categories of Ethical 
Requirements for RG 

Fig. 2. Categories of ethical requirements for RG.

• User behaviour

Different from other addiction disorders such as

alcohol and drug addiction, gambling addiction is

considered to be an invisible disorder [21]. There-

fore, to raise awareness about the risks problematic

gamblers are facing it is important to make the neg-

ative consequences visible. To make risky situations

visible, gambling behavioural data such as betting

history (percentage of wins and losses), money and

time spent on the platform, and multi-modal sensor

data such as emotion and stress level could be made

available to users [14]. More discussion on this

topic will be provided within the second goal.

• Referral to responsible usage applications and

resources

Providing information about the game, system,

and user behaviour informs user about problem ar-

eas. To reassure Informed Choice, users should also

be provided with information about RG applications

and resources, e.g phone numbers and websites

of care services. This information will guide their

decision-making process.

b) How to provide information:

An important factor that enables RG online plat-

forms is related to how the aforementioned infor-

mation categories are provided to the users. This is

because for Informed Choice to occur, the informa-

tion provided needs to be useful in the sense that

it helps users’ decision making [34]. In the work

for foundations for transparency requirements, [35]

identified several dimensions to achieve information

actionability. These dimensions could be regarded

as examples of ethical requirements relating to how

to provide information within RG online platforms.

• Information availability: relevant information

needs to be provided by the operator following

the qualities of correctness, completeness and

timeliness.

• Information interpretation: operators need to

present information in a certain manner so that

it can be interpreted by the users

• Information accessibility: information needs to

be visible and easily found

• Information perception: there needs to be a

match between users’ perception of trans-



parency with that of the information provider

so that useful transparency could be achieved

• Information understandability: information

needs to be comprehensible for all users

through controlling for possible language,

cultural and cognitive barriers

• Information acceptance: information needs to

be accepted by the user either by confirming

or challenging their beliefs

• Information actionability: information needs to

trigger relevant user action

In order to validate these steps during the de-

sign process, requirement engineers could make use

of several methods. Firstly, requirement engineers

could translate some of these quality characteris-

tics into functional requirements and constraints to

validate these steps. Moreover, models from the

media literature such as the limited capacity model

of motivated mediated message processing could

be consulted as a guide to design how to provide

information [36]. With respect to testing an option

could be hiring a usability inspector to evaluate

the user interface. Usability testing could also be

employed to observe real user feedbacks on how

they interact with the information provided.

2) Limit influence on user behaviour to promote
conscious choices for the user: To provide a fairer

environment for informed decision-making it is

important to decrease system influence acting on

the user. This is because website design and game

design may encourage poor decisions. For example,

regarding the website design, providing contradict-

ing options such as make deposit and self-exclusion

on the same page could impair the user’s decision-

making process. Regarding the game design, near

misses and stop buttons at electronic gaming ma-

chines can foster false beliefs about chance and

control which could encourage further gambling

[16]. Since gambling operators are economic en-

tities seeking profit, it is not possible to completely

remove such applications. However, it is important

to limit their influence on user behaviour in a

responsible manner. Ethical requirements related to

limiting influence could be defined as design con-

straints. The mentioned examples could be turned

into design constraints as follows:

• The platform should not create an illusion of

control

• The platform should not deceive users about

function intentionality

• The platform should be transparent about the

gameplay

B. Monitor user data to identify risk factors

Reno Model I–V and international gambling laws

state the necessity of gambling operators having a

system to detect risky gambling behaviour. Such a

system requires monitoring different types of data.

1) The platform must collect and monitor data
to identify risk factors: Gambling operators could

have different means of collecting relevant data for

RG practices. Gambling operators collect player

data showing betting history, money and time spent

on the platform, navigation patterns within the site,

and so on. It is suggested that most of the above

mentioned data are already collected for marketing

and advertising purposes and therefore could be

made available for RG practices [18]. Other data

for identifying risky gambling behaviour could be

multi-modal sensors’ data measuring users’ emo-

tions through digital devices, third party data col-

lected with user consent from banks, self-reported

data on demography, income, health, and self-

administered data identifying gambling addiction

level based on standardized questionnaires [14].

2) The platform must obtain user consent to col-
lect and monitor data: The most important factor in

collecting data for RG is to get user consent. Users

should decide whether to share data or not and what

type of data they are willing to make available to

the system. Moreover, users should be notified what

data about them will be collected, for what purposes

their data will be used and given the freedom to opt

out whenever they want.

3) The platform must monitor data with respect
to individual level, context level and intervention
level: Monitoring data will enable RG in online

platforms in several ways. First, monitoring user

data will help identify risks at the individual level.

Such monitoring will help define player profiles

with respect to risk and facilitate allocating RG

resources accordingly. Moreover, algorithms could



be developed to detect potential problematic users

early on [37]. Secondly, monitoring user data will

help identify risks at the context level. For example,

it is suggested that the COVID-19 lockdown puts

problematic gamblers at a higher risk as they now

have more hours to gamble [38]. Thus, monitoring

data will help create context-awareness and the

possibility to intervene. Lastly, monitoring user data

will help identify risks at the intervention level. By

monitoring data operators will be able to assess

the effectiveness of RG interventions that are in

place and control unintended consequences that

may occur as a result of these interventions. An

example of unintended consequence could be a

player allocating a larger amount of money as pre-

commitment so that he will not feel limited when

playing [21]. Monitoring such behaviour will help

decrease the side effects of RG interventions which

were introduced to tackle the problem in the first

place.

4) Through monitoring data, the platform must
identify problematic behavior in order to inter-
vene: Once data are obtained, the platform needs

to compare this data with a baseline and observe

whether the current data signals risky and excessive

behaviour. The use of machine learning and novelty

detection algorithms can be utilized in this direction

[39]. By doing so the platform can intervene in

response to suspected problematic behaviour and

eliminate the risk. More discussion on this will be

presented in section C.

One thing to consider, is that data monitoring

requirement may raise privacy concerns, as moni-

toring user data may override privacy requirements.

Informed consent theory within the medical domain

may shed light on the conflict between monitoring

user data for RG and user privacy. RG services are

offered as to provide duty of care to preserve users

from negative consequences and for these services

to function the user needs to give consent. This is

similar to the practice of getting informed consent

for medical intervention in which the patient has to

give permission before a medical intervention to be

conducted [40]. With informed consent theory, [41]

suggest that both respect for autonomy and benef-

icence are important moral principles that guide

medical conduct, but neither holds a domination

in every instance. That is, under certain conditions

beneficence may override respect for autonomy to

attain the most suitable professional care and vice

versa. Therefore, in the case of monitoring user

data for RG it can be argued that suitable care

may necessitate sacrificing a degree of privacy.

Different measures could be taken to minimize

this consequence. For example, user data can be

anonymised by assigning unique identifiers to real

identities and storing these datasets separately [18].

C. Introduce measures to tackle problematic be-
haviour

Detecting risk factors signalling problematic

gambling is a valid step in enabling RG at online

platforms. However, to eliminate risk and facilitate

RG for players, the system needs to provide mea-

sures to intervene with identified and/or potential

problematic gambling behaviour. This view is sup-

ported by the Reno Model I–V and the international

gambling laws.

1) The platform must make Responsible Gam-
bling measures available to all users: To provide

a safe environment for RG to take place, online

platforms should make RG measures available to all

users before they sign up to the website. Targeting

all users from the start is a proactive strategy that

will help them understand their gameplay and help

manage it before problems occur a. As a result,

harm caused by gambling can be reduced. Such an

approach can enable sustainable business for oper-

ators as users will continue to remain as customers

without having to put in place extreme measures

like self-exclusion.

2) The platform must introduce Responsible
Gambling measures that can be administered by
the system and by the user: Measures to tackle

problematic gambling could be administered by the

system itself or made available as tools for users

to use themselves [42]. For example, the same

persuasive tools used by the system to encourage

user engagement such as reduction and tunnelling

could be used to promote RG by decreasing the

appeal of the interface [31]. On the user side

introduction of self-regulation tools on budget and



time spent, and self-exclusion options could help

decrease problematic gambling.

3) The platform must obtain user consent for the
activation of Responsible Gambling measures: Just

as in monitoring user data, RG measures should

only be active when the user gives consent. While

RG measures should be provided by the platform,

it should be the user who decides to activate them.

Such an approach will empower the user and help

operators balance profitability against corporate re-

sponsibility with regards to RG practices.

4) The platform must provide Responsible Gam-
bling measure personalization: In terms of what

RG measures to offer and in what format, facil-

itating personalization is important since not all

measures work the same for everyone and tailored

messages are more effective than generic messages

[43]. Firstly, personalization will empower users to

choose the RG measures they think would work

best for them. The platform could make recommen-

dations to users about what RG measures to take

based on monitored player behaviour. Secondly,

personalization will enable the individual to choose

the format and the frequency of the intervention.

Such modification will ensure these measures do

not decrease the enjoyment of gambling activity.

However, for RG measures to work effectively,

baseline limits should be introduced by the system

based on player data.

V. CONCLUSION

Addictive technology has significant implications

for public health and ethics. While technology

companies have recently started to introduce ad on

tools to limit excessive usage, their effectiveness is

questioned. Within the online gambling domain, this

paper suggests that an effective and systematic way

of enabling RG could be realized by defining cate-

gories of ethical requirements to guide the software

development. While system goals obtained from

Reno Model I–V and international gambling laws

help define possible ethical requirements categories

relating to RG, it should be noted that the defined

requirements address not only gambling but addic-

tive technology in general. In defining categories

of ethical requirements for addictive technologies,

the purpose of this work is not to present a final

selection of such family of requirements. Rather it

is to highlight the ethical, conventional and legal

aspects of responsibility requirements which can

act as a reference point for analysts and designers.

Future work needs to focus more on the require-

ment engineering process: how to elicit, document,

adapt, prioritize, and validate ethical requirements

to embed responsibility in addictive technology

design. Moreover, in the present study categories of

ethical requirements are derived from the intersec-

tion between ethical and legal requirements. While

such an approach helps link research with practice,

more work needs to focus on ethical requirements

regardless of regulatory requirements to develop a

more encompassing reference model.
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“Predicting online gambling self-exclusion: an analysis of
the performance of supervised machine learning models,”
International Gambling Studies, vol. 16, no. 2, pp. 193–
210, 2016.

[38] R. Davies, “Impose strict curbs on gambling
during covid-19 lockdown, mps urge,” 2020
(accessed May 18, 2020). [Online]. Available:
https://www.theguardian.com/society/2020/apr/03/impose-
strict-curbs-on-gambling-during-covid-19-lockdown-mps-
urge

[39] G. Blanchard, G. Lee, and C. Scott, “Semi-supervised
novelty detection,” Journal of Machine Learning Research,
vol. 11, no. 99, pp. 2973–3009, 2010. [Online]. Available:
http://jmlr.org/papers/v11/blanchard10a.html

[40] T. J. Paterick, G. V. Carson, M. C. Allen, and T. E. Pater-
ick, “Medical informed consent: general considerations for
physicians,” in Mayo Clinic Proceedings, vol. 83, no. 3.
Elsevier, 2008, pp. 313–319.



[41] R. R. Faden and T. L. Beauchamp, A history and theory
of informed consent. Oxford University Press, 1986.

[42] J. Engebø, T. Torsheim, R. A. Mentzoni, H. Molde, and
S. Pallesen, “Predictors of gamblers beliefs about respon-
sible gambling measures,” Journal of gambling studies,
vol. 35, no. 4, pp. 1375–1396, 2019.

[43] M. Abbott, “Gambling control and public health: Let’s be
really honest,” International Journal of Mental Health and
Addiction, pp. 1–10, 2020.


