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Abstract

Bad weather conditions can reduce visibility on images acquired outdoors, decreasing their visual quality. The image pro-
cessing task concerned with the mitigation of this effect is known as image dehazing. In this paper we present a new image
dehazing technique that can remove the visual degradation due to haze without relying on the inversion of a physical model
of haze formation, but respecting its main underlying assumptions. Hence, the proposed technique avoids the need of esti-
mating depth in the scene, as well as costly depth map refinement processes. To achieve this goal, the original hazy image
is first artificially under-exposed by means of a sequence of gamma-correction operations. The resulting set of multiply-
exposed images is merged into a haze-free result through a multi-scale Laplacian blending scheme. A detailed experimental
evaluation is presented in terms of both qualitative and quantitative analysis. The obtained results indicate that the fusion
of artificially under-exposed images can effectively remove the effect of haze, even in challenging situations where other cur-
rent image dehazing techniques fail to produce good-quality results. An implementation of the technique is open-sourced
for reproducibility (https://github.com/agaldran/amef_dehazing).

Keywords: Image Dehazing, Fog Removal, Multi-Exposure Image Fusion, Gamma Correction, Image Fusion, Laplacian
Pyramid

1. Introduction

Images acquired outdoors are sometimes degraded by
a decrease in visibility caused by small particles suspended
in the atmosphere. This physical phenomenon is known as
haze or fog, and its main effect is the attenuation of the ra-
diance along its path towards the camera. As a result, ac-
quired images and videos suffer from loss of contrast and
color quality degradation, limiting visibility on far away ar-
eas in the scene. This lack of visibility can hinder the per-
formance of computer vision systems designed to operate
on clear conditions and also decreases visual pleasantness
of image contents for users of standard consumer cameras.

The task of restoring the visual quality of weather-degraded
images has been increasingly drawing attention in recent years.
In this context, the image processing problem concerned with
removing the effect of foggy conditions is known as image
dehazing. The availability of effective image dehazing tech-
niques can have a positive impact in computer vision tasks
that need to be performed in outdoor scenarios, such as surveil-
lance [1], remote sensing [2, 3], or autonomous driving under
bad-weather conditions [4].

Haze degradation is known to increase with respect to
depth in the imaged scene. However, due to the ambiguity
introduced by the lack of depth information in two-dimensional
images, early solutions to remove haze relied on external sources
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of information [5, 6, 7]. Unfortunately, this external informa-
tion is not usually available in generic situations, limiting the
applicability of this kind of techniques.

Single-image dehazing approaches were introduced to
overcome this obstacle. A single-image dehazing technique
assumes no external knowledge of the scene an image de-
picts. However, since haze is a depth-dependent phenomenon,
the resulting image degradation is spatially-variant, with dif-
ferent areas of the image being more affected. In this situ-
ation, unavailable depth information is typically alleviated
by resorting to physical models of haze formation. Unfortu-
nately, even simplified physical models need to hold depth
information, either implicitly or explicitly. As a result, most
existing single-image dehazing methods impose prior infor-
mation on the image the user expects to obtain, e.g. an in-
creased contrast or less attenuated colors [8, 9].

The main contribution of this paper is an alternative sin-
gle image dehazing method that employs physical models of
haze formation only as an inspiration to understand char-
acteristics of the image we expect to obtain. We consider
single-image haze removal as a spatially-varying contrast and
saturation enhancement problem on which different areas
of the image require distinct levels of processing. Hence, a
new image dehazing technique aiming at increasing visual
quality only on those areas is built. This is achieved by ar-
tificially underexposing the hazy image through a series of
gamma-correction operations. The resulting set of progres-
sively underexposed images contains regions with increased
contrast and saturation. To further account for the spatially-
varying nature of weather degradation, a simple and efficient
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Figure 1: A schematic representation of the proposed image dehazing technique.

multi-scale fusion scheme is applied in order to collect from
each image the best-quality areas and combine them into a
single haze-free output. A visual description of the method
developed in this paper is shown in Fig. 1.

2. Related Work

When approaching single-image dehazing as an image
restoration problem, most existing methods solve the fol-
lowing physical model of haze degradation, due to H. Koschmieder
[10]:

I(x ) = t (x ) · J(x ) + (1− t (x )) ·A, (1)

where I(x ) = (IR (x ), IG (x ), IB (x )) is the degraded image, J(x ) is
a haze-free image, t (x ) is the medium transmission describ-
ing the amount of light that reaches the receiver, which is
inversely related to depth, and A is a constant (RGB)-vector
known as atmospheric light. The combined degradation of
transmission and atmospheric light, i.e. the term A(1− t (x )),
is usually known as airlight, and it accounts for a possible
shift in scene colors due to the presence of different sources
of illumination other than sunlight.

Given a hazy image I(x ), there are many possible solu-
tions J(x ) verifying Kochsmieder’s model, i.e. the inversion
of eq. (1) is an under-constrained problem. In order to find a
meaningful solution, prior information is typically imposed
to infer t (x ) and A. When these have been estimated, the
above equation can be inverted:

J(x ) =
I(x )−A

t (x )
+A (2)

The most popular restriction on J(x ) is the Dark Channel Prior
(DCP), introduced in [8], which enforces the presence of at
least a low-intensity pixel in some color channel of a local
neighborhood around every pixel. The DCP has been ex-
tended in many directions [11]. Other alternatives exist, such
as imposing maximal local contrast/saturation [12], or a spe-
cific distribution of color pixels in the RGB space [13, 14]. A
recent review on this topic can be found in [15].

Kochschmieder model is also leveraged in a second fam-
ily of image dehazing techniques, those based on machine
learning techniques. In this case, instead of directly trying
to estimate t (x ), a mapping between a hazy image and its
depth is learned from data. This can be achieved by first
creating synthetic depth maps only from hazy images as in
[16], or by injecting synthetic fog on a set of haze-free im-
ages for which true depth information is known [17]. Once
a dataset of hazy images and corresponding ground-truth
is built, a mapping linking images to plausible transmission
maps can be learned by means of a given machine learning
model, from simple linear techniques [9] to Convolutional
Neural Networks [18]. The resulting transmission map esti-
mate can be applied afterwards to invert eq. (1).

Yet a third family of image dehazing techniques consists
of methods considering dehazing as an image enhancement
problem. In this case, it is assumed that the image formation
model of eq. (1) is useful to understand the relationship be-
tween a hazy image acquired by a camera under bad weather
conditions and a corresponding haze-free image. However,
the goal is not to estimate t (x ) nor A, in order to invert the
model, but rather to produce a good-quality dehazed image
J(x ). This is accomplished by some kind of spatially-variant
contrast enhancement process, being Retinex-based tech-
niques the most popular approach [19, 20]. Fusion-based
techniques are an important subset of these methods, closely
related to the technique introduced in this paper. Fusion-
based methods like [21] or [22] have several advantages over
standard image dehazing approaches. Firstly, they typically
perform per-pixel, instead of patch-based computations, avoid-
ing costly refinement stages [23]. Secondly, per-pixel com-
putations are usually more efficient and amenable to paral-
lelization.

The image dehazing method proposed in this work is based
on fusing the result of a sequence of applications of gamma
corrections. Gamma correction has been widely explored
in the past for image enhancement tasks. In [24], the au-
thors merged gamma corrections of conventional histogram
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equalization in order to achieve more effective contrast im-
provement. In [25], an iterative method, automatically adapted
to the kind of degradation the image suffered, was proposed.
Adaptive gamma correction was also adopted in [26], achiev-
ing image content-dependence by devising a piece-wise power
transform through the incorporation of a cumulative histogram
into a weighting distribution. However, even if these meth-
ods are adaptive with respect to the image content and in-
tensities, they remain global image transformations.

Other image processing tasks, e.g. color registration on
image sequences [27], have been approached with extensions
of basic gamma correction. However, image dehazing through
gamma correction has been hardly explored in the past. In
[28], the authors proposed an adaptive gamma correction
scheme to refine the transmission map t (x ) before invert-
ing model (1). The same idea was further improved in [29]
through Laplacian-based techniques. In [30] gamma cor-
rection was explored in conjunction with other contrast ad-
justment techniques in order to rectify the intensities on the
negative of a hazy image in an efficient manner.

3. Artificial Multi-Exposure for Image Dehazing

The purpose of this paper is to build a spatially-varying
image enhancement technique capable of removing the vi-
sual effect of haze, bypassing the need of estimating trans-
mission and airlight in eq. (1). However, there is underlying
information in Koschmieder’s model that can be useful to
understand the kind of solution we should expect to obtain.
To see this, let us consider an input hazy image I(x )with in-
tensity values varying in [0, 1]. Then, any solution J(x ) to the
image dehazing problem needs to contain intensity values
lower than I(x ). This can be shown by simply rearranging
eq. (1) as:

t (x ) =
A− I(x )
A− J(x )

. (3)

Since t (x ) ∈ [0, 1], it follows from eq. (3) that A− I(x ) ≤ A−
J(x ), and it can be concluded that J(x )≤ I(x )∀x .

According to the above observation, the technique intro-
duced in this paper proposes to make use of the information
present in a set of over-exposed versions E= {I1(x ), I2(x ), ..., In (x )}
of the original hazy image I(x ). Underexposing I(x ) will al-
ways lead to the presence of decreased intensities. However,
when I(x ) is globally underexposed, not every region on it
contains useful information, since insufficient exposure will
darken I(x ) too much. For this reason, all images in E are
fused by means of a simple and efficient multiple-exposure
fusion strategy relying on a Laplacian pyramid decomposi-
tion of the set of over-exposed images. The resulting image is
a haze-free version of I(x ). In the next sections, the different
steps of this procedure are explained in detail.

3.1. Artificial Exposure Modification via Gamma Correction
Transforms

In photography, exposure is defined as the amount of light
that is allowed to enter the camera and reach the sensors

while acquiring an image [31]. Exposure can be adjusted dur-
ing acquisition by varying the shutter speed of the camera
or its aperture, but it is typically hard to achieve a generally
optimal exposure for any scene. Moreover, different areas
of the imaged scene may require completely distinct expo-
sures. The reason for this is the large dynamic range of the
light reaching the camera.

The difference between the brightest and darkest inten-
sity values that a camera can register is called dynamic range.
Most consumer cameras acquire low dynamic range images,
covering few orders of magnitude. As a result, when captur-
ing an image of a scene reflecting a high dynamic range of
light, a short exposure will allow the camera to correctly cap-
ture details in the brightest areas of the image. However, on
the same conditions the camera will be unable of properly
depicting details in dark regions, and the corresponding im-
age areas will be underexposed. In the same way, if a long
exposure is used, dark region details will become apparent,
but bright regions will become white, i.e. these areas will be
overexposed. Typically no single exposure time will be use-
ful for both kind of regions.

In controlled illumination situations, a possible solution
is to shed artificial light on dark areas of the scene to reduce
its dynamic range. A second approach consists of acquiring
several images of the same scene under different exposures
and combining the information on all these images into a
single one containing sharp details both on bright and dark
regions. This image processing problem is known as Multi-
ple Exposure Fusion (MEF). MEF has been widely studied in
the past, and will be briefly discussed in section 3.2 below.

Unfortunately, most of the times the user has no con-
trol on the illumination of the scene, or the image has al-
ready been captured and stored, with no option to acquire
extra differently exposed images on the same scene. In this
case, an alternative solution consists of digitally adjusting
the exposure of the image. One of the simplest algorithms
to manipulate exposure is gamma correction. This consists
of globally modifying the intensities on an image following
a power-function transform:

I(x ) 7→α · I(x )γ, (4)

where α, γ are real positive numbers. Power transform op-
erations were initially applied to correctly reproduce lumi-
nance on CRT televisions [31]. However, gamma correction
is still used nowadays for optimized image storage. It is well-
known that differences in dark areas of an image are percep-
tually more noticeable than the same differences in bright
areas. Hence, gamma-corrected digital signals are quantized
in such a way that wider quantization intervals are employed
at higher luminance ranges, where changes are less notice-
able. Conversely, narrower intervals are applied for darker
regions, where details can be more perceptible, as illustrated
in Fig. 2. Note that, if we adopt as simple definition of image
contrast for a given region Ω inside the image domain:

C (Ω) = I Ωmax− I Ωmi n , (5)
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Figure 2: Dynamic range expansion/compression due to power transforms. Left: For γ < 1, brighter intensities are compressed while darker intensities
are expanded. Right: conversely, for γ > 1, brighter intensities are allocated in a wider range after transformation, while darker intensities are mapped to a
compressed interval.

where I Ωmax = max{I (x ) | x ∈ Ω} and I Ωmin = min{I (x ) | x ∈
Ω}, then it can be easily shown that, e.g. for γ > 1, given a
region containing bright values like in the right side of Fig.
??, its contrast as measured by eq. (5), will be increased after
gamma correction, as shown in the right side of Fig. ??.

Optimal gamma-transformations and methods for esti-
mating the γ-coefficient applied by a camera while storing
an image have been explored in the past [32, 33]. However,
in this paper we are interested in the visual effect that this
transformation can achieve on a digital image. In this sense,
it is worth noting that gamma correction allows to globally
increase or reduce exposure on a given image. Unfortunately,
the application of eq. (4) leads to a global effect by which
properly-exposed areas of the image become deteriorated,
as shown in Fig. ??. However, as discussed in the next sec-
tion, it is still possible to identify and fuse each of the im-
age areas in order to obtain a fused image containing well-
exposed areas across its entire domain.

3.2. Multi-Exposure Image Fusion

Since its introduction in [34], Multiple Exposure Fusion
(MEF) has been largely investigated. However, the large ma-
jority of MEF algorithms can be grouped into a single frame-
work, that aims at finding the optimal weights Wk in the fol-
lowing formula:

J(x ) =
K
∑

k=1

Wk (x )Ek (x ), (6)

where K is the number of differently exposed available im-
ages Ek (x ), and J(x ) is a globally well-exposed image, result-
ing from the combination of the different correctly-exposed
areas in Ek . Weights Wk are normalized so that

∑

k Wk (x ) =
1 ∀x , in order to keep the intensities of J(x ) in range. Some
variants of this approach avoid pixel-wise weighting by com-
puting block-wise weights Wk , or solve eq. (6) in a trans-
formed domain [35, 36].

Many techniques have been proposed to compute opti-
mal Wk (x ) in eq. (6). Typically a multi-resolution strategy is

applied to avoid blending artifacts. This idea was introduced
in [37]by means of a Laplacian Pyramid decomposition, and
is recurrent in the literature. In [38], contrast, saturation, and
well-exposedness were employed as cues to detect correctly
exposed regions before performing a Laplacian multi-scale
fusion. Also, in [39] gradient information and the structure
tensor were used for the same purposes, and in [40, 41] edge
relevance was taken into consideration for either weighting
image areas or refining initial weight estimates. This can be
achieved by means of different edge-preserving filters, e.g.
bilateral or guided filters.

To avoid the appearance of visual artifacts, the multi-scale
approach for image fusion based on the classical Laplacian
pyramid [42] is also followed in this work. Let us assume that
a set of maps Wk indicating the haze-free areas in each im-
age is already available. Directly combining the input multi-
exposed images into J(x ) following eq. (6) would result in
hard transitions associated to weight maps’ borders. In or-
der to combine different scales together, first a Gaussian pyra-
mid is built for each weight map as:

Wi
k = ds2

�

Wi−1
k

�

, (7)

where ds2[ · ] corresponds to an operator that convolves an
image with a Gaussian kernel, and then downsamples it to
half of its original dimensions. Iterating this process N times
produces a set of progressively smaller and smoother weight
maps {W1

k , W2
k , . . . , WN

k }.
In a similar way, a Gaussian pyramid {E1

k , E2
k , . . . , EN

k } is
built for each of the multi-exposed images Ek . Then, a Lapla-
cian pyramid is constructed for each Ek through the follow-
ing recursive formula:

Li
k = Ei

k −us2

�

Ei+1
k

�

, (8)

where us2[ · ] is an operator upsampling an image to twice its
size. In the above recursion, we define LN

k = EN
k .

Since Li
k (x ) captures the frequency content of the origi-

nal image at scale i , a multi-scale combination of all Ek (x )
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J(x ) =us(m ,n )

�

L1
1(x ) ·W

1
1(x ) + . . .+L1

K (x )W
1
K (x )

�

+us(m ,n )

�

L2
1(x ) ·W

2
1(x ) + . . .+L2

K (x )W
2
K (x )

�

+ . . . (9)

+ . . . +us(m ,n )

�

LN
1 (x ) ·W

N
1 (x ) + . . .+LN

K (x )W
N
K (x )

�

=
N
∑

i=1

us(m ,n )

�

K
∑

k=1

Li
k (x ) ·W

i
k (x )

�

,

where us(m ,n ) is the operator upsampling any given image
to the dimension of Ek . A schematic representation of the
Laplacian decomposition scheme is given in Fig. (3).

It is worth noting that different weight selections Wk in
eq. (6) will lead to distinct multi-scale blending results. How-
ever, even simple choices can produce visually satisfactory
results, as illustrated in Fig. 4. In the next section, a weight
selection suitable for the task of image dehazing will be de-
scribed.

3.3. Image Dehazing by Artificial Multiple Under-Exposed Im-
age Fusion

As illustrated in Fig. (4a), artificially under/overexposing
an image and fusing the results in a multi-scale fashion can
integrate well-exposed areas from each of the source images.
However, for the purposes of this paper, it is of interest to
model the fact that a solution to the haze formation in eq.
(1) must always decrease intensities. For this reason, we pro-
pose to compute only artificially under-exposed images, i.e.
apply only γ> 1 in eq. (4). The global effect of this operation
is a reduction in brightness. Moreover, subsequent applica-
tions of gamma-correction with increasing values of γ can
reveal useful visual information on a hazy image.

With the choice of γ > 1, it can be easily verified that the
dehazed image computed by eq. (6) always fulfills the inten-
sity decrease requirement. Consider a set of under-exposure
factors Γ = {γ1,γ2, . . .γK | γk > 1}. Since I(x ) ∈ [0, 1], then
I(x )γ

k
< I(x ) for every pixel x . Due to the weights in eq. (6)

being normalized to sum up to 1, we have that:

J(x ) =
K
∑

k=1

Wk (x )Ik (x ) ≤
K
∑

k=1

Wk (x )I(x ) = I(x ) (10)

The effect of artificially under-exposing a hazy image is
illustrated in Fig. (5a) and Figs. (5c) to (5l). It can be ap-
preciated that, in a foggy image, well-exposed regions corre-
sponding to areas closer to the camera can be found. More-
over, by artificially under-exposing the initial image, hazy re-
gions lying further away from the observer can be transformed
into well-saturated areas. The main drawback with globally
under-exposing a hazy image is that areas that were initially
of high visual quality in the first place are completely dark-
ened. The goal thus becomes to build a suitable set of weight
maps modeling the presence of fog on each artificially under-
exposed image in order to select from each of them regions
with the minimum haze density. Note that, by considering
the original image also as an input for the fusion stage, the
result of the merging procedure explained below will retain

the ability of keeping regions of the image that were natu-
rally dark in the initial scene. In this way, those regions will
not be discarded and will end up belonging to both the input
image and the dehazed result.

It is well-known that one of the main visual effects of fog
is the loss of contrast and saturation, and this has been widely
exploited in the literature. For instance, the popular Dark
Channel Prior (DCP) imposes that, on a haze-free image, there
must always be a dark pixel in a neighborhood around each
pixel. Thus, the DCP proceeds by computing local minima
both in space and RGB coordinates, building the Dark Chan-
nel image as:

Jdark(x ) = min
c∈{R ,G ,B }

�

min
y ∈Ω(x )

Jc (y )
�

, (11)

where Ω(x ) is a patch centered at pixel x . By imposing
that the Dark Channel image contains only low intensities, it
is possible to maximize both contrast and saturation on hazy
regions. The reason for this is that verifying the DCP on hazy
areas requires a local stretching of values in spatial neigh-
borhoods (thereby expanding local contrast) combined with
a local stretching of values in the RGB space (resulting in a
saturation increase).

However, one of the main disadvantages of the DCP and
its variants is that patch-wise computations are necessary in
order to robustly estimate contrast and saturation. This cre-
ates the need of a costly post-processing of the haze map,
typically achieved by the guided filter or similar techniques.
To overcome these drawbacks, in this paper we simplify the
approach proposed in [38]. In this case, given a source im-
age Ek (x ) = (ER

k (x ), EG
k (x ), EB

k (x )), the contrast Ck (x ) at each
pixel x is measured as the absolute value of the response to a
simple Laplacian filter, while saturation Sk (x ) on each pixel
is estimated by the standard deviation across color channels:

Ck (x ) =
∂ 2Ek

∂ x 2
(x ) +

∂ 2Ek

∂ y 2
(x ), (12)

Sk (x ) =
∑

c∈{R ,G ,B }

�

Ec
k (x )−

ER
k (x ) +EG

k (x ) +EB
k (x )

3

�2

. (13)

Finally, a haze map for each under-exposed image is obtained
by simply combining multiplicatively the contrast and satu-
ration maps:

Wk (x ) =Ck (x ) ·Sk (x ) (14)

The resulting weights are inserted in eq. (6) and the Lapla-
cian multi-scale fusion described in the previous section is
performed. This results in a haze-free image integrating well-
contrasted regions with rich colors from each source image,
as illustrated in Fig. 5b.
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Figure 3: Laplacian pyramid decomposition scheme for the fusion of the multiply-exposed images in Figs. (??) and (??).

It can be experimentally verified that when the input hazy
image contains few well-contrasted regions, over-exposed
images can sometimes produce too dark results. In order
to incorporate further contrast in the dehazed result without
introducing many extra parameters in the proposed method,
a simple contrast-enhanced version of the input image can
be added to the original set of artificially under-exposed im-
ages. In this case, the popular Contrast-Limited Adaptive
Histogram Equalization (CLAHE, [43]) was selected. This al-
gorithm depends on a ßingle relevant parameter, the clip-
range (amount of local contrast increase that the user de-
cides to allow), and can typically produce over-enhanced re-
sults. An example of the application of this extended scheme
is presented in Fig. (6). It can be appreciated how the lo-
cal histogram equalization alters the appearance of regions
in the image that were not suffering from contrast or satu-
ration loss, mainly the areas closer to the camera. On the

other hand, the contrast provided by CLAHE in far away ar-
eas of the scene is effectively incorporated in the final result
on Fig. (6b). Also, the under-exposed images in Figs. (6d),
(6e), and (6f) contribute to add properly saturated regions
coming from the mid-range depth of the scene into the final
result.

4. Experimental Results

In this section we provide extensive evaluation of the per-
formance of the proposed Artificial Multiple Exposure Fu-
sion technique (referred to as AMEF from here on) for the
task of image dehazing, both in terms of subjective and quan-
titative evaluation.

(a) (b)

Figure 4: (a) Result of fusing the image in Fig. (??) and the artificially exposed images in Figs. (??) and (??) with weights Wk consisting of measuring at each
pixel contrast as the absolute value of each image’s Laplacian. (b) Zoomed-up detail, both regions are correctly exposed.
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(a) (b)

(c) (d) (e) (f) (g)

(h) (i) (j) (k) (l)

Figure 5: (a) Hazy image (b) Result of fusing multiple under-exposed versions of (a). (c)–(g) Progressively artificial under-exposing of the image in (a). (h)–(l)
Zoomed-up details of: left) an initially hazy region that becomes better exposed right) an initially well-exposed region that becomes excessively under-
exposed.

4.1. Parameters Setting

The proposed AMEF technique for image dehazing has
few parameters that need to be adjusted. One of these is
the amount of contrast the user allows to be increased in the
adaptive histogram equalization image that complements the
artificially under-exposed set of images, as explained above.
A qualitative analysis of the influence of this parameter is
provided below.

Concerning the remaining parameters, the selected set
of artificial exposures was fixed as γ ∈ {1, 2, 3, 4, 5} in the be-
ginning of the experimental evaluation. Likewise, the smooth-
ing kernel in eqs. (7) and (8) was set to a conventional sep-
arable filter given by G = [1/16, 1/4, 3/8, 1/4, 1/16], and the
number of levels N in the pyramid decomposition, which
was automatically selected following the suggested method

in [38] as L = log(min(m , n ))
log(2) , for an input image of size m ×

n . Every result shown in this paper is obtained under this
generic configuration.

Regarding the range of values that the adaptive histogram
equalization is allowed to increase/decrease (clip-range, de-
noted c in the following), Fig. 7 shows a set of examples on
which AMEF is computed with an increasing range of clip-

range values, varying from c = 0.03 to c = 0.2. It can be ob-
served how the contrast in the resulting dehazed image can
be progressively increased by allowing a larger c value. Un-
fortunately, specifying a too high value of c may sometimes
lead to a clear over-enhancing that, even if increasing vis-
ibility, may slightly distort the color distribution of the in-
put hazy scene. It is worth noting, however, that even for
small values of c AMEF already shows excellent fog removal
capabilities. On the other hand, large values of c still share
these capabilities but may modify regions that are close-by
to the observer and need no enhancement. A safe choice of
c balancing contrast enhancement with color preservation
was experimentally found to be c = 0.10. This value provides
good results and has been fixed in order to generate the de-
hazed images for the next section.

4.2. Subjective Evaluation

As a first example, in order to visually demonstrate that
AMEF shares the same dehazing capabilities as the most well-
performing fog removal techniques in the literature, an im-
age of a hazy stadium is shown in Fig. 8. In this case, it
can be seen that the methods with higher fog-removal abil-
ity are the DCP in Fig. (8g) and AMEF in Fig. (8i). More-
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(a) (b)

(c) (d) (e) (f)

Figure 6: Extraction of different regions from multiply-exposed areas of the input image and from its adaptively histogram-equalized version. (a) Input hazy
image (b) Result of the proposed technique (c) Result of applying Contrast-Limited Adaptive Histogram Equalization to (a) (d)-(f) input image under-exposed
with (d) γ= 2 (e) γ= 3 (f) γ= 4.

over, zoomed-up details of a far-away region within the sta-
dium are provided in order for the reader to appreciate the
effect of different dehazing techniques. From these cropped
regions, it can observed in Fig. (8e) that the method pro-
posed in [9], based on the Color Attenuation Prior, exhibits
lower dehazing power than the DCP and AMEF. In addition,
the technique from [44], which is an extension of the DCP,
introduces in this case an unrealistic color shift, as can be
seen in Fig. (8f). Lastly, the artifact-free dehazing technique
proposed in [23] recovers a high saturation, but at the cost of
losing some contrast and producing slightly blurred details,
as observed in Fig. (8k).

A hazy scene depicting a street with fading visibility in
the bottom is presented in Fig. (9). In this case the Bayesian
defogging [45]and contrast maximization [12]methods seem
to recover more contrast at the bottom of the scene. Unfor-
tunately, this comes at the cost of a clear overenhacement
and unnatural color distortions, as can be appreciated in the
pavement color nearby the camera, which is substantially
darkened. The machine-learning based technique from [46]
manages to obtain a good detail visibility across the image,
but the colors of closer objects are slightly distorted, whereas

the artifact-free dehazing approach of [23] produces again
slightly blurred results. On the other hand, the DCP [8] and
the Color Attenuation Prior technique [9], together with AMEF,
are the techniques that better preserve the aspect of haze-
free areas while retrieving more visibility.

In the next example, a hazy landscape is shown in Fig.
(10). In this case, it can be appreciated that AMEF is capable
of avoiding some of the color artifacts affecting other dehaz-
ing techniques, typically appearing when there is a varying
illumination affecting the imaged scene. In this scene, the
sun lies behind the clouds in the top rightmost area of the
image in Fig. (10a). Its presence introduces a slowly-varying
illumination that clearly affects the result in Fig. (10c), ob-
tained by the technique proposed in [47], which estimates
the transmission by means of a series of median filters. The
same happens to the results shown in Figs. (10e) and (10f),
produced respectively by the technique from [44] and the
Optimized Contrast Enhancement approach of [48]. These
two methods create artificial colors around the sun’s posi-
tion and across the rest of the image.

The landscape example of Fig. (10) is particularly rele-
vant for the qualitative evaluation of different dehazing tech-
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(a) (b) (c)

(d) (e) (f)

Figure 7: Influence of the clip-range parameter c on the behavior of the proposed technique. (a) Hazy landscape (b)–(f) Result of dehazing with (b) c = 0.003
(c) c = 0.005 (d) c = 0.010 (e) c = 0.015 (f) c = 0.020.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 8: (a) A hazy stadium, and the results of processing it with the techniques introduced in: (b) Color Attenuation Prior [9] (c) Boundary-Constrained
Contextual Regularization [44] (g) Dark Channel Prior [8] (h) Artifact-free dehazing [23] (i) AMEF. (d)–(f) and (j)–(l) contain zoomed-up details of the result
produced by the respective techniques.

niques, because the scene contains a large portion of sky, which is a well-known typical failure case for most fog re-
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9: (a) Hazy street scene, and (b)–(h) the results of processing it with the techniques introduced in: (b) Bayesian Defogging [45] (c) Contrast Maximiza-
tion [12] (d) FADE [46] (e) Artifact-free dehazing [23] (f) DCP [8] (g) Color Attenuation Prior [9] (h) AMEF.

moval methods. This is specially the case for those tech-
niques operating through patch-wise computations. For this
reason, even the DCP technique cannot succeed in augment-
ing the visibility of the mountains that appear in the hori-
zon, producing a yellowish unnatural chromatic artifact, as
illustrated in Fig. (10g). It is worth noting that the Guided
Filter-based technique from [49] and AMEF can both han-
dle better the sky region without creating that kind of arti-
fact. At the same time, both methods considerably increase
the visibility of far away areas. However, the former achieves
this at the cost of losing brightness in the closer areas of the
scene, which become too dark and unnaturally saturated, as
seen Fig. (10b). On the contrary, AMEF behaves satisfacto-
rily, handling correctly both far-away and close-by regions,
as shown in (10h). In this example it can also be observed
that, thanks to the contribution of the Contrast-Limited Adap-
tive Histogram Equalization, even areas of the input that were
initially under-exposed – see bottom part of Fig. (10a) – can
also be enhanced by AMEF.

4.3. Quantitative Evaluation

There exist two main ways to provide an objective evalu-
ation of a dehazing technique. First, a full-reference score
can be employed to compare a foggy image with a corre-
sponding haze-free image acting as ground-truth. Second, a
no-reference image quality metric can be applied to quantify
the level of enhancement that a given method achieves. In
the next sections we follow these two types of performance
analysis, providing comparisons of the proposed AMEF tech-
nique with a wide range of other image dehazing approaches.

4.3.1. Full-Reference Image Quality Assessment
For the computation of a full-reference quality score, it

is assumed that hazy images with corresponding haze-free

versions are available. After the hazy image has been pro-
cessed, it can be compared with the undegraded image in
order to understand if contrast at foggy areas has been prop-
erly increased. Unfortunately, it is extremely difficult to ob-
tain clean and corresponding weather-degraded images of
the same scene. Even if a camera acquires pictures of a scene
under varying weather conditions, external factors, such as
the illumination or moving objects, may render a full-reference
comparison in this scenario useless.

In order to enable a full-reference performance compar-
ison of AMEF with different dehazing techniques in terms
of the degree of retrieved contrast and saturation, we follow
the same approach as in [51, 52, 53], i.e. we build a dataset
of images in which synthetically generated fog is added. To
achieve this, the LIVE Color+3D Database is used [54], since
it contains ground-truth depth information. This data was
obtained with a range scanner and a digital camera mounted
on top of it. The database includes twelve different scenes
together with corresponding real depth data for each of them.

For the injection of realistic fog layers on top of the LIVE
Color+3D images, we employed the software provided in [51]
to synthesize haze in four different variants. This is accom-
plished by a modification of eq. (1) to introduce variabil-
ity on its different terms. In this way, random Perlin noise
is added to the transmission t (x ) and the airlight A. The
resulting dataset, referred to as LIVE-hazy in the following,
contains a foggy version for each image in LIVE Color+3D,
namely: 1) homogeneous airlight and transmission fog, het-
erogeneous airlight and homogeneous transmission fog, ho-
mogeneous airlight and heterogeneous transmission fog, and
heterogeneous airlight and transmission fog. A sample of an
image in LIVE Color+3D and the corresponding foggy im-
ages generated with these four different haze types is pro-
vided in Fig. 11.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 10: (a) Hazy mountains image (b)-(h) Processed by the techniques introduced in (b) Guided Joint Bilateral Filter [49] (c) Fast median filter for trans-
mission estimation [47] (d) Haze-relevant Features [16] (e) Boundary-Constrained Contextual Regularization [44] (f) [48]Optimized Contrast Enhancement
(g) DCP [8] (h) AMEF. Original hazy scene and all processed images were extracted from [50].

(a)

(b) (c)

(d) (e)

Figure 11: (a) Original Image (b) Homogeneous Fog added (c) Fog of heterogeneous airlight added (d) Fog of heterogeneous attenuation added (e) Fog of
both heterogeneous airlight and attenuation added.

Next, AMEF is compared versus several current state-of-
the-art dehazing techniques. In this analysis, the following
methods are included: 1. Dark Channel Prior (DCP) [8], 2. En-
hanced Variational Image Dehazing (EVID) [52], 3. Fusion-Based
Variation Image Dehazing (FVID) [22], 4. Fast Visibility Restora-
tion (FVR) [47], 5. Boundary-Constrained and Contextual Reg-
ularization (BCCR) [44], 6. Density of Fog Assessment-based
Defogger (DEFADE) [46], 7. Color Attenuation Prior (CAP)
[9], 8. Robust Artifact Suppression Dehazing (RAS) [23]. A
comparison with Contrast Limited Adaptive Histogram Equal-
ization (CLAHE) [43] is also performed, since it is of inter-
est to observe if AMEF can obtain better performance than
a technique that is included into the set of images that it
combines. For CLAHE, Matlab R© implementation with de-
fault values (clip range c = 0.01) was applied.

After dehazing all the 48 synthetic foggy images with AMEF
and the aforementioned image dehazing techniques, the well-

known Structual Similarity error [55] between the reference
image and the dehazed one is computed. In this case, we
found that a well-performing clip-range parameter for AMEF
was c = 0.03. The mean SSIM error for all images is reported
in Table 1. It can be appreciated that AMEF is capable of
removing fog of different types to the same extent as other
popular image dehazing techniques, obtaining the second
best average SSIM error, only behind the DCP technique. It
is also worth noting the large difference in performance, be-
tween CLAHE and AMEF, which verifies that the combina-
tion of a contrast-enhanced image and the set of multi-exposed
images performs much better than simple local contrast en-
hancement.

4.3.2. No-Reference Image Quality Assessment
A wide range of no-reference image quality assessment

scores is available in the image processing literature, either
generic or designed to measure different image degradations.
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Table 1: SSIM performance comparison of AMEF and other image dehazing techniques on the LIVE-hazy dataset. Results
sorted in ascending performance. Best method is marked green, second best is marked orange, and third best is marked red.

Method Mean SSIM Error Short Explanation

RASD [23] 0.507 Robust Artifact-Supression Dehazing

CLAHE [43] 0.671 Contrast-Limited Adaptive Histogram Equalization

CAP [9] 0.708 Imposes Color Attenuation Prior

DEFADE [46] 0.716 Learned Model of Fog presence + Fusion Scheme

FVID [22] 0.762 Fusion of the Iterates from EVID

FVR [47] 0.774 Fast Median Filter for Transmission Estimate

EVID [52] 0.780 Iterative Variational Image Dehazing

BCCR [44] 0.792 Contextual Transmission Regularization

DCP [8] 0.807 Imposes Dark Channel Prior

AMEF 0.795 Artificial Multiple Exposure Fusion.

However, it has been recently shown in [50] that most of these
quality metrics fail to capture the subjective opinion of hu-
man observers regarding image appearance when evaluat-
ing image dehazing techniques. Accordingly, to evaluate the
dehazing capability of different techniques when compared
to AMEF, we apply the Fog Aware Density Evaluator (FADE)
metric, introduced in [46], which is specifically designed for
assessing image dehazing techniques. FADE is a learned qual-
ity metric, supported by the computation of a set of fog-aware
features across two sets of images, foggy and fog-free, each of
them containing 500 images. We selected the first set of hazy
images on which FADE was trained to compare the perfor-
mance of the different techniques. This dataset is publicly
available 1. Results of the mean FADE values scored across
the considered 500 images, after processing them with the
same set of dehazing techniques as in previous section, are
shown in Table 2.

First, it is important to remark that the best-performing
clip-range value for AMEF in this case was found to be c =
0.20. However, it must be noted that the FADE metric tends
to slightly reward an increased saturation, which agrees with
the better-performing greater clip-range value. Second, an
analysis of the performances reported in Table 2 reveals that
CLAHE performs substantially worse than AMEF also by this
metric, obtaining even a lower score than the original hazy
images, which confirms that simple local contrast enhance-
ment is not enough to remove fog effects. Also, it is impor-
tant to emphasize that the best performing technique un-
der the FADE metric is the DEFADE method [46]. This is a
machine learning technique that was trained employing the
same dataset on which these scores are computed. As a con-
sequence, it is natural to expect a particularly good perfor-
mance of DEFADE regarding this quality score. In this case,
AMEF scores again the second best position, verifying its good
dehazing capability also when measured by a specialized no-
reference quality metric.

1Accessible at http://live.ece.utexas.edu/research/fog/
fade_defade.html

For reference, we also include in Table 2 the result of com-
puting a no-reference quality metric designed for generic nat-
ural images, CORNIA (Codebook Representation for No-Reference
Image Assessment) [56]. In this case, we did not modify the
default value of the clip-range parameter, which was kept as
c = 0.10. We can see that AMEF still performs among the
best top image dehazing algorithms, ranking in the third po-
sition.

4.4. Computational Performance Analysis

One critical aspect of image dehazing techniques is the
execution time the algorithm needs in order to process an
image. In this section we provide a computational perfor-
mance study to demonstrate the ability of AMEF to remove
haze efficiently. In this analysis we consider some of the de-
hazing techniques mentioned in Section 4.3.1. In addition,
we incorporate to the analysis the Image Dehazing by Multi-
Scale Fusion (MSF) technique from [21], the Visibility in Bad
Weather (VBW) method from [12], the Single Image Dehaz-
ing (SID) technique introduced in [57], the Color-Lines (C-
Lines)approach from [13], the Non-Local Image Dehazing
(NLID) technique proposed in [14], the Haze-Relevant Fea-
ture analysis (HRF) method from [16], and the Dehazenet
Convolutional Neural Network (DHZNet) introduced in [18].
The resulting execution times for all these different techin-
ques, extracted from [15]2, are reported in Table 3.

4.5. Robustness to JPEG compression artifacts

Another key aspect of image dehazing techniques is their
ability to deal with compression artifacts that typically ap-
pear on large bright areas with few contrast, e.g. white build-
ings, portions of sky, etc. This is a typical failure scenario
for image dehazing techniques that carry out a per-patch

2Experiments in this reference were run using a desktop with a Xeon
E5 3.5GHz CPU and 16GB of RAM. Runtimes for FVID and AMEF were ob-
tained by running the methods locally, in a desktop computer of the same
specifications.
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Table 2: Quantitative results of the FADE score on a dataset of 500 hazy images. A lower FADE score implies less quantity of
fog. Best method is marked green, second best is marked orange, and third best is marked red.

Method None CLAHE [43] CAP [9] FVID [22] DCP [8]

FADE 1.6335 1.850 1.048 0.930 0.870

CORNIA 22.002 23.329 28.538 29.486 23.592

Method FVR [47] EVID [52] RASD [23] BCCR [44] DEFADE [46] AMEF

FADE 0.748 0.691 0.625 0.564 0.517 0.5597

CORNIA 24.002 23.707 32.069 35.264 24.057 30.156

processing, like the Dark Channel method [8], and several
fog removal methods specifically dealing with this issue have
been proposed before. In [58], the authors applied an initial
texture-structure decomposition of the hazy image and de-
hazing was only performed in the structure layer. In [23], the
authors noticed that the technique proposed in [58] could
remove compression artifacts but it was unable to handle
other kinds of degradation typical of image dehazing pro-
cesses, like color shifting or color aliasing. A new technique
was proposed to deal with these artifacts, consisting of im-
posing a Generalized Total Variation regularization on the
depth map of the scene in order to obtain transmission maps
on which object surfaces were smooth whereas depth jumps
corresponded to strong edge discontinuities. The method
could this way remove typical JPEG artifacts that arise as a
consequence of trying to unnecessarily boost contrast on large
texture-less areas.

In Fig. 12, we show an example of a challenging image,
in which there is a large region of sky and also white build-
ings. The result of the Dark Channel method and of the tech-
niques from [58, 23] is compared with the output of AMEF.
We can clearly see in Figs. 12b and the zoomed-up detail on
Fig. 12g that the Dark Channel Prior, when imposed on such
areas, makes JPEG artifacts much more visible and also in-
troduces a color shift in the sky area, while at the same time
being slightly unable to recover the contrast of the white fa-
cade, where some windows disappear. On the contrary, the
technique from [58] is capable of reducing the compression
artifacts, although the color shift persists, as observed in Fig.
12h. This inability of the method from [58] to remove color
shift degradation was already noticed and dealt with in [23].
The image dehazing from this work obtains a better result
in terms of color and compression artifacts in this case, see
Figs. 12d and 12i. Unfortunately, due to the Total Variation

Prior imposed in the result, much of the detail in the building
facade is removed, and only prominent edges are preserved.
When compared with these, the result produced by AMEF is
more satisfactory: higher visibility is retrieved in the build-
ings’ region, whereas no color shift is introduced, and the
compression artifacts produced by the Dark Channel Prior
are removed in this case, as can be seen in Figs. 12e and 12j.

5. Conclusions and Future Work

A new image dehazing technique, termed AMEF, has been
developed. AMEF is based on the multi-scale fusion of a set
of progressively over-exposed versions of the initial hazy im-
age. It is important to notice that other fusion-based ap-
proaches to image dehazing have been proposed in the past,
namely [21]or [22]. In comparison to these techniques, AMEF
can perform fog removal by considering simpler visual fea-
tures from the input image: AMEF considers only contrast
and saturation as quantities of interest, while [22] combines
partial images coming from a computationally expensive ex-
ternal iterative process that minimizes a separate image en-
ergy, and [21] is supported by the estimation of luminance,
chromaticity, and visual saliency maps from a hazy image.
In addition, AMEF is partially inspired on a haze image for-
mation model to select the images that are fed to the a multi-
scale fusion process, while avoiding to invert said model. Since
a hazy image contains brighter intensities with loss of con-
trast and saturation, AMEF is designed to find better con-
trasted/saturated regions from artificially under-exposed ver-
sions of the input image. As a consequence of these char-
acteristics of the proposed algorithm, we obtain an image
dehazing technique that can produce images of improved
quality, and in a more efficient way: AMEF is the fastest among
all the techniques considered in this paper, including fusion-
based approaches. AMEF has been validated extensively through

Table 3: Average runtime tested on images of 720×480 resolution. Fastest method is marked green, second fastest is marked
orange, and third fastest is marked red.

Method MSF [21] VBW [12] SID [57] DCP [8] FVR [47] FVID

Runtime 3.0 3.3 141.1 20 12.8 30.0

Method BYD [45] BCCR [44] C-Lines [13] NLID [14] HRF [16] DHZNet [18] AMEF

Runtime 124.2 1.0 1.9 1.8 10.4 1.7 0.7
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 12: (a)Input hazy image containing a large piece of sky and several white buildings. (b)–(e) Processed by the techniques introduced in (b) [8] (c) [58]
(d) [23] (e) AMEF (f)–(j) Zoomed-up details where the reader can appreciate the ability of each method to handle compression artifacts while still producing
an appropriate amount of contrast on hazy areas.

a series of qualitative and quantitative experiments, reveal-
ing that it competes well and can outperform most current
state-of-the-art techniques. The method has been shown to
be robust, efficient, and capable of correctly removing the
visual effect of haze on images acquired under a variety of
bad-weather conditions, correctly handling compression ar-
tifacts.

AMEF exhibits a good performance for the task of im-
age dehazing. However, the idea of generating artificially ex-
posed versions of a poor-quality image and merge them into
an output of better visual quality is not limited to the task of
fog removal. Other image processing problems, such as un-
even illumination compensation, may benefit from a simi-
lar approach. Moreover, the applied multi-scale Laplacian
image fusion scheme is a basic technique within the field of
multiple-exposure image fusion, and more advanced meth-
ods could be explored to further improve performance or in-
vestigate other applications.
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