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a b s t r a c t

Optimization plays a pivotal role in computer graphics and vision. Learning-based optimization algo-
rithms have emerged as a powerful optimization technique for solving problems with robustness and
accuracy because it learns gradients from data without calculating the Jacobian and Hessian matrices.
The key aspect of the algorithms is the least-squares method, which formulates a general parametrized
model of unconstrained optimizations and makes a residual vector approach to zeros to approximate a
solution. The method may suffer from undesirable local optima for many applications, especially for point
cloud registration, where each element of transformation vectors has a different impact on registration.
In this paper, Reweighted Discriminative Optimization (RDO) method is proposed. By assigning different
weights to components of the parameter vector, RDO explores the impact of each component and the
asymmetrical contributions of the components on fitting results. The weights of parameter vectors are
adjusted according to the characteristics of the mean square error of fitting results over the parameter
vector space at per iteration. Theoretical analysis for the convergence of RDO is provided, and the benefits
of RDO are demonstrated with tasks of 3D point cloud registrations and multi-views stitching. The exper-
imental results show that RDO outperforms state-of-the-art registration methods in terms of accuracy
and robustness to perturbations and achieves further improvement than non-weighting learning-based
optimization.

� 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Mathematical optimization plays an essential role in solving
many computer graphics and vision problems [1–3]. Gradient-
based algorithms are widely used for solving various optimization
tasks, such as gradient descent for multi-view reconstruction [4]
and object tracking [5], Gauss–Newton for face alignment [6] and
surface fitting [7], Levenberg–Marquardt for structure frommotion
[8], and Conjugate Gradient for surface reconstruction [9]. New-
ton’s algorithm [10], one of the gradient-based optimization algo-
rithms, is a very powerful technique due to its quadratic
convergence. Nevertheless, Newton’s algorithm requires cost func-
tions to be twice differentiable and the Hessian matrix needs to be
positive definite. The computational cost for obtaining the second-
order gradient information for the Hessian matrix makes the
method not feasible in many cases. Therefore, in order to achieve
fast computation time for large and complicated problems, many
researchers have been using Quasi-Newton methods [11,12] to
generate an estimation of the inverse Hession matrix for finding
the local maxima or minima of functions. However, the lack of pre-
cision in the Hessian estimation may lead to slow convergence.
Another potential disadvantage of the Quasi-Newton method (such
as Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS)) is that
storing the inverse Hessian approximation takes a large memory
space, which could be detrimental for solving large complex tasks.
Limited-memory BFGS (LBFGS) as the variant of BFGS method, only
stores a set of vectors and calculates a reduced rank approximation
to the Hessian approximation, which needs much less memory to
operate. Nevertheless, the amount of storage required by LBFGS
depends on the parameter setting which determines the number
of BFGS corrections saved. Using traditional gradient-based meth-
ods for visualization tasks poses particular challenges because of a
large number of parameters and the high complexity of Hessian
matrix inversion, with the ample storage required for the inverse
Hessian approximation. Learning-based algorithms are proven to
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be efficient in overcoming the limitations since the gradient direc-
tions can be learned without calculating the Jacobian matrix or the
Hessian matrix. For example, the Supervised Descent Method
(SDM) [13,14] learns a sequence of linear maps as gradient direc-
tions through minimizing nonlinear least-squares functions in a
feature space, which avoids the expensive computation of the Jaco-
bian and Hessian metrics. The Discriminative Optimization (DO)
method [15] learns a sequence of maps that update a set of param-
eters to a stationary point from the training data and mimics gra-
dient descent without the explicit modeling of cost functions. The
critical insight of these learning-based algorithms is that the
updating gradients are learned by approaching the currently esti-
mated parameter vectors towards the ground truth. Although the
key insight of learning-based algorithms avoids calculating the
Jacobian and Hessian metrics, it ignores the different impact of
each component of parameter vectors on fitting results. For point
cloud registration, the element of parameter vectors plays a differ-
ent role in the registration process, as shown in Fig. 1. Fig. 1 shows
that the approximation of the norm of residual vectors to mini-
mum does not represent the best fitting between the matching
models, and the components of the parameter vector have differ-
ent impacts on the final fitting results.

In this paper, we propose a new method-Reweighted Discrimi-
native Optimization (RDO), to address the issue of asymmetrical
contributions of the components of the parameter vector on fitting
accuracy. Our new method assigns different weights to compo-
nents of parameter vectors in each iteration to emphasize the
impact of each component on the fitting results. It is worth noting
that our method is different from the Iterative Reweighted Least
Squares (IRLS) [16]. IRLS attains weights through an M-
estimation criterion to emphasize specific components or the
range of equations, where the weighting matrix of ‘2 norm is an
identity matrix. When IRLS is applied to point cloud registrations
to reduce the influence of outliers [17], the M-estimator of IRLS
acts on the coordinates of points directly. Our RDO approach, how-
ever, utilizes the characteristics of fitting errors to adjust the
weights which are assigned to the components of parameter
vectors.
Fig. 1. Registration results with different transformation parameter vectors x̂k; k 2 1;2 �f
dark-green represents the original model (the parameter vector x� ¼ 06) and the dot
transformed models. It can be seen that each component of the parameter vector can h
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More specifically, our aim is the accurate estimations of param-
eter vectors through reweighting the different components of
parameter vectors in the learning process. We demonstrate the
potential of RDO in handling challenging visualization tasks
including 3D point cloud registration and multi-view stitching.
Experimental results show that RDO outperforms the state-of-
the-art algorithms in terms of robustness and accuracy on syn-
thetic data sets and range-scan data sets.

Section 2 reviews the work on point cloud registration 2.1 and
supervised sequential update (SSU) methods 2.2. Section 3 intro-
duces our framework and theoretical analysis of RDO. Finally, we
demonstrate the better performance of RDO through the experi-
ments of 3D registration and multi-view stitching in Section 4.

2. Previous work

2.1. Point cloud registration

Point cloud registration is a process of associating two sets of
data into the same standard coordinate system, a common task
in computer vision and graphics (e.g., objects reconstruction,
object tracking, etc.). Iterative closest point (ICP) algorithm [18]
is the most commonly used method for registration, which finds
the best transformation parameters of a group of 3D points
through rigid transformation and continuous iteration to minimize
the difference between the two point clouds. Due to their concep-
tual simplicity, high usability and good performance in practice,
ICP and its variants are popular methods and have been success-
fully applied in numerous real-world tasks [19–22]. However,
ICP-based methods are sensitive to outliers and need the initializa-
tion to be as close to the optimal solution as possible to avoid a bad
local minimum. Iteratively Reweighted Least Squares (IRLS) [17]
uses various cost functions to improve the robustness to outliers
and avoid bad local minima. On the other hand, Normal Distribu-
tion Transformation (NDT) [23] applies a statistical model to match
3D point clouds. Coherent Point Drift (CPD) [24] achieves point
clouds registration based on a Gaussian mixture model, which
moves the Gaussian mixture model centroids coherently as a group
to preserve the topological structure of the point sets. Bayesian
� �6g. x̂k is the k-th column of the diagonal matrix with diagonal elements of 0.1. The
ted rectangles show the obvious difference between the original model and the
ave different impact on the final registration error.



1 SEð3Þ ¼ T ¼ R t
0T 1

� �
jR 2 SOð3Þ; t 2 R3

� �
� R4�4, where SOð3Þ is the 3D rotation

roup.
2 seð3Þ ¼ n ¼ /q½ �j/̂ 2 soð3Þ;q 2 R3

n o
� R6�1, where soð3Þ is the corresponding Lie

lgebra of group SOð3Þ and /̂ is a rotational skew-symmetric matrix composed of the
lements in vector /.
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Coherent Point Drift (BCPD) [25] formulates CPD in a bayesian set-
ting and replaces the motion coherence theory in CPD with baye-
sian inference.

In principle, these algorithms achieve point cloud registration
through casting the registration as an optimization problem, using
the feature information of point clouds to devise objective func-
tions, adding regularization terms or constraints to objective func-
tions to improve the robustness. However, the specific designing of
objective functions of the above algorithms limits the performance
of algorithms on registration with a certain perturbation. For
example, ICP and IRLS are sensitive to outliers, and the size of
the subdivided cells constrains the performance of NDT. CPD and
BCPD have low robustness to the registration with occlusion due
to coherently moving. Besides, adding additional regularization
terms will increase the complexity of optimization models, making
it challenging to calculate the derivation of objective functions.
Although gradient descent and its variants, such as Newton’s
method and Quasi-Newton method are commonly used to search
optimal solutions of optimization models [26–28], there are a
number of challenges in obtaining the optimal gradient informa-
tion of objective functions, such as the learning rate of the gradient
descent is not optimal, the gradient information is not readily
available [29], the Hessian matrix may not be positive definite, or
convergence rate is slow.

2.2. Supervised sequential update (SSU) methods

Addressing the challenges in calculating the gradient informa-
tion of objective functions, learning-based optimization leverages
supervised sequential update (SSU) methods to learn a sequence
of regressors to mimic the gradient directions of objective func-
tions. A cascaded pose regression was proposed in [30] to compute
2D object poses in images. Similarly, a cascaded regression
approach [31] was derived from a Gauss–Newton solution to
address a nonlinear least squares problem, where the descent
direction is a sequence of averaged Jacobian and Hessian matrices
learned from data. Cao [32] has developed an ‘‘Explicit Shape
Regression” method for face alignment by learning a vectorial
regression function to infer the whole facial shape from images
which explicitly minimizes the alignment error over the training
data. Tuzel [33] proposed a learning-based tracking algorithm
combined with object detection, where the descent direction was
represented by a linear regression function. SDM [13,14] learns a
sequence of regression matrices to update shape parameters based
on image features at per iteration. DO [34,15] utilizes the least-
squares method to attain a sequence of regression matrices that
are mapped to the feature of data sets to get the final parameter
vectors. The aforementioned works learn a fixed regression or a
sequence of regressions based on data features by making the esti-
mated parameter vectors approach to ground truths at per itera-
tion, which avoids calculating the Jacobian and Hessian matrices
and improves the robustness of algorithms with the presence of
various perturbations. However, that the ‘2 norm of the residual
vector approaches to 0 does not represent the best fitting between
the estimated and real models because different components of
parameter vectors have various impacts on fitting results, as
shown in Fig. 1.

In this paper, we propose a Reweighted Discriminative Opti-
mization (RDO) method, which assigns different weights to com-
ponents of parameter vectors to ensure better fitting results. It is
worth noting that the weights in our method are learned according
to the characteristics of fitting errors, and the weights work
directly on the parameter vectors. Our method is different from
the IRLS [16], in which the weights are obtained via the M-
estimation criterion and act directly on the model coordinates
rather than the transformation parameter vectors.
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3. Reweighted Discriminative Optimization

3.1. Motivation from SSU methods

Supervised sequential update (SSU) algorithms predict a set of
parameters by sequentially refining previously estimated parame-
ters. The refinement is performed by establishing a sequence of
regressors to update the parameters. The specific refinement pro-
cess can be cast as follows:

xtþ1 ¼ C xt ;Ftþ1 � hðxtÞð Þ ð1Þ
where xt 2 Rp is the estimated parameter vector at time t,

h : Rp ! Rf extracts features from the input data, Ftþ1 : Rf ! Rd is
a regressor that maps the feature h xtð Þ to an update vector,

C : Rp � Rd ! Rp is the operator working on the parameter xt and
the update map Ftþ1 � h.

The regressor Ftþ1 can be attained by minimizing the residual
vector of the estimated vector xtþ1 and the ground truth x�.

Ftþ1 ¼ min
F̂

XN
i¼1

xi
tþ1 � xi

�
�� ��2

2 ¼ min
F̂

XN
i¼1

C xi
t; F̂ � hðxi

tÞ
� �

� xi
�

��� ���2

2

ð2Þ
where N is the number of samples.

Discriminative optimization (DO) algorithm as an advanced SSU
algorithm has been applied in 3D point cloud registration. In DO,
the refinement process mentioned in Eq. (1) is cast as follows:

C xt; Ftþ1 � hðxtÞð Þ ¼ xt � Ftþ1 � h xtð Þ
Learning the regressor Ftþ1 is posed as the process of approach-

ing the currently estimated vector xtþ1 to the ground truth x�, as
shown in Eq. (2). Our method RDO can be regarded as an extension
to the DO framework to some extent.

3.2. Motivation from point cloud registration

Let M; S be two point sets in a finite-dimensional real vector
space R3, which contains Nm and Ns points respectively. Point cloud
registration is to find a spatial transformation T to be applied to the
scene set S such that the difference between S and the model set M
is minimized. The rigid rotation matrix is not closed with respect to
addition, which limits the direct derivation of the objective func-
tion to the rotation matrix. To overcome this challenge, Lie group
SEð3Þ1 is used to represent the transformations in 3D space [35] so
that the 3D point cloud registration can be turned into an optimiza-
tion problem over the Lie algebra seð3Þ,2 where parameter vectors
xtþ1;x� 2 R6.

Assume x� ¼ 06;xtþ1 ¼ x̂k; x̂k is the k-th column of the diagonal
matrix A.

A ¼

0:1 0 0 0 0 0
0 0:1 0 0 0 0
0 0 0:1 0 0 0
0 0 0 0:1 0 0
0 0 0 0 0:1 0
0 0 0 0 0 0:1

2
666666664

3
777777775

¼ x̂1; x̂2; x̂3; x̂4; x̂5; x̂6½ �
For any x̂k; k 2 1;2 � � �6f g, the ‘2 norm of the residual vector
g

a
e
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x� � x̂kk k22 is 0.01. Each x̂k as the parameter vector is applied to reg-
ister the hand model, and the registration results are shown in
Fig. 1.

Fig. 1 shows that although the norms of residual vectors

x̂k � x�k k22 reach the same value 0.01, the mean squared errors of
the registration results are different, which means that the compo-
nents of a parameter vector have different impacts on the registra-
tion results.

Fig. 2 illustrates the impact of each component of parameter
vectors on transformation. x̂k; k 2 1;2;3f g represent the rotations
along with the x-axis, y-axis, and z-axis. x̂k; k 2 4;5;6f g show the
translation. It can be seen that each component plays a different
role in transforming the dark-green plane. Combining with Fig. 1,
we can find that although the components of parameter vectors
have changed on the same scale 0.1, the registration error is differ-
ent, and the x̂k; k 2 1;2;3f g is more robust with regard to perturba-
tions than translation. Therefore, the goal of RDO is to improve the
robustness of translation to perturbations andmaintain the robust-
ness of rotation.

To reduce the registration error and improve robustness while
the estimated parameter vector xtþ1 is approaching the ground
truth x�, RDO assigns different weights to the components of the
parameter vectors to emphasize the influence of each component
of the vectors on the final registration results.
3.3. Sequence of update maps

Let h : Rp ! Rf be a function that encodes features of a data set,

and Dtþ1 2 Rp�f be a matrix that maps the feature h to a update
vector. Given an initial parameter vector x0 2 Rp, the iterative
updating process can be defined as follows:

xtþ1 ¼ xt � Dtþ1h xtð Þ ð3Þ
The update process ends until xtþ1 converges to a stationary

point. And the sequence of matrices Dtþ1; t ¼ 0;1 � � � are learned
through approximating estimated parameter vector xi

tþ1 to the
ground truth xi

�.

Dtþ1 ¼ min
D̂

1
N

XN
i¼1

xi
tþ1 � xi

�
�� ��2

2

¼ min
D̂

1
N

XN
i¼1

xi
t � D̂h xi

t

	 
� xi
�

��� ���2

2

ð4Þ

where N is the number of samples, xi
t is the parameter vector of i-th

sample at the t -th iteration. For simplicity, we denote xi
t as xt when

the formula/function applies to all samples.
Considering that each component of the parameter vector xt

can have a different impact on the fitting error, RDO explores a
weighting vector wt 2 Rp to emphasize the impact of each compo-
nent of the parameter vector on fitting results.

wt ¼ w1; w2; w3; � � � wp
� �T

Dtþ1 ¼ min
D̂

1
N

XN
i¼1

wt 	 xi
tþ1 � xi

�
	 
�� ��2

2

¼ min
D̂

1
N

XN
i¼1

wt 	 xi
t � D̂h xi

t

	 
� xi
�

� ���� ���2

2

ð5Þ

where 	 represents Hadamard product. This weighting vector wt

can be transformed into a weighting diagonal matrix Wt 2 Rp�p.
51
Wt ¼

w1 0 . . . 0
0 w2 . . . 0

..

. . .
. ..

.

0 . . . wp

2
66664

3
77775

p�p

Then, we get

Dtþ1 ¼ min
D̂

1
N

XN
i¼1

Wt xi
tþ1 � xi

�
	 
�� ��2

2

¼ min
D̂

1
N

XN
i¼1

Wt xi
t � D̂h xi

t

	 
� xi
�

� ���� ���2

2

ð6Þ
3.4. Design weighting matrix Wt

Before designing weights for components of parameter vectors,
we explored the function of weights on transformation, as shown
in Fig. 3. It can be seen that the weights control the scale of trans-
formation. The greater the weight, the larger the scale of the
transformation.

We have known that the weights control transformation
through acting on components, in order to determine which com-
ponent is more important and should be allocated a larger weight,
we introduce a ’detector’ ~xtk to ’probe’ the difference between the
component of the current estimation xt and that of x�.

C ¼

c 0 . . . 0
0 c . . . 0
..
. . .

. ..
.

0 0 . . . c

2
66664

3
77775

¼ c1; c2; � � � cp
� �

p�p

The element c of the diagonal matrix C is a constant. ck 2 Rp�1 is
the k-th column of matrix C.

~xtk ¼ xt � ck; k 2 1;2; � � � ; pf g ð7Þ

where ~xtk is the changed parameter vector. Except for the k-th ele-
ment, ~xtk is the same as xt .

The matching error between the ’detector’ and ground-truth is
the basis to assign weights. The greater error means the larger dif-
ference between the kth component of the current estimation xt

and that of ground-truth x�. We need to assign a greater weight
to reduce the difference. That is to say that the matching error
determines the weights. And the weights act on the component
of transformation vectors, then influence the transformation scale
that determines the matching error. The relationship between
weights and matching error is provided in Fig. 4. The principle to
design the weights is that the weight monotonically increases as
the matching error increases, which guarantees that larger weights
corresponding to the greater matching error.

The weight wk depends on errik, which is the fitting error of the
i-th ’detector’ on the k-th dimension of the parameter vector space.

errik involves the parameter vector pair ~xi
tk
;xi

�
D E

.

errik ¼
1
Nqi

XNqi

j¼1

F ~xi
tk
;qi

j

� �
� F xi

�;q
i
j

� ���� ���2

2
ð8Þ

where qi
j represents the j-th elements of the i-th sample Q i, which

can be the j-th point of the i-th point cloud Q i; F is a function that
applies the parameter vector to qi

j.



Fig. 2. The transformation with x̂k; k 2 1;2 � � �6f g.

Fig. 3. The transformation with different weights. (a) shows the transformation process from the dark-green to green whenwt ¼ 0:2;0:6;0:1;1=30;1=30;1=30½ �T. The element
of the vector at the top of the sub-figure 0:1294;0:1878;�0:0710½ � corresponds to the rotation degree along with the X, Y, Z axes respectively. (b) illustrates the rotation
information with the weights 0:6;0:2;0:1;1=30;1=30;1=30½ �. We can find that under the influence of weights, the dark-green in (b) mainly rotates along with the X-axis rather
than the y-axis that is the main axis for rotation in (a).

Fig. 4. The relationship between weights and matching error.
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The fitting error of the Q i on the whole parameter vector space

is erri ¼ erri1; erri2; � � � errip
h iT

.

Errik ¼
errik �minðerriÞ

maxðerriÞ �minðerriÞ ð9Þ

Erri ¼ Erri1; Erri2; � � � Errip
h iT

refers to the normalization of vec-

tor erri. E is a N � p matrix made up of vector Erri. N is the number
of samples. We express E½ �k as the k-th row of matrix E; E½ �:;k as the
k-th column of matrix E.



Fig. 5. Normal distributions of registration errors with parameter vectors pairs
~xtk ;x�

 �
; k 2 1;2; � � � ; pf g. Curves with different colors represent different

distributions.
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We use statistical skills to get the normal distributions of the
registration errors of point clouds on each dimension of the param-
eter vector space, as shown in Fig. 5. The normal distribution is
plotted by fitting the histogram of the fitting errors
E½ �:;k; k ¼ 1;2 � � � p. p is 6 for Lie-algebra of transformation matrices.
It can be seen that the distributions corresponding to the different
parameter vector pair ~xtk ;x�

 �
are different.

Weights wk is calculated according to the characteristics of nor-
mal distributions of errors.

lk ¼
PN

i¼1
½E�i;k

N

r2
k ¼

PN

i¼1
½E�i;k�lkð Þ2
N

ð10Þ

f ðlkÞ ¼
1

rl

ffiffiffiffiffiffiffi
2p

p expð� 1
2r2

l

lk � ll

	 
2Þ ð11Þ

where lk and r2
k are the mean and variance of the fitting errors of

all samples on the k-th dimension of the parameter vector.
Fig. 6 shows the criteria for designing weights,

l1 < l2 < l3; d3 < d1 < d2. The orange circles are the f ðl1Þ and
f ðl3Þ, where the ll ¼ l2. It can be seen that although l1 < l3,
the f ðl1Þ 
 f ðl3Þ, which does not satisfy the principle of designing
weights. The blue plus signs illustrate the f ðl2Þ and f ðl3Þ, where
the ll ¼ l1. And the green squares represent the f ðl1Þ and f ðl2Þ,
where the ll ¼ l3. The latter two cases ensure the monotonicity
of weight assignment. The black lines show the difference between
f ðl2Þ and f ðl3Þ; f ðl2Þ and f ðl1Þ. It can be seen that the difference
between f ðl2Þ and f ðl1Þ is larger than the difference between
f ðl2Þ and f ðl3Þ.
1

2

3

1 2 3

Fig. 6. The criteria for designing weights.
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Assume l1 < l2 < l3 < l4 < l5 < l6, we choose l1 and l6 as
the candidates for ll due to the monotonicity of weight
assignment.

if d1 < d6; ll ¼ l1

wk ¼ expð1
2

1� f lk

	 
	 
tÞ ð12Þ

if d1 > d6; ll ¼ l6

wk ¼ expð1
2

f lk

	 
	 
tÞ ð13Þ

Designing weights in this way guarantees monotonicity and
makes sure that the difference between weights is sufficiently to
reflect the difference between matching errors.

3.5. Learning a SUM

Suppose we are given a set of training data

xi
0;x

i
�;hðxi

0Þ;Q i

	 
� �N

i¼1, including N samples Q i, where xi
0 2 Rp is

the initial parameter vector of the i-th sample (e.g. the i-th points
cloud), xi

� 2 Rp is the ground truth (e.g. the transformation param-

eters), h : Rp ! Rf provides feature information of samples. For

simplicity, we denote hðxi
tÞ as hi

t to represent the feature of the i-
th sample Q i at the t-th iteration.

The goal of RDO is to learn a sequence of maps Dtþ1 that update
xi
0to xi

�.

Dtþ1 ¼ min
D̂

1
N

XN
i¼1

Wt xi
� � xi

t þ D̂hi
t

� ���� ���2

2
ð14Þ

In practice, to prevent over fitting, ridge regression is used to
learn the maps:

Dtþ1 ¼ min
D̂

1
N

XN
i¼1

Wt xi
� � xi

t þ D̂hi
t

� ���� ���2

2
þ k D̂

��� ���2

F
ð15Þ

where �k kF is the Frobenius norm, and k is a hyperparameter.

The initial training data ðxi
0;x

i
�;h

i
0;Q iÞ

n oN

i¼1
is applied to (7)–

(12) to get an initial weighting matrix W0 at first. Next, an initial
update map D1 can be learned by applying the initial training data

xi
0;x

i
�;h

i
0;Q i

� �n oN

i¼1
and the weighting matrix W0 to (15), then D1

will be applied to (3) to get the current estimation x1. At each step,
a new parameter vector can be created by recursively applying the
update rule (15) to (3). The learning process is repeated until some
termination criteria are met, such as until the fitting error does not
decrease much or the maximum number of iterations is reached.
The pseudocode for training a sequence of update maps is shown
in Algorithm 1.

Algorithm 1. Training a sequence of update maps

Input xi0;x
i
�;h

i
0;Mi

� �n oN

i¼1
; T; k; c

Output Dtþ1f gT�1
t¼0

1: for t ¼ 0 to T � 1 do
2: Compute Wt with (7)–(12)
3: Compute Dtþ1 with (15)
4: for i ¼ 1 to N do

5: Update xitþ1 :¼ xit � Dtþ1h
i
t

6: end for
7: end for
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The detailed information about all notations is provided in sup-
Y. Zhao, W. Tang, J. Feng et al.
plemental materials.

3.6. Convergence of training error
Fig. 7. 3D registration data sets. ðaÞ � ðdÞ are the Synthetic data, and ðeÞ; ðf Þ are the
Range-scan data.

Fig. 8. Point Cloud stitching experiments data sets. The rectangles show the major
differences between two different views. The ellipses marked by 1,2,3 are the
compared parts in stitching experimental results.
Theorem 1 (Convergence of RDO’s training error). Given a training

set xi0; x
i
�;h

i
0

� �n oN

i¼1
, if there exists a linear map D̂ 2 Rp�f where D̂hi

t

meets the condition
PN

i¼1 xit � xi�
	 
T

D̂hi
t > 0at xi� for all i where

hi
t

h i
j;:
2 0;1ð Þ, and if there exists an i where xit – xi

�, then the update

rule:

Dtþ1 ¼ min
D̂

1
N

XN
i¼1

Wt xi
� � xi

t þ D̂hi
t

� ���� ���2

2
þ k D̂

��� ���2

F
ð16Þ

where Wt½ �j;j > 1

xi
tþ1 ¼ xi

t � Dtþ1h
i
t ð17Þ

guarantees that the training error strictly decreases in each iteration:

XN
i¼1

xi
� � xi

tþ1

�� ��2

2 <
XN
i¼1

xi
� � xi

t

�� ��2

2 ð18Þ

If D̂hi
t is strongly monotone at xi

�, and if there exist H > 0;M > 0

such that D̂hi
t

��� ���2

2
6 H þM xi

� � xi
t

�� ��2
2 for all i, then the training error

converges to zero.

The proof of Theorem 1 is provided as the supplemental mate-

rials. Theorem 1 says that for all samples, if D̂hi
t meets the condi-

tion
PN

i¼1 xi
t � xi

�
	 
TD̂hi

t > 0, then the average training error will

decrease in each iteration; if D̂hi
t is strongly monotone at xi

�, the
average training error will converge to zero. [34] also presents a
similar convergence result for an update rule, but it requires

D̂hi
tto be strictly monotone at xi

� for all i.

4. Experimentation

This section describes how to apply RDO to 3D point cloud reg-
istration (Synthetic data and Range-scan data) and stitching. We
provide a comparative study of RDO with other classical registra-
tion methods on different data sets.

4.1. Experimental design

4.1.1. Data sets
We performed 3D points cloud registration experiments on syn-

thetic data sets: Happy Buddha model [36], Skeleton Hand model
[37], Dancing Children and Bimba Model http://visionair.ge.
imati.cnr/ (as shown in ðaÞ � ðdÞ of Fig. 7). And the registration
experiment on Range-scan data is conducted on the UWA data
set [38] (as shown in ðeÞ; ðf Þ of Fig. 7). Multi-view points clouds
for the stitching experiment are as shown in Fig. 8. We also com-
pare the performance of RDO and the advanced deep-learning-
based registration method PointnetLK [39] on the ModelNet40
dataset [40], as shown in Fig. 9.

4.1.2. Design h

Let M 2 R3�NM be a matrix containing the 3D coordinates of the
original model and S 2 R3�NS for the scene model. Our method is
applied to register S and M, where the transformation matrix is
represented by Lie algebra seð3Þ x 2 R6. We use the feature extrac-
tion method in [34] to extract the feature of the data sets, which
designs h to be a histogram indicating the weights of scene points
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on the ‘front’ and the ‘back’ sides of each model point according to
the coordinates in Fig. 10.

Sþa ¼ sb : nT
a F sb;xð Þ �mað Þ > 0

� � ð19Þ
Sþ
a indicates the set of scene points on the ’front’ of model point

ma, and S�a contains the remaining scene points; na 2 R3 is the nor-
mal vector of the model point ma; Fðsb;xÞ is the function that
applies rigid transformation with parameter x to scene point sb.
Then the features in different divided areas of the model point
ma can be calculated through the following formulas:

hðx; SÞ½ �aþ ¼ 1
z

X
sb2Sþa

exp
�1
b2 Fðsb;xÞ �mak k2

� �
ð20Þ

hðx; SÞ½ �a� ¼ 1
z

X
sb2S�a

exp
�1
b2 Fðsb;xÞ �mak k2

� �
ð21Þ

z normalizes h to sum to 1, and b controls the width of the exp
function. h is specific to model M, and it has a fixed size 2NM .

http://visionair.ge.imati.cnr/
http://visionair.ge.imati.cnr/


Fig. 9. 3D point clouds for comparing the PointnetLK and RDO registration
methods.

Fig. 10. The positional relationship between scene points (square) and model point
(hexagon) m1.

Fig. 11. Results of 3D registration with Happy model under different perturbations; (Top
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4.2. RDO training

The parameters in the RDO training process are the same as
those in the code provided in the Github of DO [34]. We normalize

a given model shape M to ½�1;1�3 and uniformly sample from M
with the replacement 400 to 700 points to generate a scene model.
Then we apply the following perturbations to the scene model: (i)
Rotation and translation: The rotation is within 60 degrees, and the

translation is in ½�0:3;0:3�3, which represents ground truth x�; (ii)
Noise and Outliers: Gaussian noise with the standard deviation 0.05

is added to the scene model. 0 to 300 points within ½�1:5;1:5�3 are
added as the sparse outliers. Besides, a Gaussian ball of 0 to 200
points with the standard deviation of 0.1 to 0.25 is used to simulate
the structured outliers; (iii) incomplete shape: We remove 40% to
90% points from the scene model to simulate occlusions, the
detailed removing approach can be found in [34]. For all experi-
ments, we generated 30000 training samples, set up iterations
T ¼ 30 and set k as 2� 10�4; b2 as 0.03, and the initial transforma-
tion x0 is 06.

4.3. Experiments metrics

4.3.1. Baselines
We compared RDO with the advanced learning-based approach

DO [34] and deep-learning-based method PointnetLK [39], two
point-based approaches (ICP [18] and IRLS [17]) and three
density-based approaches (CPD [24], BCPD [25] and NDT [23]).
The codes for all methods were downloaded from the authors’
websites, except for ICP, where we used MATLAB’s implementa-
tion. For IRLS, the Huber cost function was used. The code of
RDO was implemented in MATLAB.

4.3.2. Evaluation metrics
We use the registration success rate, the average MSE, and the

computation time as performance metrics for comparing the per-
) Success Rate (SR). (Second row) Average MSE (AMSE). (Bottom) Computation Time.



Fig. 12. Results of 3D registration with Hand model under different perturbations; (Top) Success Rate (SR). (Second row) Average MSE (AMSE). (Bottom) Computation Time.

Fig. 13. Registration results of Hand model with 60� rotation; different colors show the registration results of different registration algorithms. The rectangles illustrate the
obvious registration difference. Learning-based registration algorithms (DO, RDO) produce more accurate point cloud registration results than that of traditional registration
algorithms (ICP, NDT, CPD, BCPD and IRLS).
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formance of RDO with registration methods (DO, ICP, NDT, CPD,
BCPD, and IRLS). And registration success rate, the MSE, and the
log10 average MSE are used for RDO and PoinnetLK comparison.

Registration Success Rate. Registration is successful when the
mean ‘2 is less than 0.05 of the model’s largest dimension.

Average MSE. It is worth noting that the MSE is the mean ‘2 error
between the model and the scene sets, and the Average MSE is the
average for MSE for all test sets.
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4.4. Parameters settings

The maximum number of iterations of all registration methods
was set to 30. For DO and RDO, we set k as 2� 10�4; b2 as 0.03. The
value of the tolerance of absolute difference between current esti-
mation and ground truth in iterations is 1e-4; For ICP, the tolerance
of absolute difference in translation and rotation is 0.01 and 0.5,
respectively; For IRLS, we used Huber criterion function as the



Fig. 14. Statistical results of 3D registration with the Bimba Model under different perturbations; each column shows the registration results in the presence of various
perturbations with different degrees. The X-axis represents different registration algorithms; the y-axis shows the loge value of the registration error of samples. The values
with different colors represent different degrees of perturbations.

Fig. 15. Statistical results of 3D registration with Dancing Children model under different perturbations; The inter-quartile ranges in Box plots illustrate the high robustness
of learning-based algorithms (DO, RDO); the minimum, maximum, quartiles, and the skewness of Box plots show that RDO has better performance than DO.
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regression function, the remaining parameters were set as the
same as the setting of ICP. For CPD, the type of transformation is
set to rigid, and the expected percentage of outliers with respect
to a normal distribution is 0.1; the tolerance value is the same as
that in DO. For NDT, the value of the expected percentage of out-
liers is set to 0.55, and the tolerance value is set as the same as that
in ICP. For BCPD, the expected percentage of outliers is set to 0.3,
the parameter in the Gaussian kernel is 0.2, and the expected
length of the displacement vector is 1e9. For PointnetLK, the Point-
netLK network is trained on an Nvidia Geforce 2080Ti GPU with
12G memory. The kernel sizes of the PointnetLK are 64, 64, 64,
128, 1024. The maximum iteration for rotation and translation is
set to 30. Adam optimizer with an initial learning rate of 0.001,
250 epochs and a batch size of 10 are used for the training process.
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4.5. Registration experiments

4.5.1. Synthetic data
We perform registration experiments on Happy Buddha model,

Skeleton Hand model, Dancing Children and Bimba Model in Fig. 7.
The models are downsampled by selecting 477 points from the
original model as the model set M. The performance of algorithms
are evaluated by comparing the evaluation metrics in the case of
various perturbations: (1) rotation: The initial angle is
0�;30�;60�;90�;120� and 150� [default=0� to 60�]; (2) noise: The
standard deviation of Gaussian noise is set to 0, 0.02, 0.04, 0.06,
0.08 and 0.1 [default = 0]; (3) outlier:We set the number of outliers
to 0, 100, 200, 300, 400 and 500, respectively [default = 0]; (4)
incomplete ratio: The ratio of incomplete scene shape is set to 0,
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0.12, 0.243, 0.36, 0.48 and 0.6 [default = 0]. The random translation

of all generated scenes is within ½�0:3; 0:3�3. It is worth noting that
when we change one parameter, the values of other parameters are
fixed to the default value. In addition, the scene points are sampled
from the original model, not from M. We will test 750 test samples
in each variable setting. The final results are shown in Figs. 11, 12,
14 and 15.

4.5.2. Range-scan data
We perform a registration experiment on the UWA Dataset in

Fig. 7. This dataset contains 50 cluttered scenes with five objects
taken with the Minolta Vivid 910 scanner in various configura-
tions. All objects are heavily occluded (60% to 90%). From the orig-
inal model, �400 points were sampled using pcdownsample and
used as model M. We also downsampled the scene to �1000
points. We initialized the model from 0 to 60 degrees from the
ground truth orientation with random translation within

½�0:3;0:3�3. We ran 75 initializations for each parameter setting,
and we set the inlier ratio of ICP to 50% as an estimate for self-
occlusion. The final result is shown in Fig. 16.

4.5.3. ModelNet40 Data set
We perform registration experiments on ModelNet40 Data set

in Fig. 9. For PointnetLK training, We train the PointnetLK network
Fig. 16. Results of the registration on the UWA dataset. The first row shows the evaluation
and the third rows display the registration results of the UWA dataset with 60� rotation
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on 20 categories of public ModelNet40 data set, and all 3D point
clouds are downsampled to 1024 points during training. For RDO
training, there are two training schemes: single-class training and
multi-class training. The former is to train RDO on each point cloud
(such as Airplane0001), and the latter is to train RDO on all data
sets (four point clouds) in Fig. 9. The following perturbation setting
is adaptable for RDO training (single-class and multi-class) and
PointnetLK training. There are three kinds of perturbation setting
modes. (i)mode1: The rotation is within 45 degrees and the trans-

lations is in ½�0:3;0:3�3; (ii) mode2: The rotation is within 60

degrees and the translations is in ½�0:3;0:3�3; (iii) mode3: The rota-

tion is within 45 degrees, the translations is in ½�0:3; 0:3�3 and
Gaussian noise with the standard deviation 0.05 is also applied.

The performance of algorithms are evaluated by comparing the
evaluation metrics in the case of various perturbations: for mode1:
the initial angle is 0�;15�;30�;45�;60� and 75�; for mode2: the ini-
tial angle is 0�;30�;60�;90�;120� and 150�; for mode3: the initial
angle is 0�;15�;30�;45�;60� and 75� [default=0� to 45�] and the
standard deviation of Gaussian noise is set to 0, 0.02, 0.04, 0.06,
0.08 and 0.1 [default = 0]. It is worth noting that when we change
one parameter, the values of other parameters are fixed to the
default value. We will test 100 test samples in each variable set-
ting. The registration results with the single-class training scheme
are shown in Figs. 17, 19, 21 and 23. The registration results with
results of the performance of various methods on the UWA dataset. And the second
; different colors show the registration results of different registration algorithms.



Fig. 17. The registration results of the single-class training scheme with perturbation setting mode1. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results of ModelNet40 with 60� rotation, and the turquoise shows the registration result of
PointnetLK, and the dark orange illustrates the registration results of RDO. It can be seen that RDO has better performance than PointnetLK.
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the multi-class training scheme are shown in Figs. 18, 20, 22 and
24.

4.6. Stitching experiments

We perform a multi-view points cloud stitching experiment on
the data set in Fig. 8, which stitches together a collection of point
clouds that were captured with a Kinect to construct a larger 3D
view of the scene. To align the two point clouds, we regard the first
point cloud as the reference and apply the transformation param-
eters to the second point cloud. �400 points of the reference model
were sampled using pcdownsample and used as the model M. We
also downsampled the second point cloud to � 1000 points. We
initialize the reference model from 0 to 15 degrees with random

translations within ½�0:1;0:1�3. It is worth noting that after
attaining the estimated parameters, we use it to transform the sec-
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ond point cloud to the reference coordinate system defined by the
first point cloud. Then we construct the final scene, and the final
result is shown in Fig. 25.
4.7. Experimental results and discussion

4.7.1. Registration results
Figs. 11 and 12 represent the 3D registration results on Happy

Buddha model and Skeleton Hand model with various perturba-
tions through Bar graphs. It can be seen that the learning-based
registration algorithms (DO, RDO) have better performance than
the traditional registration methods (ICP, CPD, BCPD, NDT, IRLS)
on all evaluation metrics, i.e., Successful Registration Rate, Aver-
age MSE, and Computation Time. Specifically, in the presence of
various perturbations, the Successful Registration Rate of RDO is
higher and more stable compared with other algorithms. And the



Fig. 18. The registration results of the multi-class training scheme with perturbation setting mode1. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results of ModelNet40 with 60� rotation, and the turquoise shows the registration result of
PointnetLK, and the dark orange illustrates the registration results of RDO. It can be seen that RDO can keep higher stability than PointnetLK.
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values of Average MSE illustrate that RDO can achieve more
accurate and stable registration on different data sets (Happy
Buddha and Skeleton Hand) than DO. While ICP required less
computation time in all cases, it showed low success rates in
high perturbations cases, and the performance of CPD was simi-
lar to that of ICP. As another statistic-based algorithm, NDT was
more time-consuming and had higher registration errors and
lower success rates than CPD. BCPD had better performance
and took less time dealing with registration under all kinds of
rotation and noise. However, when there were different degrees
of outliers and occlusion, the performance of the algorithm was
not ideal. IRLS required a high computation time and did not
perform well when the model was highly incomplete. Fig. 13
illustrates that the better performance of RDO in dealing with
the registration with 60� rotation compared with other algo-
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rithms. The rectangles illustrate the obvious difference between
the registration results.

Figs. 14 and 15 show the statistical registration results on the
Bimba model and Dancing children model with various
perturbations by Box plots. The loge value of the registration error
corresponding to the inter-quartile ranges in Box Plots illustrates
that the learning-based algorithms (DO and RDO) are more robust
than the traditional algorithms (ICP, CPD, BCPD, NDT, IRLS). ICP,
IRLS, and BCPD did not perform well when the model was highly
incomplete. And CPD and BCPD were less able to deal with regis-
tration with outliers, especially when the number of outliers was
high. DO and RDO outperformed the baselines in almost all test
scenarios. However, RDO achieved more accurate registration than
DO as shown in the positions of minimum, maximum, quartiles,
and the skewness in Box plots.



Fig. 19. The registration results of the single-class training scheme with perturbation setting mode2. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results of ModelNet40 with 120� rotation, and the turquoise shows the registration result of
PointnetLK, and the dark orange illustrates the registration results of RDO. It can be seen that RDO has higher accuracy and robustness than PointnetLK when dealing with
registration with large rotations.
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Fig. 16 shows the results of the registration with the UWA data
set. While DO and RDO have outperformed other traditional regis-
tration algorithms in terms of the Success Rate, Average MSE, and
Computation Errors, RDO has shown improvements over DO and
maintained low computation time. RDO produces more accurate
results than DO when registering point clouds with large rotations.

Figs. 17, 19, 21 and 23 illustrate the registration results of RDO
and PointnetLK on ModelNet40 with the single-class training
scheme. The first two correspond to the evaluation for perturba-
tion setting modes mode1 and mode2, and the last two show the
registration results corresponding to the perturbation setting
mode mode3. Fig. 17 shows the registration results when rotation
is within 45� during the training process. It can be seen that, com-
pared with PointnetLK, RDO had a higher and more stable Success
61
Rate and lower Mean Square Error (MSE). The number of outliers
in box-plots of MSE illustrates that the performance of PointnetLK
is not stable when dealing with the registration with rotation
degree over 45�, which also can be verified by the registration
accuracy showed in log10 average MSE. Fig. 19 displays the registra-
tion results with the training rotation within 60�. It can be seen
that PointnetLK did not perform well when registering the point
cloud with a larger rotation, even it had low registration accuracy
when dealing with registration with 60�. Figs. 21 and 23 illustrate
the registration results when the rotation is within 45� and the
standard deviation of Gaussian noise is 0.05 during the training
process. Fig. 21 also exposes the low robustness and instability of
the PointnetLK method when registering point clouds with rota-
tion degrees over 45�. Fig. 23 shows that PointnetLK did not per-



Fig. 20. The registration results of the multi-class training scheme with perturbation setting mode2. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results of ModelNet40 with 120� rotation, and the turquoise shows the registration result of
PointnetLK, and the dark orange illustrates the registration results of RDO. The accuracy of registration results of RDO is lower than that of PointnetLK.
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form well when dealing with registration with various degrees of
noise.

Figs. 18, 20, 22 and 24 illustrate the registration results of RDO
and PointnetLK on ModelNet40 with the multi-class training
scheme. The first two correspond to the evaluation for perturba-
tion setting modes mode1 and mode2, and the last two show the
registration results corresponding to the perturbation setting
mode mode3. Fig. 18 shows the registration results when rotation
is within 45� during the training process. It can be seen that, com-
pared with PointnetLK, the performance of RDO is stable but has
lower accuracy, which also can be illustrated by Fig. 20. However,
in the case of multi-class and multi-perturbation training, the sta-
bility of RDO and the accuracy of RDO are better, especially for reg-
istration when the perturbation scale exceeds the prescribed range
setting in the training process, as shown in Figs. 22 and 24. Besides,
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Figs. 18 and 22 show that the stability of PointnetLK and the accu-
racy of PointnetLK are reduced in the case of multi-perturbations
training. By contrast, the performance of RDO is more stable.

The comparative study demonstrates not only the ability of
learning-based algorithms in dealing with complex point cloud
registration tasks in the presence of noise and the incomplete data
sets or occlusions but also shows the marked performance
improvements of our proposed Reweighted Discriminative Opti-
mization (RDO) over the learning-based algorithm Discriminative
Optimization (DO) for registration tasks. And RDO maintains high
accuracy, robustness, and stability when dealing with point cloud
registration with large perturbations. Compared with the
deep-learning-based method PointnetLK, RDO has better stability
and robustness in dealing with registration problems with large
and multiple perturbations.



Fig. 21. The registration results of the single-class training scheme with perturbation setting mode3. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results of ModelNet40 with 75� rotation, and the turquoise shows the registration result of
PointnetLK, and the dark orange illustrates the registration results of RDO. RDO keeps its higher stability and accuracy.
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4.7.2. Stitching results
Fig. 25 shows the 3D stitching results of the two-view point

clouds. The ellipses show the visible difference of reconstructed
3D scenes, and the obvious detailed information is exhibited in
the rectangles. It can be seen that RDO and NDT performed well
than other algorithms. RDO adjusts the degrees of rotation and
translation by assigning weighting coefficients to transformation
matrices, which causes the difference between the stitching results
of DO and RDO.
4.7.3. Proof of convergence
Fig. 26 shows the Convergence Criteria and Training Errors of

RDO and DO on different data sets. We can find that our method

meets the convergence condition
PN

i¼1 xi
� � xi

t

	 
TD̂hi
t > 0 for all data
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sets (as shown in (a)), and the training error of RDO decreases in
each iteration (as shown in (b)). (c) and (d) illustrate that DO and
RDO converges sub-linearly and logarithmically. It can be seen that
the addition of weighting coefficients does not have impact on the
rate of convergence.
4.7.4. Space complexity analysis
The memory requirement of RDO per iteration is determined by

the variable storage. Calculating weighting matrix Wt needs max-
imum storage O c1 � N � NMð Þ; Calculating feature h needs maxi-
mum storage O c2 � N � ðNM þ NSÞð Þ; Calculating the regressor D
needs maximum storage O c3NM � NMð Þ. Therefore, the memory
requirement of RDO per iteration is O N c1 þ c2ð ÞNM þ c2NSð Þð Þþð
c3N

2
MÞ, where NM;NS are the size of target model M and the size



Fig. 22. The registration results of the multi-class training scheme with perturbation setting mode3. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results of ModelNet40 with 75� rotation, and the turquoise shows the registration result of
PointnetLK, and the dark orange illustrates the registration results of RDO. The Success Rate shows higher stability of RDO, and the MSE illustrates the higher accuracy of RDO
when dealing with registration with larger perturbations.
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of moving model S; ci; i ¼ 1;2;3 are constant, and N is the number
of training samples.

5. Discussion for DO and RDO

DO, as a classical Supervised sequential update (SSU) algorithm,
utilizes least-squares to solve parameter estimation in computer
vision by learning update directions from training samples. DO is
more robust to noise and outliers and other perturbations and effi-
cient than other traditional methods. RDO is highly inspired by the
DO algorithm. As an asymmetrical parameter treatment scheme,
RDO aims to improve the robustness of parameter estimation in
least-squares problems. RDO considers the different impact of each
component of the parameter vector on the final fitting error, which
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is different from DO. Section 4 shows the comparison of the exper-
imental results of RDO, DO, and other traditional registration
methods and illustrates that RDO is more robust than DO.

This section discusses the substantial difference between DO
and RDO, which focuses on the training stage. The computational
efficiency of DO and RDO is different in the training stage and
the same in the testing stage. The major difference in the training
stage is the calculation of the weighting matrix. The computation
of the weighting matrix is O 6Nð Þ, where N is the number of training
samples. We compared the transformation status of DO and RDO at
the end of the training process and when the iteration increases (as
shown in Figs. 27 and 28). In addition, the registration performance
under different perturbations is also discussed when the iteration
number T increases (as shown in Fig. 29).



Fig. 23. The registration results of the single-class training scheme with perturbation setting mode3. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) displays the registration results with the perturbation of Gaussian noise with a standard deviation of 0.05, and the
turquoise shows the registration result of PointnetLK, and the dark orange illustrates the registration results of RDO. The registration results show the higher robustness and
accuracy of RDO.
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Fig. 27 illustrates the transformation differences of DO, RDO,
and RDO without t at the end of the training process. The t is from
the Eqs. (12) and (13). The pink plane in the first row and third row
represent the ground truth, where the lines drawn along rows and
columns reflect the transformation difference. The lines in the sec-
ond column correspond with the leftmost lines of each plane in the
first column. The lines at the bottom are obtained by rotating the
bottommost lines of the planes in the third column 90� clockwise.
(a), (b) and (c) show the transformation of DO, RDO and RDO
without t at the 30th iteration respectively. (d) represents the trans-
formation of RDO without t at the 29th iteration.

Due to the higher robustness of rotation than translation shown
in Fig. 1, the rotation plays a significant role in the transformation
when handling perturbations. The rotation difference between
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ground truth and the transformation is reflected by the two adja-
cent edges of a plane. When the two adjacent edges of the plane
are parallel or coincident with that of the ground truth plane (pink
plane), the rotation angle is the same as that of the ground truth.

From (a) and (b), it can be seen that the rotation of RDO in the
training process is closer to the rotation of ground truth, compared
with that of DO. (c) and (d) illustrate that although allocating
weights without t restriction can also guide the rotation to close
to the ground truth (compared with DO), the weight without t will
guide the plane to rotate by a large margin when the rotation has
been close to the ground truth. (c) The shades in the first and third
columns indicate that the two planes intersect, which means that
after the 29th iteration (d), the plane still rotates with a large
degree.



Fig. 24. The registration results of the multi-class training scheme with perturbation setting mode3. (Top) shows the Success Rate. (Second) shows the Mean Square Error
(MSE). (Third) shows the log10 average MSE. (Bottom) display the registration results with the perturbation of Gaussian noise with a standard deviation of 0.05, and the
turquoise shows the registration result of PointnetLK, and the dark orange illustrates the registration results of RDO. It can be seen that RDO can keep its higher stability in the
case of muti-class and multi-perturbations training.
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Fig. 28 shows the transformation at different iterations in the
training stage. The first row show the transformations of DO at
the 30th;34th;37th and 40th respectively. The values above each
sub-figure correspond to sequential rotations about the X, Y, and
Z axes. The rotation of ground truth (pink plane) is expressed as
a vector [�0.0518 �0.1513 0.1099]. The second row displays the
transformation of RDO. The shades on the figures show the inter-
section of the planes.

It can be seen that as the iteration number increases, the rota-
tion of DO is far more different from that of the ground truth
[�0.0518 �0.1513 0.1099]. Compared with DO, RDO’s transforma-
tion changed a little. And there is no intersection between the
transformation plane and the ground truth plane (pink).

Fig. 29 shows the Mean Square Error of registration with Syn-
thetic data under different perturbation when T ¼ 30 and T ¼ 50.
The plus and circle represent the MSE when T ¼ 50 and T ¼ 30,
respectively. It can be seen that in most cases, the MSE of RDO reg-
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istration is less than that of DO registration when T ¼ 50, except
for the registration of the Bimba Model with different initial rota-
tion and noises. Besides, we can find that if the MSE of RDO regis-
tration when T ¼ 30 is higher than the MSE of RDO registration
when T ¼ 50, such as the MSE of Happy Buddha with different
noises, the MSE of RDO registration is still the least. Likewise, if
the MSE of RDO registration when T ¼ 30 is lower than that of
RDO registration when T ¼ 50, the MSE of RDO registration is the
smallest compared with the MSE of DO registration. In short, com-
pared with DO, RDO estimates a transformation vector closer to the
ground-truth, when DO and RDO registration errors are both
smaller.

Besides, we also compared the decreasing rate of rotation
matching error and translation matching error between our algo-
rithm and DO algorithm in each iteration. The rotation matching
error is calculated through fixing x̂k ¼ 0; k 2 1;2;3f g and the trans-
lation matching error is the mean square error of all samples when



Fig. 25. Results of Stitching experiment on Matlab dataset. The ellipses show the visible difference of the constructed 3D scenes, and the obvious detailed information is
exhibited in the rectangles.

Fig. 26. The Convergence Criteria and Training Errors of RDO and DO on different data sets. (a) The value of
PN

i¼1 xi
� � xi

t

	 
TD̂hi
ton different data sets. (b) The training error of

our method on different data sets. (c) and (d) Rate of Convergence of DO and RDO on different data sets. The labels (DC, BM, etc.) are the abbreviations for the names of data
sets; the rates of the convergence are marked by squares for DO and circles for RDO, respectively.
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Fig. 27. The transformation differences of DO, RDO, and RDO without t.
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x̂k ¼ 0; k 2 4;5;6f g. Fig. 30 shows the decreasing rate of matching
error on rotation and translation. It can be seen that the weighting
scheme in RDO accelerates the iterative process of convergence.
5.1. Summary

1) The asymmetrical parameter treatment scheme in RDO is
able to adjust the scales of transformation in registration and make
the rotation closer to the ground truth in the training process (as
shown in (b), (c), (d) of Fig. 27) and the weighting matrix can accel-
erate the convergence process.

2) The t in the weights assignments Eqs. (12), . (13) controls the
scale of transformation in each iteration (compared (b), (c), (d) in
Fig. 27, as shown in Fig. 28). As the iteration number increases,
DO’s transformation with the uniform weighting scheme has been
far more different from the ground truth in terms of rotation, and
the difference is more and more obvious. In contrast, RDO’s trans-
formation has only changed a little bit at each iteration. Besides,
the accumulation of the little change of RDO’s transformation still
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has successfully avoided the larger difference from the ground
truth.3) Increasing the number of iterations will influence the
matching error (as shown in Fig. 29). In most cases, the benefit
of RDO will remain when the iteration number T increases. Besides,
whatever the iteration number, when DO and RDO registration
errors are both smaller, we can find that the RDO always estimates
the transformation vector closer to the ground truth.
6. Discussion for RDO and PointnetLK

RDO and PointnetLK are both learning-based methods, and they
have both similarities and differences. The most obvious similarity
of the RDO and PointnetLK is that they have a similar structure-
multiple layers of regressors. Training: PointnetLK can be trained
”end-to-end” through backpropagation; specifically, all layers can
be affected by minimizing the loss function at once. RDO needs
to be trained layer-by-layer, and the loss function in each layer is
different, but the essence is in common- make the currently esti-
mated parameters approach to the ground truth. Flexibility: Point-



Fig. 28. The transformation with large t.

Fig. 29. The Mean Square Error of 3D registration with Synthetic data under different perturbations with different iteration numbers; (Top) Happy Buddha. (Second row)
Skeleton Hand. (Third row) Bimba Model. (Bottom) Dancing Children.
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Fig. 30. The decreasing rate of rotation matching error and translation matching
error.
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netLK is more flexible. It can deal with different kinds of data sets
(such as ModelNet40) at the same time. The memory requirement

for learning Dtþ1 is O N c1 þ c2ð ÞNM þ c2NSð Þð Þ þ c3N
2
M

� �
, which does

not apply to dealing with many data sets at once like deep learning.
Namely, PointnetLK is almost purely data-driven, and RDO is more
model-driven, where model means the feature. Although Point-
netLK can process a variety of data simultaneously, its stability is
far less than that of RDO. Even in the case of dealing with large per-
turbations, RDO can still maintain stability, and the registration
error is lower than that of PoinnetLK. Besides, multi-
perturbations training will affect the performance of PoinnetLK,
but RDO will maintain stability and robustness under the same
conditions.
7. Conclusion

This paper proposes a novel Reweighted Discriminative Opti-
mization (RDO), an asymmetrical parameter treatment scheme to
improve the accuracy of parameter estimation in least-squares
problems. Specifically, RDO assigns different weights to compo-
nents of parameter vectors according to the characteristics of the
fitting errors over parameter vectors space to emphasize certain
components of parameter vectors. We provide theoretical proof
on the convergence of RDO under mild conditions. We demon-
strate the potential of RDO in computer graphics and visualization
applications through the problems of 3D point cloud registration
and multi-view stitching. Our comparative study with state-of-
the-art algorithms illustrates that RDO produces more accurate
and stable results. Future work is to design a generalized represen-
tation of parameter vectors that is suitable for computer vision and
graphics applications other than those specific to the Lie Algebra
for a rigid transformation matrix. On this basis, we believe RDO
can be applied to a much wider range of problems in computer
graphics and computer vision, such as non-rigid registration, image
denoising, and so on.
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