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A B S T R A C T

Bitcoin is a digital currency based on a peer-to-peer network to propagate and verify transactions. Bitcoin is
gaining wider adoption than any previous crypto-currency. However, the mechanism of peers randomly choosing
logical neighbours without any knowledge about the underlying physical topology can cause a delay overhead in
information propagation which makes the system vulnerable to double spend attacks. Aiming at alleviating the
propagation delay problem, this paper introduces a proximity-aware extension to the current Bitcoin protocol,
named Master Node Based Clustering (MNBC). The ultimate purpose of the proposed protocol, which is based on
how clusters are formulated and how nodes can define their membership, is to improve the information propa-
gation delay in the Bitcoin network. In the MNBC protocol, physical internet connectivity increases as well as the
number of hops between nodes decreases through assigning nodes to be responsible for maintaining clusters
based on physical Internet proximity. Furthermore, a reputation-based blockchain protocol is integrated with
MNBC protocol in order to securely assign a master node for every cluster. We validate our proposed methods
through a set of simulation experiments and the findings show how the proposed methods run and their impact in
optimising the transaction propagation delay.
1. Introduction

Bitcoin is the first digital currency to attract mainstream, businesses,
and people’s attention. Bitcoin is a virtual, decentralised cryptography
that no one is in charge of it and it is not tracked by any hard asset or
government. Instead, Bitcoin relies on a peer-to-peer (P2P) network that
protects the Bitcoin’s value by means of cryptography that is performed
by peers mining Bitcoins through brute-forcing double SHA-256 hash
function. The concept of Bitcoin was proposed by an anonymous pro-
grammer using the pseudonymous Satoshi Nakamoto [1]. Due to the
Bitcoin advantages such as the absence of intermediates and its decen-
tralised architecture, Bitcoin is now deployed as a currency by many
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businesses and companies. Bitcoin performs global transactions which
allow non-refundable, reasonably fast money transfers to any part of the
world [2].

Based on the publicly distributed ledger that is shared by the entire
Bitcoin network nodes, a distributed trust mechanism is achieved [3].
This mechanism is considered as a monitoring technique by which the
amount of available bitcoins1 in Bitcoin will be tracked. To achieve this
mechanism, two main requirements need to be fulfilled: (i) transactions
verification process has to be achieved in a distributed manner to ensure
the validity of transactions; and (ii) successfully processed transactions
have to be quickly announced to everyone in order to guarantee the
consistent state of the blockchain [4]. As transactions are validated
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against the blockchain, reaching a consistent state over the blockchain is
considered as a fundamental requirement towards achieving the
distributed transactions verification process. Upon achieving the trans-
action verification process, a Bitcoin transaction has to be broadcasted to
all nodes within the network with the aim of reaching a consensus about
which transactions are valid. Eventually, this consensus will be recorded
in the blockchain. As the probability of reaching a global state in the
blockchain is mainly affected by how quickly the Bitcoin information
(transactions/blocks) are announced to every node in the Bitcoin
network, the main goal of the Bitcoin network is to propagate Bitcoin
information to the entire nodes as quickly as possible. Unfortunately, a
delay in information propagation is experienced during the transaction
verification process which results in the inconsistent blockchain. This
makes Bitcoin vulnerable to certain classes of attacks.

As the Bitcoin network topology is not proximity defined, connecting
to other peers is maintained randomly without considering any proximity
criteria. In other words, long-distance links are not taken into consider-
ation when the Bitcoin physical network topology is built. This increases
the non-compulsory hops that the information passes through. In addi-
tion, the sheer distance between the origin of a transaction or block and
other nodes causes delays in the transaction verification process [3,5].
This delay increases the possibility of performing successful double
spending attacks, which are more difficult to detect in slow networks, due
to the conflict between nodes regarding the transactions history. Un-
certainty regarding the validity of a given transaction reduces the
chances of achieving a consensus on the same blockchain header, which
would cause blockchain forks.

Forks are created when two blocks are possible to be created simul-
taneously, each one as a possible addition to the same sub-chain. Ac-
cording to Refs. [1,6], a transaction can appear in two different branches
of the blockchain. Though, as discussed in Ref. [7], in the special case
where the Bitcoin is subject to the blockchain forks, attackers might be
able to impose their own transactions history, possibly to reverse trans-
actions they sent so as to successfully perform double spending attacks
[8]. Specifically, attackers can secretly mine a branch that includes the
transaction that returns the payment to themselves, while disseminating
the merchant’s transaction. However, blockchain forks are caused by the
delay overhead of information propagation [3]. Therefore, the propa-
gation delay between nodes in the Bitcoin network is critical even though
the probability of reaching an agreement about transactions history is
high [9,10].

Aiming to find the optimal solution to such problems, we proposed,
implemented, and evaluated in our previous work [11] a new network
clustering protocol, named Master Node Based Clustering (MNBC). In
order to provide a comprehensive implementation and evaluation, in this
paper we extend our previous work [11] by integrating the MNBC pro-
tocol with a new proposed reputation scheme-based blockchain. The
reputation scheme aims to increase the security level of the master peer
selection process in which trusted nodes are elected to lead several
proximity clusters.

The rest of the paper is organized as follows. In Section 2, related
work in speeding up information propagation in the Bitcoin network and
in modelling approaches to avoid double spending attacks will be criti-
cally discussed. Section 3 presents the problem statement and the con-
tributions of this paper. In Section 4, we briefly describe the Bitcoin
networking aspects as well as discuss in detail the information propa-
gation in the Bitcoin network. Section 5 details the proposed clustering
protocol and discusses its main components. In Section 6, we explain the
system design and how the main components of the proposed protocol
work. In Section 7, we explain the experimental setup in relation to the
performance evaluation of the proposed protocols. In addition, the per-
formance evaluation results of the proposed protocols are performed.
Security evaluation of the proposed protocols is conducted in Section 8.
Furthermore, security evaluation results with reference to partition at-
tacks are provided. We conclude the work in Section 9.
2

2. Related work

Previous works that are proposed with the aim of mitigating the in-
formation propagation delay in the Bitcoin network will be critically
discussed in this section under three categories: minimise verification,
pipelining information propagation, and connectivity increase. More-
over, existing methods to tackle double spending attacks in the Bitcoin
network will be highlighted in this section.

2.1. Minimise verification

There have been several investigations that aim to reduce the infor-
mation propagation delay throughout minimising the time of informa-
tion (transactions/blocks) verification. In the Bitcoin network, when a
node receives a transaction/block, it verifies whether it is valid or not. If
the transaction/block is valid, the node forwards it to its neighbours.
Otherwise, invalid transactions/blocks are discarded. The idea of
reducing the information verification time, in particular, block verifica-
tion time has been adopted in Ref. [3] where minimise verification
protocol has been proposed as a way to speed up information propaga-
tion. The protocol has stated some changes in the behaviour of Bitcoin
nodes, which make every node fulfills only the first part of the block
verification process. Specifically, when a node receives a block, it checks
the proof of work difficulty and forwards the block to its neighbours,
rather than suspends the relay until the validation of all transactions in
the block is completed. This would minimise the block propagation delay
in the Bitcoin network. However, the change in the nodes’ behaviour
mentioned above is more likely to bring a security risk as discarding
transactions validation would give a great chance to an attacker to flood
the network with invalid transactions which, on the other hand, results in
a distributed denial of service attack. In addition, the change in the
nodes’ behaviour does not take into account the transaction propagation
delay which means that transactions would be propagated following the
original information broadcasting scenario. As a result, the change does
not have a large impact on the overall information propagation delay.

Another theory has been proposed in Ref. [12] which focuses on the
blockchain as a main factor in reducing the transaction verification time.
As transactions are validated against the blockchain that contains a his-
tory of all transactions, and it still grows in size with each new trans-
action, it has been claimed that reducing transactions history at each
node plays an important role towards achieving an optimal transaction
verification time. Precisely, a new algorithm, known as BASELINE, has
been proposed in Ref. [12], in which the blockchain is divided at each
node in the Bitcoin network into several parts n. These parts are
distributed at each node on several local computers. As all parts represent
the same user, public/private keys are the same for all parts. On the other
hand, each part has a different portion of the public ledger. Evaluation
results in Ref. [12] have shown that the verification time could be
enhanced by 71.42% if the blockchain is divided at a given node on five
computers. This means that an improvement in the information propa-
gation delay could be achieved when the number of divisions at each
node is greater. However, the proposed BASELINE algorithm is less likely
to be adopted as a realistic solution due to the expensive requirements
where every node in the network should maintain several local com-
puters. In the same context where some research focused on speeding up
information propagation in conjunction with minimising the blockchain
size [6], proposed a new approach that improves the scalability of the
blockchain by performing more security for off-chain blocks through
miners. More precisely, miners would have the responsibility to keep
track and protect the soft forks that are linked to the main blockchain. In
principle, this approach considers miners as a trusted third-party and
gives them more control over the Bitcoin network. Therefore, this
approach stands against the decentralisation concept of Bitcoin, resulting
in minimising security awareness. Furthermore, these soft forks are
subject to the 51% attack due to the less hash rate.
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On the other hand, the Blinkchain approach is introduced in Ref. [13]
which focuses on minimising the transaction verification time with the
aim of decreasing the consensus latency. The Blinkchain approach is
based on splitting the blockchain into localised shards, one blockchain
per geographical location. Each blockchain is associated with a number
of nearby validators. This reduces the transactions history on each
blockchain which results in speeding up the transaction verification
process. However, this approach reduces the resistance of blockchain
against 51% attacks as these blockchains offer less hash rate. Further-
more, this approach doesn’t offer any interoperability technique that
allows shard blockchains to interact with each other.

In the same context, a sharding approach is also introduced in Rap-
idchain [14] to scale up the blockchain. In Rapidchain, the blockchain
network is divided into random shards where each shard randomly se-
lects a leader node. However, shards in Rapidchain are not proximity
defined and network information still need to travel long distances.
Furthermore, Rapidchain selects a leader for every shard without forcing
those leaders to fulfill specific requirements, this is very crucial from a
security point of view.

2.2. Pipelining information propagation

As introduced in Ref. [5], faster information propagation can be
achieved by pipelining information dissemination with the aim of min-
imising the round-trip times between nodes and their neighbours. Spe-
cifically, this solution claims that an incoming INV message which
includes a list of hashes of the available transactions, can be immediately
forwarded to the rest of the network nodes instead of waiting to receive
transactions. Therefore, nodes can ask for a transaction even though it
has not arrived yet. On receiving the transaction, it will be forwarded
immediately to the nodes that have asked for it, considering that a
GETDATAmessage has already been received from those nodes. By doing
this, the idle time in which nodes are normally waiting for the GETDATA
message to arrive would be utilized. The key problem with the pipelining
propagation protocol is that the global state of the Bitcoin network might
become inconsistent when nodes request a transaction that is not avail-
able. As a result, an inconsistent network results in increasing the chances
of performing successful double spending attacks. Furthermore, the
pipelining propagation protocol requires unlimited memory at every
node with the aim of keeping either transactions until a GETDATA
message arrives, or GETDATA messages until transactions arrive. More-
over, it is believed that this theory is able to reduce the information
propagation delay with a very low rate as transactions still need to pass
through random and unlocalized connections to visit most of the Bitcoin
network nodes.

In Ref. [15], a new pipeline method, named compact block relaying
(CBR), is introduced to mitigate the propagation delay problem. Specif-
ically, a compact block that includes only hashes of transactions in the
block is announced to other nodes. Upon receiving the compact block,
only missing transactions will be transmitted to the receiver rather than
the whole block. Even though the CBR improves the propagation delay,
the nodes still need to have the compact block in hand before forwarding
it further. Therefore, CBR can cause large latency, especially when
transmitting CBR of large size.

Falcon, a new propagation protocol proposed in Ref. [16], minimizes
the propagation delay by following the cut and forwarding strategy in
which reception and forwarding of the compact block are handled in
parallel. However, Falcon does not rely on the existing Bitcoin nodes,
instead, it deploys relay nodes to implement the cut-through forwarding
protocol. In addition, Falcon is a commercial protocol that lacks in-depth
analysis.

2.3. Connectivity increase

As it is mentioned earlier, the sheer distance between the initiator of a
block or transaction and nodes is considered the most causative factor of
3

the information propagation delay in the Bitcoin network. Studies in
Ref. [3] claimed that increasing the network connectivity throughout
minimising the distance between any two nodes, which can be done by
creating a star sub-graph topology that is able to form a central
communication hub, has a large effect on the reduction of the informa-
tion propagation delay. Specifically, a new network topology is proposed
in Ref. [3] in which each node maintains a connection pool that is able to
keep up to 4000 open connections. As a result, the node mostly connects
to every single advertised address. Therefore, information would visit a
fewer number of hops which reflects faster information propagation.
However, the Bitcoin protocol allows nodes to maintain up to 8 outgoing
connections in order to prevent controlling the network by malicious
nodes [17]. Though, the proposed network topology raises severe secu-
rity risks due to the fact that nodes are permitted to maintain many
connections to other nodes. Therefore, malicious nodes might be able to
control and easily disturb the network.

On the basis of maximising the proximity of connectivity, another
change in the Bitcoin network topology has been proposed in Ref. [5].
This change increases the geographical connectivity in the Bitcoin
network through several coordinator nodes, known as CDN Bitcoin
client, which is distributed strategically around the globe. These CDN
clients are able to search and suggest Bitcoin network nodes to each other
based on the geographical location. Specifically, a CDN client is able to
calculate the geographical distance between the discovered nodes and
other CDN clients. By doing this, the CDN client is able to recommend the
geographically closest nodes to other CDN clients. Compared to the
protocol that is proposed in Ref. [3], CDN clients are allowed to maintain
many (up to 100) outgoing connections to the nodes that are geograph-
ically close.

The main downside of this solution is that any node can be a CDN
client which makes the Bitcoin network more vulnerable to some classes
of attacks. Specifically, malicious nodes can easily impersonate the role
of CDN clients and maintain connections to many nodes in the network.
This results in malicious nodes being able to control a large portion of the
network. As a result, the Bitcoin network would be vulnerable to
distributed denial-of-service (DDOS) attacks and partition attacks.
Another concern raised in relation to the CDN client protocol is that it is
relatively centralised as any CDN client can be used as a coordinator node
without meeting any requirements or achieving an agreement over the
network nodes. Furthermore, the idea of recommending closer nodes to
other nodes will not have a high impact on the overall network con-
nectivity if it is implemented by limited nodes that are not well
connected.

A new transport protocol layer, known as FIBER (Fast Internet Bitcoin
Relay Engine), is introduced in Ref. [18] to reduce the information
propagation delay. FIBER focuses on the reduction of the delay caused by
the packet loss throughout using UDP with forward error correction.
FIBER also reduces the network traffic by using data compression.
However, our work introduces a new Bitcoin network protocol that can
be easily integrated with FIBER.
2.4. Mitigating double spending attacks

Some research has been done towards analysing and mitigating
double spending attacks with respect to both scenarios, 0-confirmations2

and N-confirmations3. Regarding N-confirmation double spending at-
tacks, the probability of performing successful double spending attacks
on the Bitcoin network has been provided in Ref. [3] throughout
developing an analytical model of Bitcoin. Furthermore, a strong corre-
lation between the size of a message and the propagation delay has been
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observed. As an adversarial fork of the blockchain still causes a possi-
bility of double spending, some research has admitted that reducing the
possibility of accidental forks would help in double spending attack
avoidance [6,7].

In the context of 0-confirmation, a model which considers some mod-
ifications in the transaction dissemination protocol has been presented in
Refs. [7,19]. The main intuition behind these modifications is to mitigate
double spending attacks in fast payments. In Ref. [7], a new model was
proposed which allows the vendor to receive TK (a conflicting transaction)
and Tv (an honest transaction that is sent to the vendor) almost at the same
time. This would help the vendor to discover double spending attacks at
the right time before delivering the products. Specifically, the core idea of
this model is that when a transaction is received by a node that has not
been seen before, the node adds the transaction to its pool and forwards it
to the other nodes. Otherwise, it directly forwards the transaction to other
neighbours without adding it to its pool. This scenario allows the con-
flicting transaction Tk to be received by the vendor before delivering the
products. Though, the vendor would immediately detect the attempt of a
double spending attack when the conflicting transaction TK is received.
The most serious disadvantage of this method is that a large volume of
nonessential traffic would flood the network which results in an inefficient
performance of the Bitcoin network.

As a realistic solution, a prototype system which is applied in vending
machines was proposed in Ref. [19]. This system has performed a fast
payment with 0.088 as a probability of double spending attacks through
setting up a server that observes transactions. This server gives a signal,
which indicates that a transaction has been confirmed to the blockchain
when the transaction is propagated and reached over 40 nodes. Unfor-
tunately, this solution is limited because an attacker’s transaction could
still be propagated to the majority of nodes. That disproves the claim of
considering a transaction is approved if it is received by 40 nodes.

2.5. Reputation based blockchain

In P2P networks, reputation is a fundamental feature that increases
the level of trust. Recently, research has focused on using blockchain to
achieve a secure and efficient reputation scheme in P2P networks. Since
it is common to leverage reputation as an incentive mechanism,
CertChain [20] proposed a reputation mechanism that ranks peers based
on consensus and incentive mechanism, which takes economic benefits
and misbehaviour into consideration. However, this work aims to certify
authorities (CA), rather than address any scalability issue. In PoT [21],
the reputation is maintained based on trust reported by every node in the
network. However, reputation in PoT relies on specific identified trusted
nodes in the network. RepuCoin [22] proposes a reputation scheme that
is based on weighting consensus. However, this scheme relies on the
amount of work that is done from the very beginning of the chain to
calculate the reputation score. This increases the probability of double
spending attack occurrence if high reputation peers collude. In Repchain
[23], a reputation-based sharding is proposed to increase the transactions
throughput. However, this scheme divides the network into shards
following the same mechanism as in Rapidchain [14], where shards are
not proximity defined.

3. Problem statement and summary of contributions

As we highlighted above, the information propagation delay is a
serious problem facing the Bitcoin network nowadays and several
methods have been proposed in order to fix this issue. However, previous
attempts of updating the network topology have not taken into account
any clustering approach. Instead, these attempts have considered either
increasing the network connectivity by maintaining a mesh network to-
pology [3], or relying on several coordinator nodes to support proximity
of connectivity in the network without paying attention to the security
risks [5]. Furthermore, several sharding approaches were introduced to
scale up the Bitcoin blockchain without focusing on the propagation
4

delay issue caused by the share distance between Bitcoin network nodes
[14,23]. We believe that there is plenty of room for improvement in
terms of speeding up information propagation in the Bitcoin network. In
this respect, we aim to evaluate the impact of a novel network clustering
approach based reputation scheme on improving the propagation delay
in the Bitcoin network.

The main aim of this research is to determine ‘Can clustering-based
master node in the Bitcoin network improve the information propagation delay
without compromising security?’.

With the above context in mind, we can summarise the main contri-
butions of this paper as follows:

● MNBC protocol: In this paper, we propose a new model that in-
tegrates a proximity based clustering approach with a newly devel-
oped reputation score based blockchain. The MNBC protocol relies on
several nodes, known as master nodes, to achieve fully connected
clusters based on the physical Internet proximity and random peers
selection. To increase the security level, master nodes are selected
based on a reputation score which is calculated by the reputation
scheme proposed in this paper. The main aim of the proposed model
is to mitigate the propagation delay problem in the Bitcoin network
without compromising security.

● Performance Evaluation: The other contribution of this paper is to
evaluate the performance and effectiveness of the proposed model
against the average latencies of the information delivery between
peers in the Bitcoin network without compromising security.

● Security Evaluation: As undertaking clustering in the Bitcoin
network is different from clustering within other classes of the P2P
network due to the strict requirements of security, this research ex-
amines whether the proposed clustering protocol can be done safely
without increasing the likelihood of certain classes of attacks, in
particular, partitioning attacks and Observe-Act attack.

● Simulations: To enable the evaluation of the proposed clustering
protocols, several simulations were developed using the simulation
model that was developed [24]. To parameterise the simulation
model, large-scale measurements of the real Bitcoin network param-
eters that have a direct impact on client behaviour and information
propagation in the real Bitcoin network, are performed. Furthermore,
measurements of the transaction propagation delay in the Bitcoin
network are presented in this paper. These measurements are
collected using a methodology by which the transaction propagation
delays are accurately measured. These measurements offered an op-
portunity to validate the developed simulator against the real Bitcoin
network.

4. Background knowledge

4.1. Bitcoin network structure

The Bitcoin network refers to a group of nodes that handle the Bitcoin
protocol. Bitcoin is built on a decentralised structure which is considered
one of the key features of Bitcoin. Though, there is no centralised server
that the Bitcoin architecture relies on. Instead, a distributed protocol has
been maintained to support the system [25]. In this network, each peer
runs the Bitcoin protocol and connects with other peers over a TCP
channel [26]. As the Bitcoin network topology is not proximity defined,
connecting to other peers is maintained randomly. In addition, every
node should maintain a maximum of 8 outgoing connections to peers and
accept up to 117 connections [27]. Nodes can join and leave the network
at any time and when a node re-joins, it asks other nodes for new blocks
to complete its local copy of the blockchain [28]. For the purpose of
making denial of service impractical, just the valid information (trans-
actions and blocks) are propagated, whereas invalid transactions and
blocks are discarded. Bitcoin network nodes are classified into two
groups, servers which can accept incoming connections and those which
cannot (clients), because they are behind NAT or firewall [29].
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The Bitcoin nodes take different roles in the network based on the
functionality that those nodes support such as wallet services, routing,
etc. As Bitcoin relies on distributed validation, an essential role in which
transactions are validated in a distributedmanner, is covered by all nodes
in the network [27]. In order to participate in the Bitcoin network, all
nodes have to perform the routing function. This function includes
validating and propagating transactions, and maintaining connections to
other nodes.
4.2. Bitcoin network discovery

When a nodeN joins the Bitcoin network for the first time, a discovery
mechanism that does not consider any proximity criteria is adopted to
find other nodes in the network. As a first step, at least one existing
Bitcoin node needs to be discovered by node N in order to discover more
nodes [30]. After that, more connections will be established between
node N and the nodes that are discovered. Establishing connections to
other nodes is done without taking into account any proximity priority as
the Bitcoin network topology is not proximity defined [3,5]. To establish
a TCP connection, a handshake with a known peer is handled by sending
a version message which contains basic identifying information. A peer
responds back to the version message by sending a verack message. Each
peer holds a list of IPs of peers that are connected to it. To stop peers
misbehaving, each node handles a penalty score mechanism for each
node connected to it. The score is increased when unreliable behaviour is
announced. When the score reaches 100, the misbehaving IP is banned
by the node that handles the penalty score. Furthermore, a transactions
pool is maintained by each node, which includes transactions that wait to
be verified and relayed to the neighbouring nodes [26].

On the question of how a new node discovers the first node in the
network, there are some stable nodes that behave as seed nodes listed in
the Bitcoin client that could suggest to the new node some other nodes in
the network [27]. Specifically, bootstrapping that needs to be handled by
the new node, requires at least one IP address of a Bitcoin network node
which is known as DNS seed node. After maintaining a connection with
the seed node, further introductions to other nodes will be handled.
Then, more connections to other nodes will be established and the new
node will disconnect from the seed node. However, connecting to other
nodes would help the new joining node in discovering more nodes. This
can be done by sending an Addr message which includes the IP address of
the sender node. Precisely, the newly connected node can advertise its
own IP to other nodes by sending an Addr message to its neighbours. This
helps the new node to be found by other nodes. On the other hand, the
new node can get to know other nodes by sending a Getaddr message to
its neighbours. As illustrated in Fig. 1, neighbours respond to the Getaddr
Fig. 1. Dissemination of Addr message between two peers.
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message by sending a list of IP addresses of the other nodes in the
network [30].

Even though each node establishes connections to other nodes, the
node should continue discovering more nodes and advertise its existence
to the newly joined nodes [26]. This is due to unreliable paths as nodes
come and go in the network in a random way. Therefore, a node that
connects to other nodes does not guarantee that these connections will
not be lost. However, discovering other nodes continues to operate with
the aim of offering diverse paths into the Bitcoin network. When a node
reboots, it can re-join the network without needing to bootstrap the
network again as the node can still remember the most recent successful
nodes connections, so the node tries to reestablish connections to those
nodes by sending connection requests. While there are no responses to
these requests, the node starts bootstrapping the network again. In terms
of a connection that has no traffic going through for more than 90 min,
the connection will be dropped off [30].

4.3. DNS seed nodes in the Bitcoin network

As it is mentioned earlier, a Bitcoin DNS seeder is a server that assists
nodes in discovering active peers in the Bitcoin network. Therefore, the
DNS seeder responds to the DNS query by initiating a message that
contains a list of IPs. The maximum number of IPs that can be attached to
the message is limited by constraints on DNS, around 4000 messages can
be returned by a single DNS query [27]. In the Bitcoin network, there are
six DNS seeds that periodically crawl the entire network in order to
obtain active IP addresses. However, there are two scenarios where DNS
seeders are queried by other nodes. The first scenario happens when a
node joins the network for the first time and tries to connect to the active
IPs. While in the second scenario, the DNS seeder is queried by a node
that restarts and attempts to reconnect to new peers. In this case, the DNS
query is initialised after 11 s since the node attempted to reconnect and
has less than two outgoing connections [27].

4.4. Bitcoin protocol & information propagation

The Bitcoin protocol achieves the distributed validation based on a
replicated ledger that is collectively implemented by network volun-
taries. This ledger tracks the address balances of all users. An arbitrary
number of addresses can be created by each user to send and receive
bitcoins. An ECDSA key pair is used to prove the ownership of bitcoins
associated with that address. Each entry in the public ledger represents a
transaction which is a signed data structure that is created by a Bitcoin
user who intends to send a specific bitcoin to one or more destination
accounts [26]. Transactions are responsible for claiming some bitcoins
that are associated with the address of the sending party and reassigning
them to the address of the receiving part/parties. Transactions are rep-
resented by a hash of the previous transaction that has been sent before as
well as the public key of the future owner. Each transaction includes an
input and output. For combining or splitting bitcoins, transactions can
handle multiple inputs and outputs. Inputs reference the funds from other
previous transactions, whereas outputs indicate the transferred bitcoins.
A transaction output also indicates the new owner of the transferred
bitcoins when it is referenced as an input in a future transaction. Though,
the balance of an account is the sum of all the values of all unspent
outputs owned by that account. The sum of all outputs should be equal to
or less than the sum of all inputs [27].

By propagating transactions and blocks, nodes synchronise their
replicas of the public ledger. To avoid sending a transaction to a node that
already received it from other nodes, the transaction is not forwarded
directly. Instead, the transaction availability is announced first to nodes
once the transaction has been verified as shown in Fig. 2. This can be
done by propagating an INV message that contains the hash of the
transaction [31]. On receiving an INV message, a node checks whether
the transaction has been received before. If it has not been seen before,
the node requests the transaction by sending a GETDATA message.



Fig. 2. Information propagation mechanism between Nodes A and B.
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Responding to the received GETDATA message, a node sends the trans-
action’s data. Valid received transactions will be collected and included
in a block by a node that generates blocks. A block availability will be
announced to other nodes, as explained in Fig. 2, following the same
mechanism of transactions availability announcement. However, a delay
in transactions propagation occurs which is caused by the information
broadcasting scenario [5].

5. Master Node Based Clustering (MNBC)

The MNBC protocol extends the Bitcoin Clustering Based Super Node
(BCBSN) protocol that was proposed in our previous work [32], with the
aim of addressing the security and performance limitations of the BCBSN
protocol. As it is mentioned in Ref. [32], the BCBSN protocol aims to
generate a set of geographically diverse clusters in the Bitcoin network by
exploiting super peers technology. Within each cluster, the BCBSN pro-
tocol assigns one node to be a super peer that is responsible for main-
taining the cluster and broadcasting information on the Bitcoin network.
In the BCBSN protocol, clusters are fully connected via super peers only.
Due to this, the information flow between clusters in the BCBSN protocol
is only fulfilled through super peers. Furthermore, super peers in the
BCBSN protocol group peers based on their geographical location in
order to increase the proximity of connectivity in the network. However,
the long-link distance might be applied between any two peers even
though they are in the same geographical location. The node selection in
the BCBSN protocol is not random, instead, the node is forced to connect
to the list of nodes that are supplied by the super peer that the node
connects to. From a security point of view, the level of security awareness
in the BCBSN protocol can be improved if more nodes between clusters
are maintained as well as random selections of peers which are important
in the Bitcoin network is preserved. This improves the network resistance
against the partitioning attack as well as the eclipse attack.

The limitations of the BCBSN protocol mentioned above have moti-
vated the development of a new protocol that overcomes the lack of
connection channels between clusters as well as considers random se-
lections of peers based on the physical Internet distance rather than
purely based on the geographical location. Specifically, the new protocol,
namedMNBC, relies on several nodes, known as master nodes, to achieve
fully connected clusters based on the physical Internet proximity and
random peers selection, where information can be exchanged between
clusters via master nodes as well as normal nodes. The idea of the MNBC
protocol is inspired by the master node technology that was originally
adopted in Ref. [33]. However, selecting master nodes in Darkcoin does
not require conditions to be fulfilled in order to preserve security.
Whereas master nodes in the MNBC protocol are selected through
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applying a selection phase that requires a reputation score to be achieved
in order to cover the role of master nodes.

5.1. System model

We assume that the Bitcoin network starts with one cluster which
includes normal nodes as well as n number of validators Vwhere Vn¼ V1,
V2,…, Vn. After that, the network will be divided into clusters Cs using a
clustering approach based on physical proximity proposed in Ref. [34].
This results in s number of proximity clusters Cwhere Cs¼ C1, C2,…, Cs.
Within an epoch, MNBC randomly distributes validators over the
generated proximity clusters as well as runs the master peer selection
process to elect the master peer for each cluster. This results in Cs ¼ C1,
C2, …, Cs with r ¼ n/s validators in each cluster, including one master
node and r�1 members. In MNBC, an epoch e denotes the time interval
between events of validator assignment to clusters and master node se-
lection. MNBC relies on fresh randomness to randomly assign validators
to proximity clusters. The fresh randomness is generated in each epoch
using a bias-resistant random generation protocol adopted by Rap-
idChain [14]. At the end of an epoch, the master node is elected in each
cluster based on a calculated reputation score. The reputation score of
each validator is calculated within every epoch following a new repu-
tation scheme calculation based on the blockchain proposed in this work.
Clusters in MNBC are fully connected via master nodes. Giving the pos-
sibility of a better improvement in relation to information propagation as
well as security awareness, clusters are also connected by several nodes,
known as edge nodes, that represent the closest nodes belonging to
different clusters. Master nodes are normal Bitcoin full nodes that can
offer a level of additional functions as follows. Supporting a propagation
scenario, by which messages are propagated to a list of all known master
nodes across the network as well as validators and nodes that belong to
the master node’s cluster. In addition, information can also be propa-
gated outside a cluster by edge nodes that are connected to other nodes in
different clusters. Nodes can join the network by solving a computa-
tionally hard puzzle following Sybil-resistant identity leveraging tech-
niques in Ref. [14]. Identity can be represented by the node’s
locally-generated identity which can be verified by all other honest
nodes.

5.2. Threat model

This paper considers two attacker strategies as follows:
Partition attack: We assume that the attack will be performed within

three phases. The first phase starts when several malicious nodes which
belong to an attacker join the P2P Bitcoin network and connect to many
honest nodes. In order to increase the probability of connecting to as
many honest nodes as possible, only the IP addresses of attacker nodes
are announced by other attacker nodes. Once the attacker guarantees that
the satisfied number of connections to honest nodes is maintained and
the connectivity graph is thinned out, a proximate snapshot of the
network graph layout will be given by launching the second scenario of
the attack. This scenario can be achieved through a probabilistic method
which has been introduced in Ref. [26]. By this method, the Bitcoin
network topology can be learnt within a reasonable probability through
indicating whether or not two peers in the network are connected by
sending marker addresses and observing the flow of these addresses. By
doing so, the attacker will be able to indicate the minimum vertex cut of
the network. Minimum vertex cut is defined as minimum honest peers
that removing them causes splitting the graph into at least two partitions
[35]. When the attacker selects peers for Minimum vertex cut, DDOS
attack will be performed on the selected peers.

Observe-Act Attack: We assume the adversary is able to control a
fixed part of nodes. This would allow the attacker to perform several
malicious actions, such as corrupting honest nodes, sending invalid or
inconsistent messages, or remaining silent. Furthermore, the adversary
may connect to other helper malicious nodes and try to gain a high
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reputation score (same distribution as normal nodes). The main objective
of this behaviour is to maximise the probability of having all malicious
nodes in one group.

5.3. Model Overview

The MNBC protocol has the following main components, as pictured
in Fig. 3: Proximity Groups, Master node selection, Reputation scheme,
Reputation blockchain, and Group maintenance. The details of how these
components work are deferred until Section 6.

Proximity Groups: The Bitcoin network is divided into several
proximity groups based on network link latency. More information about
how proximity groups are established will be provided in Section 6.1.

Master node selection: Within each proximity group, there are
validators and a master node which is elected based on the reputation
score.

Reputation scheme: Within an epoch, each validator will have a
reputation score which is calculated by all members of the group
following the reputation scheme. More information about how to
calculate the reputation scheme will be provided in Section 6.3.

Reputation blockchain: Within each group and over an epoch, a
version of the reputation blockchain is maintained. At the end of the
epoch, all groups synchronise their copies of the reputation ledger to
have consensus across the entire system on the current reputation
blockchain.

Groupmaintenance: This component handles the dynamic nature of
the network and how nodes can join and leave the group.

6. System design

The following subsections explain each phase of the MNBC protocol
in more depth.

6.1. Groups establishment

Proximity groups in the MNBC protocol are constructed following the
proximity based approach proposed in Ref. [34]. We assume that the
network starts as one group. Each node independently runs the proximity
protocol by information about discovered nodes and local neighbours.
Each node is responsible for gathering proximity knowledge regarding
the discovered nodes. When a node discovers new Bitcoin nodes, it cal-
culates the physical Internet distance between itself and the Bitcoin
nodes that it has discovered. The calculation of the physical Internet
Fig. 3. Master Node Based Clustering overview.
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distance relies on the round-trip latency between two nodes. As it is
mentioned earlier, nodes discover other nodes in the Bitcoin network
using either the Bitcoin network discoverymechanism or the Bitcoin DNS
service. Two nodesNi andNj are considered close on the physical Internet
if

Di;j < Dth (1)

where Di,j is the distance between Ni and Nj measured by the round-trip
latency, Dth is the latency threshold. We introduce a utility function that
could calculate the distance between two nodes in the Bitcoin network
measured by latency. This function would dramatically change the
behaviour of the overlay and help enrich nodes with proximity knowl-
edge. The new utility function is shown in Eq. (2):

Di;j ¼ Mping

rateðrÞ þ 2Pþ q
0

(2)

where i and j are two nodes in the network,Mping is the length of the ping
message (Bytes). The term rate(r) represents the rate of transmission
which is the total amount of data that can be sent from one place to
another in a given period of time (around � 100 KB/h), while P refers to
the propagation speed which is the amount of time it takes for one
particular signal to get from one point to another. P is multiplied by Eq.
(2) because of the round trip time. The propagation speed is calculated
as:

P ¼ DM

S
(3)

The term DM denotes the distance between two nodes i and j. DM can
be calculated using the geographical distance calculation methodology
introduced in Ref. [36]. S is the speed of the signal which is equal to
3�108 m/s when dealing with Wi-Fi internet, while it is equal to
2/3�3�108 m/s in terms of copper cable [37]. q0 represents the queuing
time (average). Queuing time can be calculated as:

q
0 ¼ Mping

rateðrÞ � λ
�Mping (4)

where λ represents the arrival rate (how many pings are arriving to the
node j). This function will allow the calculation of the average waiting
time of transactions/blocks happening at each node due to receiving this
information relatively at the same time.

As distance measurements are subject to the network congestion and
therefore dynamic, within some variance, multiple messages between
pairs of nodes, are repeatedly sent over time in order to determine the
variance. In terms of a discovered node being close to another node, the
node establishes a connection with the discovered node by sending a
version message as a handshake. In contrast, these two nodes would have
very little chance to get directly connected and stay in the same cluster if
they are so far away from each other. Therefore, clusters in the overlay
network becomemore proximity-aware and nodes make a better decision
in terms of limiting the cost of communication.

As mentioned before, clusters are fully connected by their edge nodes.
Therefore, edge nodes will be selected between every pair of clusters.
Edge nodes will be selected to be the closest pair of nodes that belong to
two clusters. This ensures efficient information dissemination between
clusters as many transmission channels will be available for information
to be exchanged among clusters. Furthermore, increasing the number of
edge nodes between clusters results in maximising the level of difficulty
in partitioning the network (e.g., partitioning attack). More clearly, let
S¼{s1, s2, …, sm} and R¼{r1, r2……, rn} represent two clusters, and let
[sb,rb] denote their border nodes, where sb2S and rb2R, then for all other
pairs of clusters (such that si6¼sb, rj6¼rb, si2S, rj2R), distance(si,rj)⩾ dis-
tance(sb,rb). Note that distance(x,y) represents the distance between the
two nodes x and y measured by link latencies.
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6.2. Master node selection

When a new epoch e begins, all the validators will be distributed
over different groups. Specifically, validators distribution in MNBC
relies on random numbers generated by random seede. A seed can be
generated by the secure distributed bias-resistant randomness genera-
tion protocol which is adopted by RapidChain [14]. By following this
strategy, each validator will be assigned to a different group. Within
each group, a validator is elected to act as a master node based on a
reputation score which is calculated following the reputation scheme
described in Section 6.3. The reputation score helps in electing master
nodes that are better suited for that role. To encourage nodes to
compete towards winning the master node’s role, as it has been proven
in Ref. [38], a reward is given to a master node when it propagates a
valid transaction and behaves honestly. At the end of an epoch e, the
validator with the highest score is elected as a master node, as it is
illustrated in Algorithm 1. We consider the following three aspects in
the process of leader selection.

Security: We believe that nodes with higher reputation values are
more willing to be responsible for system security.

Incentive: The master node will get more rewards in a round of
consensus. Thus, we assume that every node wants to be a master node.

Randomness: It is hard to predict the results of the clustering and
leader selection.

Algorithm 1. Master node selection algorithm

6.3. Reputation scheme

The reputation scheme is run independently by all validators and
members of each group to finalise the reputation score for each validator
at the end of every epoch. The reputation score is calculated based on
several reputation parameters:

Number of transactions: This parameter indicates the number of
transactions that the validator has collected and included in a block. The
number of transactions is an important scope factor for comparing the
behaviour in terms of the degree of satisfaction among different
validators.

The reputation scaling factor: This parameter indicates the scaling
factor of the validator behaviour converted to a reputation score of -1, 0,
1 for correct, unknown, and incorrect decisions. This would help the
reputation scheme to distinguish between different behaviours and
assess them differently with the aim of making the punishment for
dishonest behaviours larger than the reward for honest ones.

Amount of stake: This parameter shows how many bitcoins that the
validator has burned to get a reputation score based on age. Specifically,
the amount of bitcoin that the validator is considered as a stake will be
converted to one of the three reputation values of the node by consid-
ering the age. The formulation of converting bitcoin stakes into reputa-
tion values is as follows:

RSðSi; tÞ ¼ αlogðSikÞ (5)
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where Si denotes the number of bitcoin owned by the validator i (Si>1),
t represents the time when the validator holds the bitcoin, (Sik) denotes
the currency age of the currency Si, and α is the conversion factor
indicating the proportion of the bitcoin age converted to the reputation
value (0<α<1). We believe that long-term holders of a large number of
bitcoins are more likely to be credible and are less motivated to
misbehave, compared with short-term holders. However, the large
stake validators who have kept their stake for a longer period will not
be able to keep the validation role while they are misbehaving as other
reputation factors will be affected. This means the reputation score of
the misbehaving validator will be degraded regardless of the large
stake.

Given a recent time epoch, following PeerTrust [39], the reputation
score ri of validator i is calculated as follows:

ri ¼
Xl

n¼1
SðJÞ*TðJÞ*RSðSi; tÞ (6)

where l is the number of transactions generated after the previous
reputation block. T(J) is the number of transactions collected by the
validator i. S(J) is the reputation scaling factor of the validator i. RS(Si, t)
is the reputation value of the validator i based on the amount of stake
(bitcoins) the validator i used.

6.4. Reputation blockchain

After the reputation score calculation, a Reputation Block (RB) will be
generated by validators via a Byzantine fault tolerance consensus. The
reputation block includes the reputation score the validator owns in this
epoch, the confirmed transaction blocks, the previous reputation block,
and the collective signature. Within each group, the reputation block is
generated by a validator and signed by other validators within the group.
After that, the signed reputation block is sent to other validators across
groups to be validated and agreed upon. Our reputation blockchain fol-
lows the consensus from RapidChain [14] which can achieve 1/2 resil-
ience within the group. Specifically, the master node sends the reputation
block to validators within the group, the validators forward the RB to
other nodes within the group with the tag echo if the block is correct. An
honest validator will accept and sign the RB if it receives fþ1 echo of the
same and only RB. Validators in other groups will accept the RB if more
than half of the validators have signed it.

6.5. Group maintenance

Turning now to the second phase of the MNBC protocol which is the
group maintenance protocol. We deliver notations to be used in this
phase before presenting the peer joining algorithm. In order to increase
the security level, peer selection in MNBC reserves the idea of random
selections of peers which is important in the Bitcoin network. Specif-
ically, peers in the MNBC protocol select other peers based on a combi-
nation of factors of physical proximity (link latency) and random
selection. Let R{n0, n1, …., ni�1} be a set of peers in the Bitcoin network,
where i is the number of total peers. LetM{mp0,mp1,…,mpj�1} be a set of
master nodes, where j is the number of master nodes and M⊆R, Let
mpl{mpl, b0, b1,…., bk�1}, (l ¼0, 1,…, j � 1) and k is the number of peers
in the cluster, mpl be a set of peers in the lth cluster. Therefore, we have
mpl⊆R and R¼mp0[mp1[ …[mpj�1. When a node z wants to join the
Bitcoin network, it first learns about the available master nodes by con-
tacting an arbitrary node T which already has been learnt from the DNS
service. The node T responds with a list of the master nodes it knows
about in the network. According to the peer joining Algorithm 2, the
node z selects a master node mpi such that 8mpj2M, distance(z,mpi)�dis-
tance(z,mpj). Then, the node z sends a JoiningRequest message to the
selected master node. Note that the distance is also calculated based on
the link latency, following the same methodology that has been adopted
in Section 6.1.



Fig. 4. Bitcoin simulator structure.
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Algorithm 2. Peer joining algorithm

7. Performance evaluation

As the main goal of the proposed protocol is to perform faster infor-
mation propagation in the Bitcoin network, the information propagation
delay will be considered as the main performance metric in the evalua-
tion of the proposed protocol. However, any improvement on the
transaction propagation delay can be generalised to other information
dissemination in the Bitcoin network. A security evaluation is carried out
in this paper to examine whether the MNBC protocol reduces the level of
security in the Bitcoin network. In order to evaluate the proposed pro-
tocol, we developed several simulations based on an event-based simu-
lator that has been built in Ref. [32].

7.1. Simulation structure

The presented model is a lightweight, event-based simulation which
is abstracted from cryptography aspects of Bitcoin. Instead, it focuses on
the Bitcoin overlay network and transaction round-trip time delay. The
simulation model is developed in Java for object-oriented structure and
modularity. Based on the concept of discrete event simulation, the
behaviour of the Bitcoin client is modelled as an ordered sequence of
well-defined events. These events, which take place at discrete points in
simulation time, comprise a specific change in the system’s state. In the
developed discrete event simulator, two notions of time are taken into
account: simulation time and run time. Simulation time reflects the vir-
tual time or logical time in the simulation world, whereas the run time
refers to the time of the processor that is consumed by a particular thread.
However, simulation time has a direct impact on how the simulation
events are organised and accurate results are gained. Specifically, when
an event E1 is executed by a thread A, E1 should schedule another event
E1,Return which represents a successful return from E1. The E1,Return must
be scheduled at a specific point in the simulation time which is calculated
after adding an appropriate delay. During the time between E1 and
E1,Return, the simulator can execute any number of events of the same or
another client.

The simulator centres around a priority queue that includes all events
which are ranked based on their expected time of schedule (ETS) (See
Fig. 4). ETS is calculated and referred to each event based on the time
distributions which are measured in the real Bitcoin network and
attached to the simulator. Based on ETS, the foremost event will be
scheduled and removed from the queue. An individual node behaviour
such as joining or leaving the network, creating transactions, forwarding
transactions, is implemented by inheriting from given generic Java
classes.

To make our simulations realistic, we maintained all the required
conditions to simulate the reality of the Bitcoin network with respect to
the information propagation. Specifically, different measurements of the
most influential parameters that have a direct impact on a client’s
behaviour and information propagation in the real Bitcoin network are
attached to the developed simulator. These measurements include the
number of reachable nodes, link latencies, nodes’ session lengths, and
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block confirmation time [32]. The block and transaction processing time
is calculated based on the link latency measurements collected from the
real Bitcoin network (Section 7.1.2).

7.1.1. Session length
Session length in the real Bitcoin network was calculated by imple-

menting a Bitcoin client which is used to crawl the entire Bitcoin network
through establishing connections to all reachable peers in the network.
Periodically, the client attempts to discover Bitcoin network peers with
the aim of maintaining connections to the majority of them. This is done
by sending an Addr message to the client’s neighbours. By getting a list of
IPs from neighbours, the client starts connecting to each IP in the
received list of IPs. As crawlers require time to capture a complete
snapshot that accurately reflects the topological properties and dynamics
of unstructured P2P networks [40], the developed client crawls the Bit-
coin network over a week. During this week, snapshots of IP addresses of
reachable peers were published every 3 h to avoid a situation where the
captured snapshots became more distorted due to a gap between
consecutive snapshots. By using the data which was gathered by running
the developed crawler for one week, points in time in which peers left or
joined the network were indicated.
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The captured snapshots require to be continuous (in time) over a
reasonable period of time to avoid a challenge that appears in the data
collection for studying churn. More clearly, an incident that might
happen during snapshots gathering, such as losing the network connec-
tivity or the observation software crashes, results in a gap in the overall
gathering time. During this gap, important data will be missing. To
overcome the challenge of data missing, measurements are composed of
a series of snapshots maintained by the crawler, each snapshot includes
the start time of the crawl. Therefore, it has been possible to identify
whether or not some data got missing through examining the series of
times in which snapshots started to be captured. By doing this, it has been
discovered that significant gaps in the collected data have not been
experienced.

The distributions of session length in the real Bitcoin network are
shown in Fig. 5. Even though the distributions of session length reveal a
considerable churn in the data, 1400 peers did not leave the network
during the observation time. Taking these distributions into account, the
stability of the network fluctuates. This might lead to change the topol-
ogy substantially.

7.1.2. Link latencies
Measurements of the network latency between peers on the Internet

play a significant role in the development of any P2P network model as
these measurements control the accuracy of conclusions produced by
network models [41]. Thereby, the quality of the developed model relies
on the Bitcoin network latency information that requires the acquisition
of large-scale measurements to be provided at each node. On top of that,
the aim of our research that lies in the area of information propagation in
the Bitcoin network, makes the measurements of link latencies between
peers a considerable requirement to be performed in the developed
model.

In this work, measurements of link latencies between peers were
collected by setting up a Bitcoin client that crawls the entire Bitcoin
network. Specifically, the developed client utilises a list of IP addresses
that can be obtained by following the Bitcoin network discovery mech-
anism to connect to the majority of peers in the network. Also, the client
considers the advantage of ping/pong messages to measure the round
trip latency between the discovered peers and the developed client. More
precisely, the client attempts to maintain connections to several peers.
After that, the client begins an iterative process of sending ping messages
to each peer of the connected peers. The link latency between the client
and a particular connected peer is calculated when the client hears back
from the peer (receiving a pong message). Specifically, the link latency is
Fig. 5. Session lengths of peers in the Bitcoin network.
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measured by calculating the time difference between sending a ping
message to the peer and receiving a pong message by the client. In order
to maintain large-scale and distributed measurements, the client peri-
odically scans the network and applies the same scenario of measuring
the link latencies.

The distribution of latencies between the developed client that was
located in Portsmouth, UK, and peers in the real Bitcoin network is shown
in Fig. 6. These distributions were collected by running the developed
crawler which was connected to around 7000 network peers and
observing a total of 27000 ping/pong messages. The distribution of la-
tencies reveals that around 75% of the collected latencies are below 800
ms, while 25% of the distributions are over 1000 ms and reach up to
2500 ms. It should be taken into account that these measured distribu-
tions indicate the latency between the developed crawler and other peers
in the network. However, the obtained link latencies reflect an empirical
distribution that is close to the normal distributions.

Although the link latency between two peers relies on the location of
the host from which the latency is measured, a similar distribution of
latencies over the entire peers might be obtained from two different
given hosts, each host in a different location. To prove that the developed
crawler was run in a different location. Fig. 7 shows the distribution of
the round-trip latencies between peers that are collected by running the
developed crawler in Los Angeles, USA. It can be seen that the distribu-
tions in Fig. 7 are relatively similar (not identical) to the previous dis-
tributions in Fig. 6. However, attaching the obtained link latencies
distribution to the developed simulation model would give an accurate
estimate of the time delay that is taken by a transaction to reach different
peers in the network.

7.1.3. The size of the Bitcoin network
As the developed model simulates the information propagation in the

Bitcoin network, the size of the network matters due to the fact that the
number of nodes has a direct impact on the range of propagation delays.
Therefore, attaching an accurate measurement of the number of nodes in
the network to the developed model assists in drawing appropriate
conclusions from it.

The size of the Bitcoin network was measured in this work by using
the same developed crawler in Section 7.1.1. The crawler was able to
measure the size of the network by discovering the available IPs in the
network and trying to connect to them. Presently, the size of the Bitcoin
Fig. 6. Link latencies between the measurement node (located in Portssmouth,
UK) and other peers in the Bitcoin network.



Fig. 7. Link latencies between the measurement node (located in Los Angeles,
USA) and other peers in the Bitcoin network.

Fig. 8. Illustration of propagation experimental setup.
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network is around 8000 nodes as the crawler learned 313676 IPs but was
only able to connect to 7834 peers.

7.1.4. The model validation
In this section, the developed model is validated against the real

Bitcoin network based on the transaction propagation delay. As several
aspects of the real Bitcoin network, such as client’s behaviour, processing
delay, and network topology have a direct impact on transaction prop-
agation, the transaction propagation delay measurements are important
to test whether the presented model behaves as close as possible to the
real network. In the prior research, transaction propagation delay mea-
surements were presented in the real Bitcoin network based on the
propagation of INV messages. Specifically, the transaction propagation
delay was measured in Refs. [3,41] by setting up a Bitcoin client that
keeps listening for INV messages. More clearly, the client calculates the
time difference between the first reception of an INV message and sub-
sequent receptions of INV messages, where all the received INVmessages
belong to the same announcement of a transaction. However, the
collected measurements are not indicated when transactions are
received, so these measurements do not represent the actual transaction
propagation delay. Therefore, measurements of the transaction propa-
gation delay in the real Bitcoin network are performed in this work using
a novel methodology by which the transaction propagation delay is
accurately measured as these delays are indicated when peers receive
transactions.

To measure how fast a transaction is propagated in the Bitcoin
network, the Bitcoin protocol was implemented and used to establish
connections to many points in the network, in order to measure the time
that a transaction takes to reach each point. Clearly, a measuring node is
implemented, which behaves exactly like a normal node with the
following functionalities. The measuring node connects to 10 reachable
peers in the Bitcoin network. Furthermore, it is capable of creating a valid
transaction and propagating it to one peer of its connections, and then it
tracks the transaction in order to record the time by which each peer of its
connections announces the transaction. Specifically, suppose a client c
has connections (1,2,3,…., n), c propagates a transaction at time T, and it
is received by its connected nodes at different times (T1, T2, T3,…, Tn) as
illustrated in Fig. 8. The time differences between the first transaction
propagation and subsequent receptions of the transaction by connected
nodes were calculated (Δtc,1, …, Δtc,n) according to Eq. (7):
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Δtc;n ¼ Tn � Tc (7)
where Tn>Tn�1>,……, T2>T1. By running the measuring node, the time
in which the transaction is propagated by the measuring node and
reached each node of the measuring node’s connections was calculated.
Specifically, the timing information is collected by running the experi-
ment 1000 times as one–off style events, networking delays, etc., are
average out. At each run, the measuring node is randomly connected to
10 nodes. The number of connected nodes represents the sequence of the
random nodes that the measuring node connects with at each run.

In terms of measuring the transaction propagation delay in the
simulation world, the aforementioned measuring method in the real
Bitcoin network was used in the simulation. By doing this, the simulation
model was validated by comparing the propagation delay measurements
that have been collected from the Bitcoin simulator to the same mea-
surements that have been collected from the real Bitcoin network. As the
measurements are indicated when peers receive transactions, the distri-
bution of these measured time differences Δtc,1 represents the real
transaction propagation delay.

The average distribution of Δtc,n for the real Bitcoin network and the
simulated network is shown in Fig. 9. Results reveal that during the first
13 s the transaction has been propagated faster and 6 nodes received it
with low a variance of delays. It should be noted that the transaction
propagation delays are dramatically increased over nodes (9,10) which
means that the transaction has been received by these nodes with
significantly larger variances of delays. Obviously, these results reveal
that the propagation delay negatively corresponds with the number of
nodes, as the total duration of subsequent announcements of the trans-
action by the remaining nodes increases with larger numbers of con-
nected nodes. This happened due to each node being connected to large
segments of the network, while the connected nodes were not
geographically localized. On the other hand, transaction verification at
each node affects trickling transactions to the remaining nodes. However,
we discovered that our simulation model approximately behaves as the
real Bitcoin network.



Fig. 9. Comparison of the transaction distribution of Δtc,n as measured in the
real Bitcoin network with simulation results.
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To collect the block propagation delay distribution in the real Bitcoin
network, a measuring node was implemented to measure the block
propagation delay. Specifically, the measuring node c propagates a block
at time T, and it is received by its connected nodes at different times (T1,
T2, …, Tn). According to Eq. (7), the block propagation delay in the real
Bitcoin network was measured based on the time differences between the
first block propagation and subsequent receptions of the block by con-
nected nodes. The average distribution of Δtc,n for the block propagation
delay in the real Bitcoin network and the simulated network is shown in
Fig. 10. These results confirm that the block propagation delay in the
simulation model relatively reflects the same measurements in the real
Bitcoin network.

7.2. Experiments setup

In this section, the experiment setup that is related to the performance
evaluation of the MNBC protocol will be explained. In the experiment,
the size of the network matters as we based our evaluation on the
transaction propagation delay. Therefore, the size of the network in each
simulation is 7000 nodes which relatively matches the size of the real
Fig. 10. Comparison of the block distribution of Δtc,n as measured in the real
Bitcoin network with simulation results.
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Bitcoin network which was measured in Section 7.1.3. Each node in the
overlay is allowed to discover new nodes every 100 ms. Several prox-
imity-based clusters will be generated at certain times. During the
consensus epoch, nodes within every cluster start running the master
node selection algorithm to select a master node for each group. As we
based our performance evaluation on measuring how fast a transaction
and block are propagated in the network after applying our clustering
approaches, we measure the transaction and block propagation delays
using the same methodology which was used in our previous work to
measure the transaction propagation delays in the real and simulated
Bitcoin network. By doing this, evaluation of the proposed protocol
against the real Bitcoin network can be done by comparing the mea-
surements of the transaction propagation delay and block propagation
delay that have been collected in the simulated Bitcoin protocol to the
same measurements that have been collected in the simulated proposed
protocol.

Fig. 11 gives a simple diagram of how the simulation experiment
works with regard to the MNBC protocol. Before applying the cluster
generation algorithms of the proposed protocol, we assume that the
network nodes belong to one cluster. Based on the MNBC protocol,
proximity groups will be generated and validators will be randomly
assigned to these groups. After that, master nodes will be selected at
certain times by running the master node selection algorithm.

7.3. Transaction and block latency

A measuring node c is implemented which is able to create a valid
transaction Tx and send it to one node of its connected nodes. It then
tracks the transaction in order to record the time by which each node of
its connections announces the transaction. Suppose the client c has
proximity-based connections (1,2,3, …., n), c propagates a transaction at
time T, and it is received by its connected nodes at different times (T1, T2,
T3,…, Tn). The time differences between the first transaction propagation
and subsequent receptions of the transaction by connected nodes were
calculated (Δtc,1, …, Δtc,n).

However, the latency is determined by an average of approximately
1000 runs in order to increase the accuracy of the collected latencies
which might be affected by several factors such as data corruption and
loss of connection.

Similarly, the measuring node c was implemented to create a block
with valid transactions and then send it to its connected nodes. Following
Fig. 11. Master Node Based Clustering simulation setup. The black circles
represent the border nodes between clusters, while grey and red circles repre-
sent nodes in different clusters. Blue circles represents master nodes in
each cluster.
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the same developed scenario to measure the transaction latency, the node
c was able to record the time by which the block was delivered to its
connected nodes using the Eq. (7).
Fig. 13. Comparison of the block propagation distribution of Δtc,n measured in
the simulated Bitcoin protocol with Master Node Based Clustering (MNBC)
protocol simulation results.(dt in MNBC ¼ 25 ms).
7.4. Results and discussions

The simulation results show that the proposed protocol offers an
improvement in information propagation delay compared to the Bitcoin
protocol. Fig. 12 and Fig. 13 compare the distributions of Δtc,n for
transaction and block propagation delays in the simulated Bitcoin pro-
tocol against the same distributions that have been measured in the
simulated proposed protocol MNBC. In the figures, the number of con-
nected nodes represents the sequence of the random nodes that the
measuring node connects with at each run. Regarding the comparison
between the MNBC and Bitcoin protocol, the Bitcoin protocol performs
variances of delays, which have been collected in Section 7.1.4, that grow
linearly with the number of connected nodes, whereas MNBC maintains
lower variances of delays regardless of the number of connected nodes.
The reduction of the transaction and block propagation time variances in
the proposed protocol has to do with the fact that the Bitcoin network
layout in which nodes connect to other nodes without taking advantage
of any proximity correlations results in a long communication link cost
measured by the distance between nodes. Consequently, the average
delay to get transactions and blocks delivered is also increased which, on
the other hand, would affect the consistency of the public ledger. On the
other hand, maintaining clusters, which are fully connected via master
nodes and edge nodes, based on physical internet proximity implies
faster information propagation in the MNBC protocol. In fact, contrary to
what was previously thought in this area, we found that reconstructing
the Bitcoin network layout on proximity bases implies faster
transmissions.

Turning now to the comparison between the MNBC protocol and the
BCBSN protocol. As shown in Fig. 12, both proposed protocols show
relatively the same variances of delays over nodes 1, 2, 3, 4, 5, and 6.
From node 7, variances of delays in the BCBSN protocol started climbing
steadily and reached a peak over node 10 recording transaction propa-
gation delays of nearly 18000 ms. On the other hand, the variances of
delays were totally improved in the MNBC protocol over Bitcoin and the
BCBSN protocol, especially over nodes 8, 9, and 10. The most likely cause
of the higher variances of delays in the BCBSN protocol is the fact that the
information flow between clusters in the BCBSN protocol can only be
Fig. 12. Comparison of the transaction propagation distribution of Δtc,n
measured in the simulated Bitcoin protocol with Master Node Based Clustering
(MNBC) protocol and Bitcoin Clustering Based Super Node (BCBSN) protocol
simulation results.(dt in MNBC ¼ 25 ms).
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maintained through supers peers. This causes a lack of transformation
channels between clusters which results in inefficient information dis-
tribution over the network. The lack of connections between clusters in
the BCBSN protocol has been tackled in the MNBC protocol by consid-
ering the edge nodes technology which adds an extra connection channel
between clusters. Therefore, faster information propagation has been
achieved in MNBC compared to BCBSN.

AsMNBC is based on the suggested threshold, it is worth investigating
the optimal latency that can speed up information propagation. For this
purpose, we experiment with MNBC based on several suggested latency
dt. In MNBC, the comparison among three variances of delays was done
based on three different latency suggested thresholds 30 ms, 60 ms, and
90 ms. Results that are shown in Fig. 14 reveal that the less latency
distance threshold in MNBC performs less variance of delays. Judging
from that, there is a negative correlation between propagation delay and
the latency threshold, as the total duration of subsequent announcements
of the transaction by the remaining nodes increases with a larger latency
threshold. The key reason variances of delays have been declined when
the threshold value is reduced is that the number of nodes in each cluster
Fig. 14. Comparison of the transaction propagation distribution of Δtc,n as
measured in the simulated Master Node Based Clustering (MNBC) protocol with
three thresholds (dt ¼ 30 ms, 60 ms, 90 ms ).



Fig. 15. Number of honest peers on the minimum vertex cut. MNBC: Master
Node Based Clustering; BCBSN: Bitcoin Clustering Based Super Node.
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is minimised due to the limited coverage of the physical topology which
is offered by dt. However, reducing the latency threshold would decrease
the size of clusters which leads to the creation of many clusters in the
network. This might result in a side effect which is represented by an
extra traffic overhead. This will be investigated in our future work.

8. Security evaluation

8.1. Partition attack

The potential of partition attacks on the proposed protocols as well as
the Bitcoin network will be evaluated in this section using the designed
simulator. Generally, the main goal of partition attacks is to partition the
network into two or more partitions as well as prevent information flow
between partitions [42]. In terms of the Bitcoin network, the main target
for an attacker launching partition attacks is to disturb the normal Bit-
coin’s main functions which would affect the users’ trust in the system.
This might be an incentive for an attacker due to the influence of users’
trust in the system on the Bitcoin exchange rate.

8.1.1. Experiment setup
The experiment setup of the partition attack evaluation is explained

in this section. In this experiment, two platforms were used, the devel-
oped simulator (See Section 7.1) and the metis graph partition toolkits
[43]. The first phase of the attack will be started when the network to-
pology is restructured according to each MNBC protocol. Specifically,
several attacker nodes join the network and start establishing connec-
tions with many honest nodes. As the partition attack evaluation in this
work is based on minimum vertex cut as a cost metric, the minimum
vertex cut of the network topology was determined at regular intervals
using metis graph partition toolkits. Metis algorithm can achieve a
balanced partitioning that minimises either the communication volume
or the number of edge cuts [43]. However, the attack’s aim in this work is
to get partitions of non-negligible size without taking into consideration
whether or not the partitions are imbalanced. The minimum vertex cut is
determined by an average of approximately 1000 runs in the simulated
Bitcoin protocol and the proposed protocols.

We developed four experiment scenarios with different network sizes
(2000, 4000, 6000, and 8000). The size of the attacking botnet was
chosen to match the number of honest peers in each scenario. The first
phase of the attack starts when the network topology is restructured
according to each protocol of the proposed protocols. Specifically, several
attacker nodes join the network and start establishing connections with
many honest nodes. As we based our partition attack evaluation on
minimum vertex cut as a cost metric, the minimum vertex cut of the
network topology is determined at regular intervals using metis graph
partition toolkits [43]. Metis algorithm can achieve a balanced parti-
tioning that minimises either the communication volume or the number
of edge cuts.

8.2. Results and discussions

Fig. 15 shows the results of three simulated attacks on a model of the
real Bitcoin network, MNBC, and BCBSN protocols. Each attack was
launched based on different network sizes (2000, 4000, 6000, and 8000).
The configuration of the desired imbalance factor was done in a way that
the largest partitions did not include more than 60% of all nodes. In the
small scenarios with a number of nodes (2000 and 4000), the number of
honest peers in the minimum vertex cut in all protocols after launching
the partition attack stayed below 500 which reveals that all protocols are
relatively similar in terms of resistance against partition attacks. While in
the large scenarios with 6000 and 8000 peers, the level of resistance
against partition attacks increased in all protocols as the number of nodes
increased. The highest level is experienced in the Bitcoin protocol, while
the lowest level appears in the BCBSN protocol. Precisely, the minimum
vertex cut in the Bitcoin protocol increased from around 500 to 3800
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with the scenario of 8000 peers resulting in a notable gap in the mini-
mum vertex cut between the Bitcoin protocol and other protocols.
Whereas, the MNBC protocol shows higher resistance than the BCBSN
protocol, where the number of honest nodes in the minimum vertex cut
goes above 2500 in the scenario of 8000 nodes. The BCBSN protocol is
considered the worst of the proposed protocols in terms of how easy to
perform partition attacks as it experienced the lowest minimum vertex
cut in both large and small scenarios. Although the proposed protocols
experienced less minimum vertex cut compared to the Bitcoin protocol,
the number of honest nodes required to cut in the proposed protocols is
still high which needs significant resources to be considered. As expected,
clusters in MNBC that are fully connected via master nodes and edge
nodes reflect less number of honest nodes in minimum vertex cut. While
clusters in BCBSN that are connected via super peers result in a number of
nodes in the area of minimum vertex cut goes down. However, results
from large scenarios in all protocols illustrate that for a higher number of
peers, more effort needs to be spent by an attacker to split the network.

On the question of whether or not an attacker’s session length affects
the resistance of the network to partition attacks, the resistance of the
MNBC protocol will be tested against several session lengths of attack.
Fig. 16 shows the results of the simulated partition attacks on a model of
the real Bitcoin network, MNBC, and BCBSN protocol, including different
session lengths.

The results shown in Fig. 16 illustrate the impact of the attacker’s
session length (SA) on the success of the attack. Within 24 h of attack, the
number of nodes in the minimum vertex cut declined in the simulated
MNBC protocol as well as the Bitcoin and BCBSN protocols as follows: the
minimum vertex cut declined from around 3700 to 1500 in the real
Bitcoin network. The same scenario happened in the MNBC protocol
where the minimum vertex cut decreased from around 2500 to 1150, and
from 850 to 290 in the BCBSN protocol. However, it can be concluded
from the obtained results that the more patience from the attackers with a
higher number of peers, the better chances of success in splitting the
network.

Moving on now to evaluate the impact of the number of clusters on
the difficulty of performing partitioning attacks in the proposed ap-
proaches. Fig. 17 shows the minimum vertex cut in the proposed ap-
proaches with respect to different numbers of clusters.

According to the results that are shown in Fig. 17, increasing the
number of clusters results in more nodes in the minimum vertex cut. It
can be noticed that the minimum vertex cut in all protocols positively
corresponds with the number of clusters, more proximity clusters result
in increasing the difficulty to perform partition attacks. This suggests a



Fig. 16. Number of non-attacker peers on the minimum vertex cut during an
attack with 7000 honest peers parametrized as in the real-world network, at-
tacker’s session length SA¼6 h. MNBC: Master Node Based Clustering; BCBSN:
Bitcoin Clustering Based Super Node.

Fig. 17. Number of honest peers on the minimum vertex cut based on number
of partitions in Master Node Based Clustering (MNBC) and Bitcoin Clustering
Based Super Node (BCBSN).

Fig. 18. The effect of malicious nodes on overall Master Node Based Clustering
performance.
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strong link may exist between the number of clusters and the improve-
ment of the minimum vertex cut. This improvement can be translated
based on the number of master nodes and edge nodes in the MNBC
approach, and super peers in the BCBSN protocol. Specifically, increasing
the number of clusters in MNBC offers more master nodes and edge nodes
that are located in the minimum vertex cut. In respect to the BCBSN
protocol, more clusters reflect more super peers that are classified as
nodes in the minimum vertex cut.
8.3. Observe-Act Attack

We have implemented the MNBC protocol using Go language [44] to
evaluate the impact of the Observe-Act Attack on the throughput per-
formance. We consider that the adversary is able to corrupt a fixed
15
number of honest nodes t, where t<n/3. The corrupted nodes may
collude with each other to disturb the protocol in any arbitrary manner,
such as disturbing the transaction propagation or sending invalid mes-
sages. We tested the Observe-Act attack model over several epochs with
4000 nodes and a group size of 225. Within the experiment, nodes were
categorized into two types—legitimate nodes and malicious nodes. The
legitimate nodes took part in the transaction/block forwarding process,
master peers selection, and consensus protocol. Whereas the malicious
nodes do not participate in the gossip protocol (i.e., remain silent).

Fig. 18 depicts the effect of malicious nodes on the MNBC protocol
over several epochs. Our protocol runs poorly within the first two epochs,
but the throughput increased after epoch 3where malicious nodes cannot
significantly degrade the performance of MNBC due to lower reputation.
However, the performance of MNBC decreased as the percentage of
malicious nodes increased from 5% to 30%.

9. Conclusion

In this paper, a brief background of the Bitcoin system as well as
analysing the information propagation in the real Bitcoin network were
presented. In addition, how propagation delay in the Bitcoin network
could affect the security by offering an opportunity to double spend the
same coins; thereby abusing the consistency of the public ledger was
discussed in this paper. The MNBC, a novel clustering protocol that in-
corporates master node based physical proximity and reputation scheme
based blockchain into the existing Bitcoin protocol, was presented in this
paper. By conducting extensive simulations, MNBC evaluation results
indicate an improvement in the transaction propagation delay over the
Bitcoin network protocol. However, MNBC maintains a lower variance of
delays than the BCBSN protocol. Furthermore, experiments with
different latency thresholds have been conducted to identify the distance
threshold that would give a better improvement in the transaction
propagation delay. We discovered that providing a less latency distance
threshold would improve the transaction propagation delay with a high
proportion. Furthermore, evaluation of partitioning attacks in the Bitcoin
network as well as theMNBC and BCBSN protocols were presented in this
paper. The results revealed that attackers still need more resources to
split the network in the proposed protocol, especially with a higher
number of nodes. Furthermore, the effect of malicious nodes on the
MNBC protocol was validated in this paper. The results proved that
MNBC throughput had not been significantly affected by the malicious
behaviour.
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