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Abstract

Re-sampling methods to solve class imbalance problems have shown to improve classification
accuracy by mitigating the bias introduced by differences in class size. However, it is possible that a
model which uses a specific re-sampling technique prior to Artificial neural networks (ANN)
training may not be suitable for aid in classifying varied datasets from the healthcare industry. Five
healthcare-related datasets were used across three re-sampling conditions: under-sampling, over-
sampling and combi-sampling. Within each condition, different algorithmic approaches were applied
to the dataset and the results were statistically analysed for a significant difference in ANN
performance. The combi-sampling condition showed that four out of the five datasets did not show
significant consistency for the optimal re-sampling technique between the fl-score and Area Under
the Receiver Operating Characteristic Curve performance evaluation methods. Contrarily, the
over-sampling and under-sampling condition showed all five datasets put forward the same optimal
algorithmic approach across performance evaluation methods. Furthermore, the optimal combi-
sampling technique (under-, over-sampling and convergence point), were found to be consistent
across evaluation measures in only two of the five datasets. This study exemplifies how discrete
ANN performances on datasets from the same industry can occur in two ways: how the same re-
sampling technique can generate varying ANN performance on different datasets, and how different
re-sampling techniques can generate varying ANN performance on the same dataset.
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Introduction

Artificial intelligence (Al) applications in solving modern-day industrial problems have shown
popular success across a wide range of healthcare regions, from clinical imaging' to big data
genomics® and drug development,’ reporting billions of dollars’ worth of value.* The rapid de-
velopment of advanced technology and digitization of healthcare paved way for successful and
intuitive Al applications in the present day compared to its fruition in the 1950s; where theoretical
Al was ahead of its computer hardware counterparts.’ Artificial neural networks (ANNs) are a type
of Al approach that have been typically used in the healthcare for diagnosis assistance or monitoring
of diseases.® Previous research has stated that ANNs increase computational efficiency in com-
parison to other predictive algorithms’ thus becoming a favoured approach in research method-
ology. However, ANNs do not independently take into account the overall data distribution, and
could require re-sampling to be implemented in the dataset pre-processing stages™” if classes are
imbalanced.

Imbalanced classes introduce a type of data bias where the amount of data which teaches an Al
system to make a specific prediction is unequal to the amount of data used for a separate prediction.
The classifier would tend to ignore the minority class with the fewer amount of data, while focussing
on increasing the accuracy of classifying the majority class with the larger amount of data.'® For
instance, consider a predictive model trained to provide diagnostic aid for melanoma detection.
Hospital databases contain more images that indicate the absence of melanoma over the presence of
melanoma. Thus, consider the ratio of melanoma images to be 99:1. By using this dataset, a trained
model would falsely report a predictive accuracy of near 99%. The reason this is false is because this
result corresponds to the skew towards the melanoma absent classification and the percentage of
predictive accuracy applies only to this class. Upon using the model to predict for melanoma
present, the predictive accuracy drops significantly below 1% — when in fact, this is the principal
classification that requires the highest predictive accuracy. The result of this flaw shows a tendency
to the irrelevant events rather than relevant events, as they typically contain the larger amount of
data,'” in a situation were producing a false negative (i.e. missing a diagnosis) is more costly than a
false positive. Therefore, the re-sampling method is particularly useful with healthcare data as it
often exhibits classification problems with imbalanced classes.® This involves increasing minority
classes or decreasing majority classes in order to balance the samples representing each class. A
review study found that re-sampling was utilized in 29.6% of class imbalance problems in liter-
ature,'’ indicating that re-sampling is a popular method to solve class imbalances. Furthermore,
electronic medical records have made it possible to investigate the effects of re-sampling on
mitigating the problem. For example, previous literature has found success for Al systems in
healthcare such as detecting cardiovascular risk,'>'? detection of Alzheimer’s'* and detection of
Parkinson’s."”

In current affairs, the most popular procurement of Al in healthcare is for the purposes of aid or
assistance. One of the inherent difficulties of Al is the ability to adapt with ever-changing data; it is
complicit to assume a single classification model would be capable of providing accurate results
across a variety of different data types. If Al systems are utilized to solve problems that they were
not designed to solve, the results provided are likely to be inaccurate and thus detrimental to any
industrial application. The application of Al in the healthcare industry is an extremely high-risk and
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highly sensitive area. This is because the solutions are concerned with the health status of an
individual, leaving little to no room for error. For example, consider a digital health company that
would like to create an application to remotely obtain a patient’s vital signs through a camera lens
using photoplethysmography (PPG).'® An Al system would have to take into account variability in
conditions pertinent to the camera, network, lighting and client in real-world settings. If during
development, the Al is not fed with a variability of data for these settings, it is possible that the
application would either not work or provide inaccurate results. An example of this includes when
Al systems are fed data obtained from experiments in a lab setting. Studies have shown PPG to be
susceptible to motion artefacts'’ and decrease performance with poor lighting,'® making it wholly
impossible for restless'® or tremor-prone patients with low lighting at home to make use of the
application, whilst at the same time would work perfectly for clients capable of being sedentary with
access to decent lighting. It is important to highlight Al systems as not consistently being a one-fits-
all solution. Al systems can be heavily influenced by training data, which in itself can be dynamic
and multifaceted. That being said, there are considerable benefits from responsibly utilized Al in the
healthcare industry. Research has found promising potential in the use of Al in preliminary di-
agnostic assistance,”” home assessments”' and robot-assisted surgeries®” as a few examples. Given
the correct precautions, these approaches could prospectively improve on the two most important
expenses for hospitals and general practices — time and money.>****

In this paper, we demonstrate the importance of responsible Al when mitigating class imbal-
ances, and how neglecting a data-driven approach to re-sampling could lead to sub-optimal
predictions. The objective is to convey that the same re-sampling technique across different da-
tasets and different re-sampling techniques on the same dataset is capable of producing different
results of the overall ANN performance and subsequently effecting the value of the predictions.
There are many existing studies which review re-sampling techniques specifically for healthcare-
related domains (such as medical, or disease diagnosis)''*>° and which review different ap-
proaches to re-sampling (under-, over- and combi-sampling — also known as middle- or hybrid-
sampling).“’27 Aside from re-sampling, cost-sensitive learning techniques are also effective in
addressing the class imbalance problem. Cost-sensitive learning algorithms focus on manipulation
at the classifier level rather than the data level (as re-sampling does) and assigns a cost to every
misclassification made. Previous literature has shown that combining CSL and re-sampling methods
can help reduce misclassification costs and improve classifier performance.”® However, considering
the gap in the literature, this study focuses on the algorithmic comparisons within re-sampling
techniques (i.e. algorithms within over-sampling, under-sampling and combi-sampling), specifically
on healthcare data; which has been seldom reported before.”’ Comparisons between the re-sampling
techniques or between datasets themselves were not conducted in this study. The remainder of this
paper is organized into the following sections: the Methodology section involves the datasets and
approaches taken. The Numerical Results section explains the experimental set-up and experimental
results. The paper ends with the Discussion and Conclusion, sections whereby the Conclusion also
addresses the limitations of the paper and an overview of future work.

Methodology

This section describes the applied datasets, the structure to the experiments conducted and the
design of the experimental protocol. A total of five healthcare-related datasets were obtained from
the UCI Machine Learning Repository.®” In Table 1, the characteristics of each dataset are displayed
including the number of instances, ANN structure, data source (demographic) and labelling (expert
guidance).
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Table 1. Characteristics of utilized datasets from the UCI Machine Learning Database.>

Dataset Instances ANN Structure Input ANN Structure Output
Breast cancer 699 9 2
Cardiotocography 2,126 21 3

EEG eye state 14,980 14 2

Heart disease 303 13 2

Parkinson’s 195 22 2

Dataset Subjects Demographic Expert Guidance
Breast cancer 687 USA Yes
Cardiotocography 6,000 Europe and Australia Yes

EEG eye state | Germany No

Heart disease 303 USA Yes

Parkinson’s 31 uUs Yes

Note: ANN: Artificial neural networks, EEG: electroencephalography.

Dataset characteristics

The first step was to understand how each of the dataset characteristics contributes to the per-
formance of an ANN. For example, in general, the larger the quantity of instances, the more
comprehensive the knowledge is that’s obtained from the data®' leading to successful training of an
ANN. Smaller datasets were included in this study to demonstrate the differences in performance
that can occur with different dataset sizes. Similarly, the quality of data can determine successful
applicability of an ANN in the real-world, which in these datasets are represented by the demo-
graphic and labelling. In the case for the Heart Disease and the Breast Cancer datasets, these
contained instances of data which were incomplete. Having calculated approximately 2% of the
dataset which had incomplete features, they were removed (pruned) from the dataset prior to ANN
training and testing.*>>* The demographic characteristic describes exactly how many participants
and where in the world the data was extracted from, giving us an idea of which would be the most
suitable setting in which to apply the ANN once it has been trained. The labelling characteristic
allows us to understand how the classes were populated, that is, whether or not a medical pro-
fessional, or else, determined that an instance belonged to a specific class based on their features,
and precisely which features are deemed a necessary component of the instance (ANN structure).
These features, are categorized into separate inputs, while the corresponding classifications are
separated into outputs. As with the number of instances, it is ideal to recruit participants from a range
of geographical sources and backgrounds.

Each characteristic is an important component of the datasets and can ultimately determine the
route taken in building an Al system. These datasets were deliberately chosen due to their dif-
ferences as it provides the necessary variability required to test whether the same re-sampling
technique would produce different results across different datasets.

Experimental protocol

The re-sampling conditions included in this experiment were over-sampling (re-sampling smaller
classes up to the majority class), under-sampling (re-sampling larger classes down to the minority
class), combi-sampling (selecting a convergence point then utilizing both over-sampling and under-
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Table 2. Majority and minority class size characteristics from each dataset. Convergence point values
represent convergence targets for the combi-sampling conditions in each dataset.

Dataset Minority Intermediate class Majority
Breast cancer 239 - 444
Cardiotocography 176 295 1,655
EEG eye state 6,723 - 8,257
Heart disease 137 - 160
Parkinson’s 48 - 147
Dataset Convergence point (combi-sampling)

| 2 3 4 5
Breast cancer 264 315 341 366 418
Cardiotocography 453 730 915 1,192 1,470
EEG eye state 6,914 7,202 7,490 7777 8,257
Heart disease 139 145 148 151 157
Parkinson’s 66 84 97 115 134

Note: EEG: electroencephalography.

sampling techniques on the relevant classes) and a benchmark control of no re-sampling. Previous
work implemented the combi-sampling technique using a single convergence point chosen at equal
distances between the quantities of the minority and majority classes.®” In this experiment, we
extend this research by generating five convergence points, chosen at equal intervals from minority
to majority class as illustrated in Table 2 and Figure 1.

The ANN architecture was made up of an input, hidden and output layer, with the number of
input nodes respective of the number of features for each dataset and similarly the number of output
nodes respective of the number of classifications Figure 3. This architecture mimics previous
procedures involving re-sampling comparisons, specifically involving combi-sampling.>> A single
hidden layer with node quantity identical to the input layer was suitable for this experiment.**>” An
optimizer and loss function were defined for the learning process of the ANN, which was set up
using a supervised learning approach. The aim of a loss function is to penalize incorrect predictions
made by the ANN during training and successful ANN performance is contingent upon reducing the
value of the loss function.*® The optimizer carries out the learning process of updating weights and
biases of the ANN (values produced between nodes which carry the patterns from input to output).*”
The datasets themselves were evaluated during the selection process of the loss and optimizer
functions. For instance, because each dataset consisted of binary classifications, that is, [0 1] and [1 0]
or in the case of Cardiotocography, [1 0 0], [0 1 0] and [0 O 1], research suggests that binary cross-
entropy was the best suited for the ANN system of this experiment.*® Furthermore, a majority of the
datasets contain features which were measured on different scales, for example the Heart Disease
dataset includes features of cholesterol level, resting blood pressure, age and sex. According to
previous research, datasets of this type respond well to an optimizer function known as Adagrad, a
gradient descent algorithm which is well-known for dealing with varying data sources within da-
tasets.*! Each dataset was separated into training and testing subsets, 70% and 30%, respectively,****
where the training subset was used for the learning process of the ANN and the testing subset acted as
‘unseen’ data to extract the performance of the trained ANN.

To determine the effect of each re-sampling condition on the ANN, performance evaluation
measures (PEMs) were taken post-training. By implementing more than one PEM, we were able to
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Figure 1. Flowchart graph to illustrate the methodology implemented for each of the re-sampling techniques
and convergence points (CP).

gain more insight into performance of the ANN model ***” above utilizing only one or two of the

four main metrics: sensitivity, specificity, precision and recall. Significance testing of PEMs were
conducted between each method in the re-sampling conditions, and each with the benchmark
control.

Numerical results

This section describes the experimental results and is divided into two subsections. The first
subsection describes the computational set-up defined by the experimental protocol and the second
subsection describes the results of each re-sampling experiment arranged by the individual datasets.

Experimental set-up

Re-sampling techniques. An illustration of the 3 different re-sampling techniques used in this ex-
periment is shown in Figure 2. To achieve over-sampling and under-sampling, 2 different algorithm
methods were used within each condition. For combi-sampling, each algorithm from the over- and
under-sampling techniques were used in conjunction with each other to produce 4 approaches.
There were two general technical themes to re-sampling. The first technique was to utilize the
existing feature space to derive newly generated datapoints.*® These datapoints then acted as
the new, re-sampled dataset under-sampled to the minority class. The second technique was to select
the existing datapoints from the existing feature space to act as the new, re-sampled dataset until the
dataset was the same size as the minority class.*®

For the under-sampling conditions, both techniques were used — the Cluster Centroids (CC)
algorithm, generated new datapoints and the Near Miss (NM) algorithm, which selected existing
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A4
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Figure 2. Diagram illustration using two datasets of different original sizes for the re-sampling techniques: (a)
over-sampling, (b) under-sampling and (c) combi-sampling.

datapoints. In the over-sampling conditions, the re-sampling algorithms implemented were
ADASYN and SMOTE, found to be frequently used in over-sampling experiments more often than
other methods.**>° Both datapoint generation techniques utilizes the feature space, making new
datapoints re-sampled to the majority class®' and discarding the original data. SMOTE and
ADASYN both generate new samples in feature space, however, ADASYN focuses on generating
samples in and around areas where instances have been wrongly classified, while SMOTE (in its
original variant) makes no such distinctions. Therefore, while both algorithms have a similar theme
in generating samples, the decision boundaries are disparate. The combi-sampling conditions were
made up of the cross combinations of over-sampling and under-sampling: ADASYN and Cluster
Centroids (ADASYN-CC), ADASYN and Near Miss (ADASYN-NM), SMOTE and Cluster
Centroids (SMOTE-CC) and SMOTE and Near Miss (SMOTE-NM). Furthermore, five conver-
gence points were applied to each combi-sampling strategy — generating a total of 20 methods
within the combi-sampling condition. Lastly, random re-sampling (RANDOM) was included in
each condition to inspect the likelihood that each algorithmic method produced PEM scores by
chance. For combi-sampling, random re-sampling was applied to both the under- and over-sampling
counterparts (RANDOM-RANDOM).
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Figure 3. lllustration of the Artificial neural networks architecture used in each re-sampling approach.
Number (n) of input (x), hidden (h) and output (0) nodes correspond to the number of features and classes
per dataset, respectively. Activation functions demonstrated between layers.

Network configuration. The Experimental Protocol2.2 section describes that the ANN implemented
consists of one hidden layer between the input layer and the output layer. The activation function at
the hidden layer was defined using the Rectified Linear Unit (ReLU).>? Rectified Linear Unit has
been known to be one of the most frequently used activation function® due to its range from zero to
infinity, preventing neuron saturation. At the output layer, the Sigmoid function was implemented
for the activation function.>* The Sigmoid function flattens the weighted sum received at the neuron
to a value between 0 and 1. This helps scale the output layer by activating the neuron when the
weighted sum is equal to or above 0.5 and deactivating the neuron when the weighted sum is less
than 0.5. The Sigmoid function is quintessentially used for binary classifications.’®> As an over-
fitting preventative strategy, a 0.25 neuron dropout rate was employed between the layers of the
ANN.>® Additionally, epochs were implemented at a maximum of 500 counts with the limitation of
early stopping’’ — whereby the ANN training terminates when the performance does not increase
past a threshold over a certain number of epochs.

Performance evaluation. Two PEMs were used to determine the ANN performance for each of the
experimental conditions. One of the PEMs used was the f1-score (Equation (1)), which is a measure
of the harmonic mean between precision and recall. The precision-recall curve is a widely used PEM
across machine learning literature®®

1= 2(Recall*Precision)

 Recall + Precision

(1)
where

P

P . . _
recision —TP T FP

TP

Recall = ————
TP + FN

The second PEM used was the Area Under the Receiver Operating Characteristic Curve (ROC-
AUC) (Equation (2)), which has been shown to be the more desired option when dealing with
medical datasets.’” The ROC is a curve which plots the true positive rate along the y-axis and the
false positive rate along the x-axis (Equation (2) and (3)). The AUC is calculated as the area under



Saul and Rostami 9

|l —— Breast Cancer
0.04 | Cardiotocography
| “1 —— EEG Eye State
L | —— Heart Disease
[

0.03 Parkinsons

002 M l | \"E ."‘.
%l oA /ﬁ""w \.- ‘A‘ /
AT

//V = _f\J\’ﬁ/v\\,\

Standard Error of Mean (SEM)

0 10 20 30 40 50 60 70
Sample Size (n)

Figure 4. Relationship between sample size and SEM. Graph demonstrates the change in SEM over increasing
sample sizes. Note: SEM: standard error of mean.

the plotted ROC curve and provides a measure of success for each ROC plot and therefore allows for
a comparison of the ROC plots across different conditions. ROC also introduces metric coverage of
specificity and sensitivity®

TP
TPR(Sensitivity) = ——— 2
(Sensitivity) TP+ FN )
FP
FPR(1 — Specificity) = ———— 3
(1 — Specificity) FPLIN 3)

Sample size. Sample sizes were computed to determine the number of times each method in each
experimental condition was run, providing us with multiple results of the ANN system performance
evaluation to act as a group of results for statistical comparisons. The standard error of mean (SEM)
was calculated between the values obtained from the results of the PEM for each run of the ex-
periment. Here, the SEM was calculated between 3 and 73 samples to derive a sufficient sample size,
as portrayed in Figure 4. The electroencephalography (EEG) Eye State and the Cardiotocography
datasets display the least fluctuations in SEM from sample size 3. Additionally, all dataset SEMs
reached a plateau at around sample size 50. This informs us that each method should be run 50 times
to obtain 50 values of the fl-score and ROC-AUC, while accounting for SEM within the sample
prior to statistical analysis.

Statistical analysis. Firstly, to decide which test to use between PEMs from each of the methods
depended on the distribution of the results. The Kolmogorov—Smirnov test for normality®' was
conducted to extract the p-values indicating a normal or non-normal distribution for the PEM results
of each condition. The findings showed a mixture of both normally (p > 0.05) and non-normally
(p < 0.05) distributed data, indicating a non-parametric approach for testing between the re-
sampling conditions.

Accordingly, the non-parametric Wilcoxon signed-rank test®” for testing between two groups
was used between re-sampling methods within the under-sampling and over-sampling conditions.
The non-parametric Friedman test® for testing between more than 2 groups was used for the combi-
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Table 3. Breast Cancer dataset statistical analysis results from Wilcoxon signed-ranks test for the re-sampling
conditions.

Combi-sampling AUC fl score
Optimal strategy S-NM/5 S-NM/5
p/re-sampling 5.60e+06* 2.85e-06*
p/conv. point 9.84e-01 9.53e-01
p/control 3.22¢-01 2.22e-010)
Over-sampling AUC fl score
Optimal strategy RANDOM RANDOM
p (R/A)/re-sampling 5.06e-02* 5.06e-02*
p (R/S)/re-sampling 5.78e-01 6.19e-01
p/control 7.61e-01™ 5.94e-01™
Under-sampling AUC fl score
Optimal strategy RANDOM RANDOM
p (R/CC)/re-sampling 7.92e-01 8.35e-01

p (R/NM)/re-sampling 2.07e-01 2.40e-01
p/control 8.52e-03(7* 7.17e-03%

sampling condition. Finally, the Wilcoxon signed-rank test was also used to compare each condition
in combi-sampling, over-sampling and under-sampling to the control.

Experimental results

Under-sampling and over-sampling results were determined from the direct significance testing
between the methods within each re-sampling condition, that is, between SMOTE and ADASYN in
over-sampling. Combi-sampling, on the other hand, utilized group comparisons for significance
testing, which can be described in two measures of analysis. The first measure was to test for a
significant difference amongst the convergence points within each re-sampling method. For ex-
ample, we tested for whether there was a significant difference when using convergence points 1, 2,
3, 4 or 5 within the ADASYN-CC re-sampling method. The second measure of testing was across
the re-sampling methods within each convergence point. For example, whether there was a sig-
nificant difference between the ADASYN-CC, ADASYN-NM, SMOTE-CC, SMOTE-NM or
RANDOM-RANDOM re-sampling methods with convergence point 1. Statistically significant
differences between methods were defined as p < a, where o = 0.05 for under-sampling, over-
sampling and control comparative analysis. Critical level a for combi-sampling multiple com-
parisons tests was adjusted to 2.5 x 102 per dataset using Bonferroni correction. Each dataset has
corresponding tabulated results for the optimal strategy within re-sampling conditions (Tables 3-7),
where asterisk-marked cells indicate a significant p-value. Comparative control analysis p-values
are also accompanied with an indication of whether the control condition outperformed the re-
sampling methods, shown by (—) and (+), favouring the control condition or re-sampling method,
respectively.

Breast cancer. The under-sampling condition showed that random re-sampling was the best per-
forming condition according to both the ROC-AUC and fl-score results, with significance in
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Table 4. Cardiotocography dataset statistical analysis results from Wilcoxon signed-ranks test for the re-

sampling conditions.

Combi-sampling AUC fl score
Optimal strategy A-NM/5 S-NM/5
p/re-sampling 6.92e-16* 1.86e-17*
p/conv. point |.63e-15% 8.30e-22%*
p/control 2.90e-03(M* 2.89e-04M*
Over-sampling AUC fl score
Optimal strategy SMOTE SMOTE

p (S/A)/re-sampling 2.8le-03* 2.72e-03*

p (S/R)/re-sampling 7.61e-01 6.53e-01
p/control 6.67e-04)% 8.23e-04M*
Under-sampling AUC fl score
Optimal strategy CcC CcC

p (CC/NM)/re-sampling 2.11e-07* 3.92e-07*

p (CC/R)/re-sampling 2.11e-01 1.46e-01
p/control 0.00e + 00 0.00e + 00

Table 5. EEG Eye State dataset statistical analysis results from Wilcoxon signed-ranks test for the re-sampling

conditions.

Combi-sampling AUC fl score
Optimal strategy R-R/2 A-CC/4
p/re-sampling inc inc

p/conv. Point 9.56e-01 inc
p/control 6.17e-02") 4.48¢-01
Over-sampling AUC fl score
Optimal strategy SMOTE SMOTE

p (S/A)/re-sampling 5.78e-01 6.05e-01

P (S/R)/re-sampling 4.20e-01 3.51e-0l
p/control 5.85e-01™ 6.17e-02
Under-sampling AUC fl score
Optimal strategy RANDOM RANDOM
p (R/CC)/re-sampling 3.41e-01 8.73e-01

P (R/NM)/re-sampling 3.23e-04* 1.82e-02*
p/control 1.30e-01¢" 3.18e-03")*

comparison to the control. However, neither result showed significance nor was there a significant
difference between the re-sampling conditions. Furthermore, the control conditions outperformed
under-sampling. Over-sampling exhibited the same findings, with random re-sampling producing the
highest ROC-AUC and f1-score results; though no significant differences between methods and the
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Table 6. Heart Disease dataset statistical analysis results from Wilcoxon signed-ranks test for the re-sampling

conditions.

Combi-sampling AUC fl score
Optimal strategy S-NM/4 R-R/I
p/re-sampling 9.66e-04* 8.58e-04*
p/conv. point 3.22e-10% 1.00e-02
p/control 5.47e-04% 6.31e-02"
Over-sampling AUC fl score
Optimal strategy ADASYN ADASYN

P (A/R)/re-sampling 5.46e-01 9.80e-01

P (A/S)/re-sampling 82le-01 6.39e-01
p/control 4.95e-03)* 1.28e-03( )
Under-sampling AUC fl score
Optimal strategy NM NM

p (NM/CC)/re-sampling 5.58e-04* I.15e-04*

p (NM/R)/re-sampling 1.51e-03* 6.67e-04*
p/control 451e-03* 0.00 + €00

Table 7. Parkinson’s dataset statistical analysis results from Wilcoxon signed-ranks test for the re-sampling

conditions.

Combi-sampling AUC fl score
Optimal strategy S-NM/4 R-R/2
p/re-sampling 9.66e-04* 8.58e-04*
p/conv. point 3.22e-10* 1.00e-02
p/control 5.47e-04M* 4.608e-03(")*
Over-sampling AUC fl score
Optimal strategy ADASYN ADASYN

P (A/R)/re-sampling 5.46e-01 9.80e-01

p (A/S)/re-sampling 8.21e-0l 6.39e-01
p/control 4.95e-03")* 1.28e-03(*
Under-sampling AUC fl score
Optimal strategy NM NM

p (NM/CC)/re-sampling 5.58e-04* 1.15e-04*

p (NM/R)/re-sampling 1.51e-03* 6.67e-04*
p/control 4.51e-03()* 0.00e + 00 )%
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control were found. For the combi-sampling condition, the Friedman test indicated that the re-
sampling method of SMOTE-NM using covergence point 3 provided the best ANN performance
according to the ROC-AUC and fl-score metrics. ADASYN-NM at convergence point 3 did not
exhibit significant differences in comparison to the other convergence points, however, ADASYN-
NM as a re-sampling method showed significant superiority in performance compared to the other
combi-sampling methods. However, both performance metrics showed no significant differences with
the performance of the ANN using the control data. Both optimal strategies within over-sampling and
combi-sampling surpassed the control condition. The combi-sampling optimal strategies were not
complimented by the optimal strategies for over-sampling and under-sampling from the results of
ROC-AUC and fl-score.

Cardiotocography. The under-sampling condition showed that CC outperformed NM and random re-
sampling from both the ROC-AUC and fl-score statistics, significantly so over NM. It was found,
however, that the performance of CC was significantly inferior to that of the control. In the over-
sampling conditions, SMOTE was the best performing re-sampling technique from both the ROC-
AUC and fl-scores, and significantly different to the results of random re-sampling and ADASYN
only for the fl-score results. Comparisons with the control displayed a significant superiority on
ANN performance when using the f1-score metric and ROC-AUC metric. Combi-sampling found
that from the ROC-AUC metric, ADASYN-NM at convergence point 5 significantly outperformed
the other strategies and the control. The f1-score showed SMOTE-NM at convergence point 5 as the
optimal strategy with similar performance significance. The combi-sampling optimal strategies
were not complimented by the optimal strategies for over-sampling and under-sampling from the
results of ROC-AUC and fl-score.

EEG eye state. For this dataset, the under-sampling condition found that the random re-sampling
method outperformed both CC and NM, and significantly so for NM. Control comparative analysis
resulted in greater performance of the RANDOM under-sampling method, though only significantly
so from the f1-score results. In over-sampling, the ROC-AUC and f1-score results declared SMOTE
as the best performing re-sampling technique, however, no significance was found between random
re-sampling, ADASYN, SMOTE and the control across both PEMs.

Combi-sampling limitations were consequential with the EEG Eye State dataset, such that no
convergence was obtained entirely using the convergence points 1, 2 for ADASYN-CC and
convergence points 1, 2 or 3 for ADASYN-NM. The datapoints themselves could not be generated
with those specific conditions. The results subsequently were extracted with the interpretation that
convergence points 1, 2 and 3 provided nil performance for the ANN, resulting in an incomplete
(inc) result. Thus, it was not possible to derive significance from multiple comparison analysis with
missing results for the methods that failed to converge. That being said, of the remaining methods
for combi-sampling, RANDOM-RANDOM at convergence point 2 and ADASYN-CC at con-
vergence point 4 produced the highest ROC-AUC and fl-score values, respectively. It was only
concluded that these results were insignificant across convergence points on the ROC-AUC space,
and no significant differences were found between the optimal combi-sampling strategies and the
benchmark control. In only the ROC-AUC metric did a re-sampling counterpart compliment the
combi-sampling strategy, that being random under-sampling.

Heart disease. In the Heart Disease dataset, the under-sampling conditions found that the NM re-
sampling condition outperformed CC and random re-sampling in both the results from the ROC-
AUC and fl-score metrics. Furthermore, NM demonstrated significant differences to the control,
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Figure 5. Scatterplots visualizing the range of Artificial neural networks performance from the ROC-AUC
and fl-scores for (a) under-sampling, and (b) over-sampling conditions, colour coded by re-sampling
method. Error bars represent the standard deviation, centred at the median of the sample.

however, the significance favours the control condition. Over-sampling found ADASYN out-
performing SMOTE and random re-sampling from both PEMs, however, there was no significant
difference found between all re-sampling methods, only between ADSASYN and the control.
Similarly to under-sampling, the control condition produced higher ROC-AUC and fl-scores
compared to re-sampling. Within combi-sampling, ROC-AUC results demonstrate an optimal re-
sampling strategy of SMOTE-NM at convergence point 4. This strategy exhibits significant su-
periority compared to the remainder of the combi-sampling methods, convergence points and the
control. The results from f1-score, on the other hand, show RANDOM-RANDOM at convergence
point 1 producing the best ANN performance. This finding shows significance at only the re-
sampling method level, with no significance observed between the convergence points and the
control. In only the ROC-AUC metric did a re-sampling counterpart compliment the combi-
sampling strategy, that being NM under-sampling.

Parkinson’s. The Parkinson’s dataset showed that NM significantly outperformed CC and random
re-sampling in the under-sampling condition from both ROC-AUC and f1-score metrics. However,
ANN performance was succeeded by the control condition from the f1-score results. Both control
comparative analyses showed significance. In over-sampling, ADASYN was the best performing
re-sampling condition —also from both PEMs. However, ADASYN had no significant differences to
the other re-sampling methods; though significance was found in comparison to the control. The
combi-sampling conditions showed that the SMOTE-NM re-sampling condition using the con-
vergence point 4 significantly outperformed the other re-sampling strategies and convergence points
along with a significantly superior performance compared to the control from the ROC-AUC
statistic. The fl-score metric showed that RANDOM-RANDOM with convergence point 2 sig-
nificantly outperformed the other re-sampling strategies and a significant superior performance to
the control, however, no significance between convergence points. In only the ROC-AUC metric
did a re-sampling counterpart compliment the combi-sampling strategy, that being NM under-
sampling.
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Figure 6. Scatterplots visualizing the range of Artificial neural networks performance from the ROC-AUC
and fl-scores for the combi-sampling condition, colour coded by re-sampling method. Each row
corresponds to a convergence point. Error bars represent the standard deviation, centred at the median of the
sample.

Visual inspection. In Figures 5—7, we demonstrate the pattern of the f1-score against the ROC-AUC
to observe the directional relationship between the two metrics. Error bars on the scatterplots depict
the standard deviation which are centred at the median of the sample, complimenting the p-values in
Tables 3—7. Difference in performance significance decreases as the error bars that represent each re-
sampling method (shown in legend) come closer to overlapping completely. However, the more
discrete the error bars, the clearer the ANN performance distinction. This can be observed with the
Heart Disease dataset in the under- and over-sampling conditions (Figure 5, where it is illustrated
that the error bars are the most visually discrete. This is complimented by Table 6, where the optimal
strategies are coherent between the fl-score and ROC-AUC.

Across all re-sampling conditions for the Breast Cancer and Cardiotocography datasets,
and the under-sampling plot for the Parkinson’s dataset, the scatterplots display a gradual
correlation which shows that the values of ROC-AUC seldom drop below 0.4 while the f1-
scores approach 0. The scatterplot pattern deviates from the 45° diagonal (which indicates
equal fl-score and ROC-AUC values). This demonstrates that as the ROC-AUC values
approach matching amounts of true negatives and true positives, the relevance of the
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Figure 7. Scatterplots visualizing the range of Artificial neural networks performance from the ROC-AUC
and fl-scores for the combi-sampling condition, colour coded by convergence point. Each row corresponds
to a re-sampling method. Error bars represent the standard deviation, centred at the median of the sample.

predictions, depicted by the fl-score, swiftly approach zero; due to the proportion true
positive results to all positive results.

The Heart Disease dataset exhibits the most coherence to the diagonal across all re-
sampling conditions, suggesting that the components of this dataset is often less biased
towards either of the PEMs. The benefits for datasets that exhibit this behaviour can stipulate
that where high values of the f1-score are produced, they are likely to be accompanied with a
high value of the ROC-AUC. While the Parkinson’s and EEG Eye State datasets also cohere to
the diagonal, the elements are considerably more dispersed compared to the Heart Disease
dataset. The EEG Eye State dataset scatterplot form a tighter cluster; however, it should be
taken into account the lack of results from computational limitations for the convergence
points using ADASYN for over-sampling. In Figure 7, this complication can be seen where
the error bars are blown out of proportion for the convergence points which failed to generate
datapoints and therefore provided nil performance for the ANN. On the other hand, in the
over-sampling and under-sampling plots for the EEG Eye State dataset, the performance of the
ANN increases in such a way that the f1-score and ROC-AUC values close in on the diagonal.
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However, as performance decreases, there is less of a coherence with the diagonal — de-
creasing more rapidly on the fl-score axis than the ROC-AUC.

Discussion

The statistical analysis methods used, multiple comparisons (Friedman), Wilcoxon Signed-Ranks
and correction using Bonferroni tests, were specifically chosen to account for the stochastic nature
of the algorithms employed in the re-sampling conditions. This demonstrated a consideration of the
significance of the results upon interpretation.

For the Heart Disease, Breast Cancer and Parkinson’s datasets, it is important to consider dataset
variability and size. These datasets are markedly smaller in comparison to the EEG Eye State and
Cardiotocography datasets, and by nature will possess a decreased variability in data (and increase
in variance)®* causing them to be prone to over-fitting. In such a case, the ANN would memorize
values rather than patterns.®® Therefore, when analysing the results, larger datasets would be re-
quired should the purpose of the ANN be applied to new data. Another important consideration is
the distance between minority and majority classes. For example, for the Heart Disease dataset, the
difference between minority and majority classes was only 23 instances. It was expected that in such
datasets the difference in performance between convergence points be insignificant, due to such a
small difference between minority and majority classes. Hence, combi-sampling would not be the
most suitable re-sampling technique under the conditions of small datasets and small minority-
majority distances.

The minority-majority ratios to the nearest integer for each dataset are as follows: Breast Cancer
1:2, Cardiotocography 1:8, EEG Eye State 3:4, Heart Disease 5:6 and Parkinson’s 1:3. The ratio
within datasets between minority and majority classes did not show a clear link with the PEMs. For
instance, the Cardiotocography and Parkinson’s datasets exhibit the highest ratios and both showed
significant differences to the control in ANN performance after re-sampling under all conditions.
Which concurs with previous research that has shown that when the ratio between minority and
majority classes are high, this deteriorates the results from the PEMs.*®®” On the other hand, the
EEG dataset by comparison had a lower ratio whilst also performing significantly better than the
control after each re-sampling condition, supported by research finding that when there is a strong
imbalance, standard classifiers would produce sufficiently accurate performance.®® The remaining
datasets, Heart Disease and Breast Cancer, had lower ratios in comparison to Cardiotocography and
Parkinson’s. However, the Heart Disease dataset did not produce significant differences to the
control performance across all re-sampling conditions. These results are in line with existing
literature which state that class imbalance ratios may not necessarily be the only hindrance on ANN
performance for datasets with imbalanced classes.®®

There were difficulties encountered during the implementation of the ADASYN over-sampling
algorithm into combi-sampling for the larger-scale datasets in this study. The decision function of
the ADASYN algorithm generates new datapoints by focussing on the boundaries of the feature
space” with the aim of removing the skew of data. What was observed from ADASYN was that
there were little to no datapoints being generated when the convergence points were closer to the
minority class, despite being capable of successfully over-sampling the minority class on its own.
This suggested that it was unsuitable for ADASYN to be implemented into a combi-sampling
approach when dealing with larger datasets, specifically to re-sample a minority class to a size near
the value of its own.

In each dataset, the combi-sampling condition produced significantly higher ANN performance
than the control. However, fl-scores favoured random re-sampling for the Heart Disease and
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Parkinson’s datasets; while the ROC-AUC does the same with the EEG Eye State dataset. For
under-sampling only, the EEG Eye State dataset also favours random re-sampling significantly so
over NM and the control for both PEMs. The Breast Cancer did not comply with either of the
advanced re-sampling methods for both under- and over-sampling, rather performing best with random
re-sampling. Proving a significant superiority over ADASYN and the control in over-sampling, it
contrarily exhibits significantly poorer performance compared to the control in under-sampling. These
findings deduce that there is an incompatibility between these datasets and the re-sampling algorithms;
whereby the chance results serve as an indication towards alternative re-sampling methods, requiring a
more extensive review between a greater range of re-sampling algorithms on the specific dataset to shed
light behind the reasoning for sub-optimal performance.®’

Optimal method consistency between combi-sampling and over-/under-sampling conditions
were found within under-sampling and results of the ROC-AUC only. This consistency occurred for
the EEG Eye State, Heart Disease and Parkinson’s datasets, while the remaining datasets showed no
such consistencies. Furthermore, between PEMs, only the Breast Cancer dataset showed consis-
tency for the optimal combi-sampling strategy — inclusive of re-sampling and convergence point
methods. The Cardiotocography dataset showed consistency between the PEMs in the under-
sampling counterpart and convergence point, however, not for the over-sampling counterpart. The
remaining datasets conveyed no distinct consistencies in the optimal strategies for the combi-
sampling condition between fl-scores and ROC-AUC. On the other hand, over-sampling and
under-sampling demonstrated consistency in re-sampling method across PEMs.PEMs are derived
from different statistical powers of the data; where PEMs display discordant results for the same
classifier on the same dataset, this is indicative of an aspect of the dataset which lacks in quality and/
or the classifier is not sufficiently built for the dataset. As mentioned in Experimental Protocol,
using more than one PEM to measure performance can help provide a more comprehensive view
of the ANN. Particularly in this study, as four of the main metrics (precision and recall for the f1-
score,’” sensitivity and specificity for the ROC-AUC®?) are utilized. Consider a confusion matrix
which illustrates true positives, false positives, true negatives and false negatives. Sensitivity and
recall both measure how well the positives are predicted by a classifier. As such, the value of
sensitivity or recall could be increased during training by simply maximizing the predictions for
positive. This is the same with specificity, which measures how well false positives are predicted,
can be maximized by consistently returning the predictions for negatives. Precision measures the
relevance of the predicted result, that is, correctly labelled predictions. If only one prediction was
returned that was a sure-fire correct label, this would return a good precision value. In light of this,
it would be useful to carefully inspect the dataset when building the re-sampling and classifier
pipeline so to minimize any bias contributing to any one performance metric due to weaknesses
that exist in the dataset. For the purposes of this experiment, the classifier model was kept
consistent for each condition that was implemented. This could explain the differences in the
report for optimal re-sampling technique as the classifier could be more appropriately suited for
one dataset over another.

For example, the fl-score and ROC-AUC metrics reported conflicting results in the over-
sampling counterpart of the combi-sampling condition for the Cardiotocography dataset. Without
the presence of the f1-score, it would have been deduced that ADASYN was the most suitable given
the p-value generated in comparison to the other re-sampling techniques and the control. However,
results from the fl-score analysis suggest that in fact SMOTE was most suitable for the over-
sampling counterpart — in coherence with the results from the over-sampling condition for
both fl-score and ROC-AUC. This indicates that certain factors of each over-sampling technique
imposed onto the dataset in combi-sampling were favoured by the individual PEMs.”' From a
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standpoint of dataset quality,”>"* because the under-sampling and convergence points are consistent
between PEMs, it could be interpreted that there are issues rooted at the datapoint generation of the
minority class. In a state of uncertainty such as this, further investigation is recommended; for
example, testing between each re-sampling conditions would detail whether ADASYN-NM/
5 significantly outperforms over-sampling only with SMOTE (where SMOTE is the optimal
strategy concerning both PEMs). If the outcome turns out to be false, this suggests that ADASYN is
in fact reducing the ANN performance in the space of precision and recall — which is obscured by
focussing only on sensitivity and specificity with ROC-AUC.

In the results for Heart Disease and Parkinson’s datasets, it can be observed that ROC-AUC
comparative analysis in combi-sampling shows a significantly superior performance of SMOTE-
NM to the other re-sampling techniques and the control. Contrarily, in the under-sampling condition
of the same dataset, NM was superseded by the control condition. This finding argues that for under-
sampling the Heart Disease and Parkinson’s majority classes, NM would be the best approach where
random re-sampling and CC are the other contenders. However, the minority class size was not
sufficient to train the ANN and produce a performance level that is greater than chance. The
discordance of ANN performance leads a notion that in the strictest sense of re-sampling to either
the minority or majority class sizes, over-sampling yields a greater likelihood of good
performance® — though in spite of this, it is indeed possible to generate a class size smaller than the
majority and generate significantly superior results to the control.

A final factor of the experiments concerns the consistency between convergence points within
the combi-sampling condition. Out of the 10 findings, 7 optimal strategies possess a convergence
point of 4 or above. The higher levels of convergence points elevate the performance of the ANN
significantly above the control across all datasets, and produce a significant improvement above the
other convergence points for all corresponding datasets except for EEG Eye State where this finding
was inconclusive. In the Parkinson’s dataset, SMOTE-NM at convergence point 4 outperformed all
other combi-sampling methods and the control. However, the corresponding over-sampling only
methods were insignificant while the under-sampling methods were. This shows a boost from both
the under-sampling counterpart and convergence point, that are able to generate datapoints which
carry far more relevant information than over-sampling alone, albeit the class size must be close the
majority class. This concept is also reflected in the Parkinson’s dataset, where neither the over-
sampling or under-sampling conditions were able to succeed the ANN performance above the
control; though the combination of the re-sampling methods generated new datapoints that sig-
nificantly better the ANN performance at a convergence point close to the majority class size. Of
those that had an optimal convergence point below 4, they were all accompanied by random re-
sampling for both the under- and over-sampling counterparts. These results hone in on the im-
portance of class size; suggesting that while indeed re-sampling improves the performance of the
ANN above the control, the re-sampling algorithms aren’t able to produce a higher performance
above chance regardless of the class size so long as the size is between the minority and majority
classes. In fact, this statement is supported by the p-values from the Friedman multiple comparisons
analysis, which states that there are no significant differences in the performance of the ANN across
convergence points for all datasets that exhibit an optimal strategy of RANDOM-RANDOM.

These discrepancies across re-sampling strategies, convergence points and PEMs are directly
related to the no-free-lunch theorem (NFL)’* and the bias-variance trade-off. The NFL, in machine
learning terms, states that there are no universal solutions and declare that all techniques and
algorithms can be deemed as good as each other if no assumptions are placed on the dataset at
hand.” Furthermore, studies have shown that the NFL theorem applies especially for supervised
learning models.”® The NFL has been widely implemented by machine learning literature,”’
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providing precautions to building machine learning models. The theorem proves that there is no
feasible way for an algorithm or model to succeed equally at two different problems. It is therefore
not illogical for the dataset or pre-processing of the dataset to hold an equal, if not greater, im-
portance to the algorithm employed.”” The bias-variance trade-off corresponds to the trade-off
between under-fitting (high bias) and over-fitting (high variance).”® Imbalanced datasets have
skews, and the way in which the balance of this trade-off is restored depends not only on the original
skew, but also on how well the dataset responds to the methods that attempt to restore it. For
example, large datasets with a very clear decision boundary may be susceptible to over-fitting if too
powerful a technique is employed to reduce the bias. The bias-variance trade-off ties into the NFL
theorem whereby the dataset steers the approach taken to deal with the problem.

Conclusion

The purpose of re-sampling is to generate equal class sizes from datasets which have events
pertaining to one classification that exceed the instances of the other event(s). By customizing pre-
processing stages, such as re-sampling manipulation on the data, and taking into consideration the
distinctive complexity of its features; future predictive models could be improved given that re-
sampling is a necessary process to the build of that Al system. The main objective of this study was
to demonstrate how it can be crucial to take different approaches to re-sampling problems, and for
users in industry to have clarity on this matter. The results of this experiment show that both
algorithms and performance evaluation metrics can favour a specific type of dataset over another,
despite consisting of data from the same industry. The distinctions are not only between the overall
re-sampling technique across the different datasets (combi-sampling, over-sampling and under-
sampling) but also significantly distinct differences within the re-sampling techniques themselves.

There have been a number of limitations to this study, which paves way for future studies relating to
this research topic. For example, the ANN structure and parameter configuration was kept constant
here as to minimize contributing factors. However, building the ANN to perform optimally specific to
each dataset might shed light on whether the performances would still differ across re-sampling
techniques. Alternatively, several large datasets could be used as to eliminate dataset quantity as a
contributing factor to the performance of the ANN. Additionally, different machine learning para-
digms within supervised, unsupervised, semi-supervised or reinforced learning suitable for classi-
fication problems could provide other possibilities for design protocol or experimental results.
Furthermore, another approach is to implement different re-sampling strategies. For example, Tomek
Links’® or Edited Nearest Neighbours®” are alternate options for under-sampling. As this applies also
to over-sampling, by extension combination of techniques for combi-sampling. One final suggestion
for further work is the comparison of the re-sampling conditions within each dataset. Currently, a
number of comparative literatures explores classification algorithms,®'~** re-sampling techniques®* ¢
or model configurations®”*® can be found. Though more re-sampling comparative papers which
include the novel method of combi-sampling is required.

Al is an incredibly useful tool in solving industrial problems. It must, however, be delivered with
stringent guidelines and caution to the level of responsibility that is assigned to the automation. It
has been previously suggested that ANNs should primarily be used as a proof-of-concept product
rather than a standalone predictive model in the healthcare industry.* While ANNs have had
significant impact with data analytics, there is a lack of transparency for the ability to explain the
decision-making process and arising to issues with interpretability.**® These challenges hinder the
widespread adoption of Al in healthcare. Data-driven models begin to tackle these challenges by
gearing the predictive model to address the characteristics of the dataset in hand, rather than



Saul and Rostami 21

implementing a previously generated and potentially outdated or irrelevant model. Furthermore,
data-driven models leverage having a clear identification of output labels from experts in the field”!
to support the interpretation of the model outputs. Re-sampling techniques alleviate the reduction in
model performance when datasets are irregular; the aim of this paper is to demonstrate that, similarly
to demand for transparency of the model itself, the re-sampling pipeline of the data should also
factor into the data-driven approach. Understanding that different re-sampling techniques produce
different results across datasets is a part of improving the clarity of the underlying rationale of the
overall Al approach in healthcare.”” It is vital that the message is conveyed for responsible use of Al
within the industry network in order to maintain integrity for technology and safety for the clients
and users. This paper demonstrates the inherent potential of inconsistencies that can arise with the
assumptions for over-generalized use of Al systems.
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