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Abstract

Encouraging the use of public transport is essential to combat congestion and pollution in

an urban environment. To achieve this, the reliability of public transport arrival time prediction

should be improved, as this is often requested by passengers. This will make the use of

urban bus networks more convenient for passengers and, thus, will play a crucial role in

shifting traffic to public transport. Ultimately, this will alleviate pollution and congestion and

save a substantial amount of cost to society associated with the use of private cars. Here, the

overarching objective was to investigate novel prediction methods and improve predictions for

urban bus networks with a focus on short-horizon predictions.

ETA predictions are unreliable due to the lack of good quality historical data, while ‘live’

positions in mobile apps suffer from delays in data transmission. The assessment of different

of data quality regimes on the next-step prediction accuracy of Recurrent Neural Networks

(RNN) showed that that without data cleaning, model predictions can give false confidence

if mean errors are used, highlighting the importance of a holistic assessment of the results.

It was demonstrated that noisy data is a problem and simple but effective approaches to

address these issues are discussed. It became apparent that RNNs are exceptionally good at

predicting stationary positions at either end of a journey. The maximum model improvement

of the Sharpe ratio compared to noisy data was 4.71%. This provides insight into the value

of addressing data quality issues in urban transport data to enable better predictions and

improve the passenger experience.

Furthermore, a comparison of different target representations was tested by encoding targets

as unconstrained geographical coordinates, progress along a known trajectory, or ETA at the

next two stops. The target representation was shown to affect the accuracy of the prediction

by constraining the prediction space and reduced the prediction error from 244.8 to 142.3 m

for the Long Short-Term Memory (LSTM) network. This error was further reduced if an ETA

was predicted and if a distance is estimated from the ETA error resulted in a a reduction to

4.5 and 14.5 m for the next 2 stops on the route.

Due to the observed lack of data quality, a method was to developed for synthesising data,

using a reference curve approach derived from very limited real-world data without a reliable

ground truth. This approach allows the controlled introduction of artefacts and noise to simu-

late their impact on prediction accuracy. To illustrate these impacts, a RNN next-step prediction

was used to compare different scenarios in two different UK cities. Two model architectures

were used as comparison: a Gated Unit and a LSTM model. Hybrid data was generated where

iv



real-world and synthetic data was mixed. When compared to the inference of a model trained

purley on synthetic data, the error was reduced from 53.5 to 47.4 m for the LSTM and from

53.4 to 44.0 m for the GRU. The results show that realistic data synthesis is possible, allowing

controlled testing of predictive algorithms.

Urban traffic networks are interconnected systems that behave in complex ways to any dis-

turbance. As urban buses operate in such networks and are influenced by traffic within this

system, estimated arrival time (ETA) predictions can be challenging and are often inaccurate.

To enable the use of network-wide data, a novel model architecture was developed. This

attention-mechanism based predictor incorporated the states of other vehicles in the network

by encoding their positions using gated recurrent units (GRU) of the individual bus line to

encode their current state. By muting specific parts of the imputed information, their impact

on prediction accuracy were estimated on a subset of the available data. The results showed

that a network-based predictor outperforms models based on a single vehicle or all vehicles

of a single line.

However, a model limited to vehicles of the same line ahead of the target was the best

performing model, suggesting that the incorporation of additional data can have a negative

impact on the prediction accuracy if it does not add any useful information. This could be

caused by poor data quality, but also by a lack of interaction between the included lines and

the target line. The technical aspects of this architecture are challenging and resulted in a

very inefficient training procedure. It can be expected that if a more efficient training regime

is developed or the model is trained for a longer time, usable predictive accuracy can be

achieved.
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Chapter 1

Introduction

1.1 Background motivation

Anyone who has ever used any type of public transport will appreciate the usefulness of

accurately estimated arrival time (ETA) predictions. This is highlighted in surveys in which

passengers rated accurate ETAs as one of the most important areas of improvement in the

public transport sector [1]. Previous work in the same geographical area where the data

for this study were collected showed that the bus ETA predictions were substandard and

that there is room for improvement in accurate ETAs [2]. Although this information is not

publicly available due to the proprietary setup of British bus networks, it is believed from

conversations with commercial partners of this study that currently very simple methods are

used to make ETA predictions, such as adding the current delay to the timetabled arrival

times. The motivation of this doctoral thesis was based on this information and the intuition

that more sophisticated deep learning-based methods should allow one to improve on these

currently applied simplistic methods, especially if the entire transport network is considered

in the prediction. The choice of target was based on the observation that the available "live"

position showing vehicle locations on the operator’s website and a mobile phone app was,

in fact, delayed by approximately 30-40 s. Therefore, the next-step prediction was chosen as

one prediction target to pose a directly practical application of any algorithm developed in

bringing the currently delayed "live" position closer to a true live location. This would have a

direct positive impact on the customer experience. Furthermore, as discussed, accurate ETA

predictions are often requested by customers and therefore are used as a secondary target

and compared to the next-step predictions.

The literature review in Chapter 2 gives an in-depth background on the current literature and

highlights the fact that urban bus prediction methods lack reproducible and a standardised

systematic approach to compare algorithms developed in different studies. It was observed

that from 2018 the overall quality of the reviewed publications increased, suggesting a mat-

uration of the research area. However, the fact that most publications have single or only

very few lines as test problems and that in some cases the data are specifically collected, as

presumably routine data are not available, suggests that gaining access to high-quality data

is challenging.

1
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In theory, this should be a straightforward prediction problem; however, in reality, the data

lack information and integrity which has also been reported in other studies [3]. The data

standards that should be adhered to in any UK bus network are outlined in a UK national

Extensible Markup Language (XML) based standard called TransXChange [4]. The guideline

provides information on how and what data can be made available by bus operators. This

includes bus schedules, departure frequencies, and many operational details. This aims to

make the data from buses accessible and exchangeable. Other standards are also defined by

the government, for example, access nodes to public transport such as bus stops and train

stations in a comprehensive and constantly updated list, the National Public Transport Access

Nodes (NaPTAN) [5].

1.2 The bus data structure

In the following paragraphs the ideal data structure and availability is outlined, which should be

available according to the government defined standards. For each bus line, the stop locations

of the NaPTAN schema should be described with descriptions that contain the coordinates as

well as the name and a specific route ID. This refers to an entire route and should allow linking

this route to any related data and background information.

Each route and vehicle should be linked to the following data fields:

• A Service

• A Timetable

• A Journey Pattern

• A Route Section

• A Vehicle Journey

These data fields and how they are linked to each other will be discussed in the following

paragraphs; a flow chart of the XML schema and how these data are linked is shown in

Figure 1.1.

A Service describes a specific service, for example, the outbound line 1. This also describes

the operating profile, for example, whether a service runs on public holidays, weekends etc.

This links to the timetable which allows to look up the run times of each service as well as bus

stop codes that can be linked to their name as well as coordinates.

The service also references a Journey Pattern, this pattern allows to read the runtimes for

an individual Route Section each defining the route section between several stops with a

unique ID. This route section is divided into Route Links, shows the origin and destination

stops of each of the links using their unique stop code and give a distance in meters between

these locations. By combining all the distances, the total distance for each segment can be

calculated. To get the arrival times at each of the bus stops, the route links can be back-

referenced to the route section, which will give the runtimes for each of the sections.
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Services

Service Code: HAAU001A

Line ID: SL6

Name: U1A

Operating Profile

Operating Period 

Direction: in/outbound

Standard Service:

Journey Pattern: JP15-45

Journey Section: JPS45-91

Origin/Destination

Timetable

Line ID: SL6

Line Name

From/To

Start Time

Times for each stop

Distances for each stop

Stop points

Stop point (ATCO)

Common Name

Easting/Northings

Vehicle Journey

Line ID: SL6

Journey Pattern: JP15-45

Departure Time

Service Code
Route Section

ID=RS12

Route link eg: RL278

Distance in m

Direction

Track - Mapping

To/FromStart time+ Run
Times

Journey Pattern Section

ID=JPS45-91

Journey Pattern Timing

From/To (ATCO)

Route Link Ref: RL278

Run time in min

Routes

ID=RT12

Private Code

Route Section

Stop Names and Codes

Figure 1.1: Overview of the data structure according to the TransXChange standard.

The journey pattern also allows one to link to the Track corresponding to each Route Link and

section that contains the coordinates and eastings and northings of the road section between

the two stops. The coordinate resolution differs depending on whether the road section is

straight or winding.

This information should allow to get all necessary information about a bus service within a

city or region. The final step is to link this information to an active vehicle that is operating

in a network. To achieve this, each bus should identify itself with a vehicle number or license

plate, the line name, and crucially a Journey Reference. This Journey Reference should be

a unique reference code linking a vehicle to a service, and thus its timetable and journey

pattern, for example, the 8 am journey of line number 1. In reality, this identifier was not found

to be unique in the XML schema for the areas available in this study, making the reliable linking

using this method impossible. A second approach that used the ID of the ticket machine, which

is the device used to sell bus tickets but also houses the Automatic Vehicle Location (AVL)

system. This device ID is also reported for each vehicle journey in the XML schema, as long

as the correct vehicle is serving a specific journey and no short-term operational changes

have been made.
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Figure 1.2: The path of the data from the transmitting vehicle via several data brokers to the
point where it was recorded. During this process, significant amounts of information were lost,
making the matching of the vehicle with a schedule or route pattern impossible.

Although complicated, this data structure should allow one to report, interpret, and use any

data from bus transport networks in the government-defined framework. Another technical

guideline by the Department of Transport defines how real-time data should be transmitted by

any connected vehicle. The Service Interface for Real-Time Information (SIRI) is a European

standard for the exchange of information on the planned, current, or projected performance

of real-time public transport operations between different computer systems [6]. This live feed

should contain the reference for the trip and the reference for the ticket machine, crucial for

linking a vehicle with other information about the bus service. This is also the data stream

that was made available by the commercial partners for this study. However, since the data

stream was passed through the hands of several data brokers, most of the information was

not available for this study (Figure 1.2). This is also the hypothesised reason for the observed

transmission latency of the "live" locations. The available data stream did not contain the

journey reference nor the ticket machine ID making it impossible to link a vehicle to any part

of the XML schema. To make things more difficult, the vehicles did not reliably report line

number nor direction of a line, effectively leaving only GPS coordinates as usable data. This

problem has also been mentioned by [3]. To limit the data, the reported line number had to

be used in combination with a heuristic approach to exclude any vehicles that were running

on entirely different routes identifying with the wrong line number. However, this, of course,

does not pose a good start to collect high-quality data. In addition, a bus line in all the cities

investigated can have many different journey patterns, which differ in the exact route a vehicle
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takes, the number of stops it serves and the length of the route it serves. This effectively

means that each line has many sub-lines all identifying with the same line name but which will

behave very differently. If a vehicle could have been linked to a journey pattern, high quality

data could have been collected which would not only have linked a vehicle to the timetable and

journey patterns but would have also allowed to gather information about delays and arrival

times at bus stops. As this however, was not the case the collected data significantly suffered

from quality issues.

In an attempt to collect the best possible data, live data streams of a total of 8 UK bus

operators were considered in the following geographical areas:

• Blackpool

• Bournemouth

• Cardiff

• Isle of Wight

• Reading

• Salisbury

• Southampton

• Swindon

None of these operators transmitted sufficient data to allow matching any of the journeys,

thus not allowing to address the data quality issues. For the studies presented in this thesis,

two cities were selected, Bournemouth and Reading. These were selected because the data

transmission rate was high, thus allowing one to collect data at a higher frequency compared

to the other cities.

This challenge of collecting high-quality data is described in Chapter 3, where the impact

of extremely low-quality data is discussed. Through the corporate partners of this study,

the available data was very limited due to the fragmentation of the British public transport

network, where each step of the data transmission is compartmentalised and delivered by

different commercial entities with differing commercial goals. As a result, a heuristic approach

had to be developed to extract basic information such as when a journey might have started

or ended. This, of course, is a sub-optimal starting point to build any predictive algorithm

upon. Furthermore, erroneous artefacts that can only be explained by software versions of the

ticketing machine, which includes the GPS unit, were observed in data from some vehicles.

The manufacturer was approached several times for comment but never responded. Due to

the limited data a ground truth could not be established but this chapter demonstrates some

improvements of a deep learning ETA prediction method in comparison to a naive average

speed prediction specifically at stationary positions of a vehicle.
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Building onto these discovered challenges a synthetic data generator is described in Chapter

4 to partially circumvent the data quality issues. Naturally, to make a data-informed data

synthesiser, the low-quality data is the initial position upon which the data generation has

to be built. This approach was chosen as the aim of this thesis is to explore practically useful

methods instead of purely theoretical frameworks. Therefore, the described data generator

uses minimal prior-assumptions and through a number of heuristic steps generates the best

possible approximation of the available data based on observed historical behaviour. Several

combinations of data were tested and it is shown that the combination of real-world data and

synthetic data can improve the inference capabilities on real-world data; thus, demonstrating

a practical application of this study in scenarios where no high quality data are available.

Alongside this main subject, Chapter 4 also demonstrates the effect of limiting the predictive

space in order to improve the prediction accuracy. This can simply be achieved by limiting the

possible predictions to positions along the route ahead of the vehicle as buses should not be

changing direction before the end of their journey.

Finally, Chapter 5 describes a predictive framework leveraging the state of the entire transport

network, by combining data from several lines that were deemed to interact within the network

and training several different recurrent neural networks for each of the individual lines. These

multidimensional outputs are then combined using an attention mechanism to make the final

prediction. This technically challenging approach gives some interesting insights into the

possible benefits of using a network-state based approach by showing that for ultra-short

horizon predictions the network state is not relevant and by focusing on vehicles of the same

line ahead of the target the best predictions can be made. When it comes to predictions of the

ETA at the final stop the network state became relevant in the explorative results. This study

highlights the need for the development of a more computationally efficient implementation of

this method. This can become an interesting avenue to explore in future research if the data

quality issues are resolved. As will be demonstrated throughout the following experimental

chapters, the available data was of low quality and thus contained very limited real information

[7]. Even though the method demonstrated in Chapter 5 intuitively should improve any long

horizon prediction, the colloquial concept of Garbage in, Garbage Out (GIGO) [8] inhibits the

practical use and evaluation [9].

In this light, the final conclusion in Chapter 6 highlights the limitations of the individual chapters

and brings their results into context with recommendations for further work once high-quality

and reliable data become available.
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1.3 Aims and Objectives

This thesis aims (i) to assess the potential of the available data, by removing some of the

known artefacts within the data and (ii) assess the impact of those on any next step prediction

made. Furthermore, (iii) comparison of the different effects of varying target representations

on the predictive performance was made. Secondly (iv), a method to synthetically generate

data was developed to simulate data and enhance predictive models by training these on

hybrid data through the mixing of synthetic and real-world data. Finally (v), a method was de-

veloped to make next step and ETA predictions based on network-wide data by incorporating

several vehicles operating within the bus network into the model data and, thus, make the

predictor aware of the overall state of the public transport system.

1.4 Contributions

The contributions of this thesis are the demonstration of a heuristic approach to recover

information from low quality public transport data records. Data processed with this heur-

istic approach was then systematically analysed in an ablation study to compare the effects

of different data cleaning regimes. The insights from this study give a thorough overview

of data issues faced by public transport data and their effect on prediction accuracies in

short horizon position predictions. Furthermore, building onto the insights gained from this

a method to synthetically generate data as close to reality as possible is demonstrated. This

method allows to introduce artefacts in a controlled manner and could be a useful tool for

other researchers. Furthermore, it was demonstrated that including some synthetic data into

low-quality real world data can improve overall generalisation capabilities of a short horizon

predictive algorithm. Finally a method is proposed, which uses the network state of a urban

bus network to make short horizon positional predictions as well as ETA predictions. This

could be further developed and could in the future outperform the current state of the art.

1.5 Organisation of the thesis

This thesis is presented in an integrated format, in which the material is incorporated in a suit-

able style for submission and publication in a peer-reviewed journal. Thus, the experimental

chapters (Chapters 3 to 4) are presented as original, complete, and published research. The

review of the literature and the final experimental chapter (Chapter 2 & 5) are presented

as pre-submission manuscripts. This thesis format has been chosen as it provides flexibility

around the types, numbers, and content of papers included in the thesis. The final chapter

(Chapter 6) discusses the implications of this research and concludes the thesis. A complete

list of references is provided at the end of the thesis to improve readability.
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Each experimental chapter begins with an introduction and an in-depth description of the

background literature. Chapter 2 consists of a dedicated systematic review of the literature

that introduces the reader to the topic and the current state of research. To save the reader

from quintuple repetition of the introduction to the literature, this thesis introduction is kept

brief and will focus on laying out the structure of the thesis and linking the chapters, which

are again linked retrospectively in the final discussion (Chapter 6). Furthermore, it will give an

introduction to the technical aspects underlying this study that are specific to the bus networks

of the operators’ data, which was available for this study.



Chapter 2

Survey of ETA prediction methods in

public transport networks

Chapter overview

The majority of public transport vehicles are fitted with Automatic Vehicle Location (AVL)

systems generating a continuous stream of data. The availability of this data has led to a

substantial body of literature addressing the development of algorithms to predict Estimated

Times of Arrival (ETA). Here, research literature reporting the development of ETA prediction

systems specific to buses is reviewed to give an overview of the state of the art. Generally,

reviews in this area categorise publications according to the type of algorithm used, which

does not allow an objective comparison. Therefore, this survey will categorise the reviewed

publications according to the input data used to develop the algorithm. This review highlights

inconsistencies in reporting standards of the literature. The inconsistencies were found in the

varying measurements of accuracy preventing any comparison and the frequent omission of

a benchmark algorithm. Furthermore, some publications were lacking in overall quality. Due to

these highlighted issues, any objective comparison of prediction accuracies is impossible. The

bus ETA research field therefore requires a universal set of standards to ensure the quality of

reported algorithms. This could be achieved by using benchmark datasets or algorithms and

ensuring the publication of any code developed.

2.1 Introduction

The UK has seen a constant rise in vehicles on its roads since personal cars have become

available. This resulted in a 7-fold increase in traffic on British roads between 1950 and

2016 [10]. This has naturally led to an increase in congestion felt by all road users. In a recent

report, it was estimated that UK travellers spent 10% of their driving time in gridlock [11]. A

reduction of congestion has become a key priority as it will have a positive impact on the

environment, the economy and will reduce commute times. This has been recognised for

example in the UK government’s ‘Road to Zero’ strategy aiming to tackle emissions from

9
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road usage. The biggest environmental and societal impact can be achieved if the public

is encouraged to use alternative modes of travel instead of private cars [12]. This review is

focused on public buses as 4.44 billion bus journeys are made annually in the UK. Despite

this, the patronage is declining and better Estimated Time of Arrival (ETA) predictions could

play a role in slowing down this trend. It has been shown that even small changes in traffic

can have a significant impact on the overall congestion of a city as highlighted by the fact that

reducing daily commutes from specific neighbourhoods by only 1% can cut delays for all road

users by as much 18% [13]. Even if cancelled commutes are randomly selected, delays can

still be reduced by up to 3%. To encourage road users to change their mode of transportation,

public transport has to be convenient and reliable. Punctuality and timeliness of the journey

have the biggest impact on passenger satisfaction [14]. Non-surprisingly, the most frequently

requested improvements by passengers are accurate travel times both pre-trip and during the

journey, especially for passengers using public transport to commute [1].

To provide this punctuality, buses should ideally adhere to a timetable that has been carefully

designed to allow the bus to meet it without introducing too many buffer times to lengthening

the journey unnecessarily. However, this is often difficult and, therefore, it is crucial to ac-

curately predict the arrival times of vehicles. This will improve passenger satisfaction even if

the vehicle is late as passengers, in general, do not mind waiting as long as they know how

long the expected delay is [15]. Furthermore, reliable real-time travel information provided

to passengers reduces the perceived waiting time for bus passengers, as well as the actual

waiting time as passengers can arrive closer to the departure time [16]. Furthermore, it will

allow developing new smart applications allowing to offer personalised journey suggestions

to the traveller. Because buses are affected by a large number of external influences such

as weather, traffic conditions, passenger loads [17] and other types of disruptions, predict-

ing their arrival is challenging and therefore currently not very accurate [2]. Methods for

predicting ETA can include simple historical averages or statistical models. Therefore, such

techniques applied to bus ETA predictions can be expected to drastically improve current

performance. However, due to the complexity of the ETA prediction machine learning methods

have become increasingly popular [18]. In recent years, Artificial Neural Networks (NN) have

revolutionised a number of other domains. Therefore, NNs should be expected to have the

same potential when applied to bus ETA prediction problems. A comprehensive review that

specifically investigated the applications of NN in public transport [19] found that only 16%

(12) addressed the ETA of buses, while the rest of the studies applied the technique to other

modes of transport. This suggests that the area of prediction of ETA for buses using NNs

might be underrepresented in the context of public transport research. Today, most buses have

onboard Automatic Vehicle Location (AVL) systems, which are equipped with GPS sensors

and transmit the location of the bus at frequent intervals, typically between 20 and 60 s.

The availability of vehicle locations is the basis for any ETA prediction and should be readily

accessible through the AVL systems without any additional investment in static sensors. The
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general approach of published reviews of ETA prediction methods is to categorise studies

by area of application, by the technique used as in [19] or by the applied algorithm [20, 18].

This review will evaluate the current literature on ETA prediction for buses. In doing so, it will

demonstrate a more informative categorisation than commonly used to review the literature

and address shortcomings of the reporting standards.

2.2 Search strategy

This review includes studies that focus on the prediction of bus ETA in public transport net-

works, with the aim of predicting the arrival at a bus stop or a point along the journey. The

search terms used were "bus, prediction, arrival time, public, algorithm" in combination with

any of the following terms: "Algorithm, Neural Networks or NN, Long Short Term Memory

or LSTM, Deep learning or DL, Recurrent Neural Network or RNN". The initial search was

conducted in 2018 spanning publication dates from 1999-2018. The search was repeated in

March 2022 and the publication dates from 2018 onward were included in the second review.

For both searches, the 50 highest-ranked publications were screened for context initially by

their title followed by a second screening based on the abstract. Additional articles were in-

cluded from a snowball search based on the reference of the included studies. Based on these

inclusion criteria, studies that aim to predict ETA, for example, at junctions to streamline bus

signal timings, were excluded [21]. Furthermore, studies that predicted other metrics related

to public transport, such as passenger load [22] or operational predictions such as reliability of

buses [23] and financial predictions [24] were also excluded. The search was carried out using

mySearch (a proprietary library search system used at Bournemouth University). Moreover,

we exclude our own publications. As this review aims to establish an overview of practical

applications, two studies based on simulated data were excluded [25, 26].

2.3 Categorisation of ETA prediction algorithms

ETA prediction methods are commonly reported as categorised reviews of the literature based

on the type of algorithm used as suggested in [18, 27]. This categorisation is not necessarily

informative to the reader, as the algorithms can be developed based on different background

information – different input features such as locations, speed, and passenger load of the

vehicle are used to develop the algorithm, which prevents any meaningful comparison. There-

fore, approaches that were developed using only AVL data should in most cases not be

compared to methods that also account for passenger load and weather conditions, even

if they might be based on the same algorithm. Typically, AVL data include vehicle position,

schedule, and route identifiers, but can include more information depending on the provider.

This would compare algorithms that rely on an entirely different amount of information, thus
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preventing a meaningful interpretation. As this review’s focus lies on the prediction of bus

ETA, the reviewed studies are categorised based on the nature of the input features used. The

most basic requirement of input features to predict ETAs are sequences of time-stamped GPS

coordinates recorded by AVL systems (n=25). These features were used by all 53 reviewed

publications (also see Supplementary 1). The different feature sources were found to be

external data, such as traffic or weather information (n = 9), passenger information such as

load and embarking and disembarking numbers (n=4), and a combination of the three sources

mentioned above (n = 3). A separate group of studies used AVL information from the bus to

be predicted in combination with AVL data of other buses serving the same route to calculate

the headway (n=7). And finally, some studies used trajectories either as a prediction base or

to extract input features from (n=5).

AVL data
n=25 Headway

Passenger
data

Trajectory

External data
n=9

n=4 n=3

n=7

n=5

N=53

Figure 2.1: Categories are used to review the literature on the basis of feature types.

Finally, 4 studies used AVL data to choose a historical bus trajectory that best represented

the current bus progress. One study [39] used trajectories to extract other features. These 5

different types of input features were used as categories in this review rather than the common

classes based on the type of algorithm (Figure 2.1 and Table 2.1). This will allow a more

objective comparison of the individual categories and will include all types of algorithms. By

doing so, we have examined methods that benefit from related input information and thus

have arguably more similarity than algorithms that are not based on the same data inputs.
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Amita et al. (2015) [28] •
Bai et al. (2015) [29] • •

Celan et al. (2018) [30] •
Chen (2004a) [31] •

Chen et al. (2004b) [32] • • •
Chen (2018) [33] •

Chien et al. (2002) [34] • • •
Dailey et al. (2001) [35] •
Deng et al. (2013) [36] • •
Dong et al. (2013) [37] • •

Gal (2017) [38] • •
He et al. (2019) [39] • •

Heghedus (2017) [40] •
Hua et al. (2017) [41] • •

Jalaney et al. (2021) [42] • • •
Jeong & Rilett (2004) [43] •

Julio et al. (2016) [44] •
Junyou et al. (2018) [45] • •

Kee et al. (2017) [46] •
Khosharavi et al. (2011) [47] •

Kumar et al. (2017) [48] • •
Li (2018) [49] • •

Lin & Zeng (1999) [50] •
Lin et al. (2013) [51] • •
Liu et al. (2020) [52] •

Maiti et al. (2014) [53] •
Meng et al. (2017) [54] •

Nappiah et al. (2009) [55] •
Nedeeshan et al. (2021) [56] • •

Nimpanomprasert et al. (2022) [57] • •
Padmanaban et al. (2009) [58] •

Pan et al. (2012) [59] •
Petersen et al. (2019) [60] •

Shalaby & Farhan (2003) [61] • •
Shalaby & Farhan (2004) [62] • •

Sinn et al. (2012) [63] • •
Toparia et al. (2021) [64] •

Treethidtaphat et al. (2017) [27] •
Vanajakshi et al. (2009) [65] •

Wang et al. (2014) [66] • •
Wu et al. (2020) [67] •

Xinghao et al. (2013) [17] • •
Xu (2017) [68] • •

Ye et al. (2021) [69] •
Yin et al. (2017) [70] • •
Yu et al. (2010) [71] •
Yu et al. (2011) [72] • •
Yu et al. (2017) [73] • •
Zaki et al (2013) [74] • •

Zhang et al. (2015) [75] •1 •
Zeng et al. (2019) [76] •

1 authors used a modified smartphone instead of a commercial AVL system.

Table 2.1: The input features used by each publication indicated as points.
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2.3.1 AVL as sole data source

A minimum requirement to allow any ETA prediction is knowledge about the position of a

vehicle; hence, most reviewed studies used AVL data from onboard devices. The only ex-

ception was [75], where the locations were recorded using a modified mobile phone, as the

buses were not equipped with a GPS system. The reviewed studies used data, including time-

stamped bus positions, and in some cases additional information was explicitly calculated,

such as average speeds [50] or dwell times [31]. Therefore, this central group of features

was the most common, and thus also includes the widest range of applied techniques. The

simplest ETA prediction based solely on AVL data are historical methods using the aver-

age speed from historical records to predict the arrival time at a destination [50]. Naturally,

these cannot account for any fluctuations and thus perform with up to 9.3% lower accuracy

compared to more intricate methods such as Kalman Filters (KF) [48]. Attempts to improve

simple historical mean-based algorithms, such as accounting for timed stops at which the

timetable has deliberate waiting times, reduce the prediction deviation by 0.8% [50]. Another

approach was used in which the prediction was made using the historical average updated

with exponential smoothing for several short sections of the route, which are then combined to

give the total travel time [54]. In the search for an algorithm with better performance and lowest

computational impact [53], compared a historical average method, Artificial Neural Networks

(NN), and Support Vector Machines (SVM). The results suggest that the NN outperformed

historical methods with a minuscule advantage, although the exact value of the improvement

is not reported. The authors’ conclusion is that as the NN and the historical method perform

similarly, yet the NN requires more intensive training and longer prediction times, the histor-

ical method is superior [53]. However, the general consensus of the literature on historical

methods is that their performance is low [61, 62, 65].

Kalman Filters (KF) are a statistical method that has been applied to bus arrival times [35, 77,

58] and was found to perform with better accuracy compared to historical methods (maximum

relative error of 0.543 of the historical approach and 0.087 for the Kalman Filter) [61, 62, 65].

The autoregressive integrated moving average (ARIMA) exploits the information contained in

the timeseries and was used in one example with acceptable results compared to the ground

truth (MAPE = 3.88-6.42% depending on direction). Unfortunately, it was not compared to

any other method, making it difficult to objectively put this method into context [55]. A direct

comparison of historical methods with linear regression (LR) in [61, 62] showed that LR

performed with up to 6.7 times lower error than historical methods. However, KF performed

up to 3.95 times better than LR. This study is the only example of a direct comparison of KF

and LR. Compared to regression models, NNs generally perform with higher accuracy when

trained on the same dataset [28]. Historical and regression methods do not cope well with

fluctuations [27] and variations of travel times are highly likely at peak times in the urban

environment. Therefore, nonlinear methods such as NNs should intuitively perform better
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when used with more complex data with higher variation. Pan et al. [59] used a NN to predict

the average speed for the remaining distance to the destination, improving the accuracy

compared to a historical algorithm by 5.7%. Similarly, in Houston (US), an NN outperformed

historical and regression models [43]. Interestingly, this study also found that the improvement,

although drastic compared to the historical algorithm, was less pronounced in the suburban

areas presumably due to congestion. This also materialises from the findings by [44], that

overall NNs performed significantly better. An exception was heavy congestion where his-

torical approaches were more accurate than NNs. Further investigations found that the NN

overestimated speeds in slow conditions and underestimated travel times at high speeds.

Surprisingly, the information whether a bus was currently in a bus lane did not influence

this behaviour. Generally, ETA predictions are made by estimating the absolute number of

minutes until arrival or travel speed. In a unique approach, [46] treated the estimation as a

classification problem by predicting the arrival in 15 min time slots. In their experiments, an

NN-based approach performed 8% better than Decision Trees, Random Forests (RF) and a

Naive Bayes approach. An ensemble approach was also used to combine several NNs where

parameters such as the number of layers and the number of neurons were randomly assigned

and the best performing was included in the final ensemble [33]. Unfortunately, the authors do

not report the exact architecture of the final NNs. As the number of layers could have ranged

between 1-5, this could be an example of a deep neural network if this information was known.

In the years up to 2018 the relative absence of deep learning approaches is striking. A reason

could be the reported behaviour that NNs with a single hidden layer outperformed NNs with

two or three layers, suggesting that shallow NNs might be sufficient or even desirable to predict

bus ETAs [40]. However, as ETA prediction is a sequential problem, it can be expected that

Recurrent Neural Networks (RNN) and their derivatives will perform better. The reason for this

is the design specifically tailored to sequential data, where the depth of the network is linked

to the length of the sequence [78]. A similar conclusion was reached by [31] who found in a

comparison of NN architectures that the more hidden layers a network had, the less likely it

was to generalise. On the contrary [27] used a NN with 4 hidden layers that reported excellent

performance compared to ordinary least squares regression. As this study does not report on

any NNs with different depths, the results are difficult to interpret. Generally, arrival times are

predicted for designated bus stops; however, in some public transport systems, buses can be

flagged down anywhere on their route. In a study in Bangkok (Thailand), a 4 layer deep neural

network was used to improve arrival prediction compared to a regression model, resulting

in an error reduction of 55% [27]. The dilemma of choosing a suitable NN architecture has

led [47] to use a genetic algorithm (GA) to select the best performing architecture. As it is

unlikely that any model will be able to perform with the same accuracy under every condition,

some authors have tried to overcome this limitation by using hybrid methods [71]. Such an
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Figure 2.2: Example of a bus trajectory illustrating the travelled distance over time.

example is a combination of an SVM and a KF by [71], where the SVM predicted the baseline

values used for the KF prediction. The SVM-KF hybrid achieved 11.1% higher accuracy than

a NN-KF hybrid. However, the most commonly used hybrid methods in the context of ETA

prediction are NN combinations.

More recent publications have used more complex models to address ETA predictions due

to the sequential nature of the problem. LSTMs feature more in the proposed solutions [76].

However, much more complex methods can be found in the recent literature since 2018. These

tend to use different types of models for different aspects of the prediction task such as [79]

who use a hybrid LSTM based model (LSTM & NN). Another example using different models

for each type of input metric [60] (a simple NN for Seasonal features, Exponential smoothing

for dwell times and a convolutional LSTM for link run-time prediction). One example employs

NNs trained using the artificial bee colony algorithm and reports better performance compared

to a simple NN [67].

2.3.2 Trajectory based methods

Trajectory-based methods use historical trajectories of a bus line i.e. the distance traveled

by a bus over time (see Figure 2.2 for an example). The estimate is made by comparing the

current trajectory of a bus with those of the past and using the most similar trajectory as a

prediction. The choice of an appropriate trajectory is made by different algorithms.
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One such example is the work described by [37], who select the most similar trajectory

using a k-Nearest Neighbour (kNN) algorithm. In this study, the kNN algorithm was found

to outperform the NN approach for long-term prediction. Interestingly, this approach did not

perform well on short distances below 3 km, and the authors reverted to using the average

speed of all buses travelling on the same road segment as a prediction. Similarly, [80] used a

kNN classifier to select historical trajectories which were then fed into a KF to predict the bus

travel time. In a modification [68] grouped the trajectories into categories according to the road

segments and the time of day. The prediction was then made by comparing the progress of the

current bus with the historical trajectories corresponding to the time and section of the route

the bus is currently travelling on. This approach was used to reduce computational cost and

was shown to outperform the SVM and NN trajectory matching approaches. In a comparison

of different methods applied to the trajectories, the kernel regression was superior to both the

LR and kNN methods [63]. An example also developed a prediction framework that combined

features extracted from trajectories with historical data, which were then used in a LSTM to

make the final prediction [39].

2.3.3 AVL and headway information

As the progress of a bus is naturally dependent on traffic flow, information about the state of

the forward traffic should improve the accuracy of any algorithm. As all the reviewed methods

used AVL data, this allows the use of these data from previous buses as an indication of the

traffic ahead. The distance or time to the preceding buses is called headway and was used in

7 of the 53 reviewed studies. An example specifically looking at bus stops served by multiple

routes showed that the best accuracy could be achieved if not only the weighted headway to

preceding buses of the same route but also those to buses of other lines were included. This

was true when the prediction was made using an SVM; interestingly, excluding the running

time of the same line resulted in the best prediction using a NN, but was still outperformed by

the SVM [72].

In contrast, when taking into account the travel times of the previous buses on a virtual road,

a NN solution was found to perform better than a SVM [41]. However, [41] used different

features as well as 2 hidden layers instead of 1 making a comparison difficult. A further study

found that an SVM had slightly better accuracy than NN models and KFs. The error was nearly

halved if a KF was used upstream of either model to account for dynamic changes. Also, in

this case, the SVM-KF model was slightly superior to the NN-KF approach [29].
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The authors of [70] found that overall both NNs and SVMs resulted in a prediction error of

around 10% although with minimal variations over the course of the day and in different city

environments. A genetic algorithm was used to determine the best architecture for a NN,

resulting in an NN with 1 hidden layer and 5 hidden units. This used the same structure

as [72] and a similar structures as [29] who used 6 hidden units instead of 5. The described

works are very consistent in the selection of network depth, as well as their findings.

An improvement from a simple NN was presented by [51], who used a hierarchical NN. This

approach trained sub-NNs for clusters based on the day of the data collection as well as the

delay level at the time of collection. These were then combined into a hierarchical NN that

performed better than conventional NNs and KFs. Other hierarchical methods are Random

Forests which surpassed SVM, kNN and LR. The error was further reduced by 1.3% if the

RF was trained on pre-selected datasets using a kNN approach accounting for the intuition

that under similar circumstances the travel time will be similar [73]. The methods described

in this section use headways as additional inputs to AVL data. However, one method instead

used queuing theory. The so-called snapshot method simply uses the travel time of the last

bus traversing the same segment as a prediction. To minimise the effect of outliers on this

approach, different RF based methods were used to obtain the final prediction based on the

snapshot design [38].

2.3.4 AVL and external data

As any road user knows, the progress of traffic depends on many external influences, such as

weather or traffic volume. This is also true for buses and has been addressed in a number of

studies. The weather conditions have been taken into account in two studies. A basic example

that included weather influences used a SVM to make ETA predictions based on data from the

last 30 days. These predictions are stored and used as predictions for all journeys the next day.

Naturally, this will not account for any sudden changes in external conditions. Unfortunately,

this study does not compare the method with any other approaches, making it impossible to

objectively evaluate it [49]. Similarly, [45] used an SVM to predict ETAs based on the last four

days to predict the fifth. An interesting approach used cameras on overhead bridges to count

not only bus traffic but also the speed of taxis as these can use the same routes as buses and

unsurprisingly found that their speed is the same in heavy traffic. Furthermore, it was found

that the prediction solely based on the information from the static cameras identifying the bus

was more accurate than if it were using only GPS recordings. The authors did not combine

both to investigate whether this would improve overall performance, although this would have

been an insightful addition to their research [17]. Again, these methods were not compared

with any alternative approaches. A combination of weather and traffic status was used in

a hybrid method. The reasoning is that NNs are often poor at accounting for disruptions;

therefore, a system was used, employing a NN for traffic situations that appear to be ‘normal’
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in the sense that the system has encountered similar conditions before. If it appears to be an

unseen condition, the prediction is made using a KF. This improves performance compared

to an NN that is used for all conditions by 0.2 min error for the entire route (37 min) [74]. This

highlights the crux that it is unlikely that one method will always perform best and it can be

anticipated that different conditions will affect a model’s performance.

A preliminary report [40] describes attempts to use LSTMs to predict bus ETAs and includes

both traffic and weather data, but the full results have not yet been published. Weather is

a more common external feature in the more recent literature. In more recent examples,

variations of LSTM predictors are used, such as a bidirectional LSTM [56], a convolutional

LSTM [81]. One hybrid method used a genetic approach for hyperparameter tuning of a LSTM

model combined with a KF to adjust the model to the latest operational data [57].

2.3.5 AVL and Passenger data

As public transport’s purpose is to convey passengers, the customers themselves affect the

progress of any bus. The number of passengers that board will influence the dwell time as

well as the frequency of stops made by the vehicle.

An interesting sensitivity analysis [31] showed that the impact of dwell time on ETA of a bus

has an effect of 45% whereas day of the week played a 25% role. In practice, it is difficult to

include the exact number of passengers, as this information often not collected automatically

since tickets do not necessarily have information about the destination. However, if these

data could be made available, it should give information about future dwell times as more

passengers require longer to disembark.

Therefore, passenger numbers boarding and disembarking were included in an NN model

that performed significantly better than LR with the same inputs [66]. Due to the difficulty of

assessing the number of passengers, an imaginative way used the microphone of a mobile

phone installed on the bus to count the sound made when a smart card was swiped at

the terminal by a passenger. This information was used to record the number of boarding

passengers without any information about the number disembarking [75]. In a comparison,

[61] found that a KF performed better if data were used that included the location and the load

of passengers. This outperformed a time-lagged NN, as well as LR and a historical model.

The same study was republished [62]. This model was later replicated and found to perform

with the lowest accuracy compared to NNs and Hierarchical NNs [51]. This illustrates the

replication problem found in the current literature, inhibiting any objective comparison of the

proposed methods.
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2.3.6 AVL and passenger and external data

To account for as many external influences as possible, several studies combined data from

external sources such as weather and traffic, and information about passengers.

A NN-KF hybrid where the NN feeds into the KF was developed using features including

weather (and more specifically precipitation), passenger loads, boarding and disembarking as

well as AVL information. The hybrid performed better than a conventional NN [32]. Generally,

two methods of segmentation of a route exist: (1) the stop based segmentation where the

travel time between two stops is predicted, and (2) the link based prediction where the travel

time of a link consisting of several stop-to-stop segments is estimated. The travel time can

either be predicted using a stop-based approach where the time needed from one stop to

the next is predicted or a link-based method where the route between two stops is split into

several shorter links and each link is predicted separately. In a comparison of stop-based

and link-based ETA predictions using AVL data and traffic flow data as features, it was found

that the stop-based method performed with up to 2.7 times smaller error [34]. A combination

method using an extreme learning machine for non-linear parameters and a SVM for linear

parameters also used both passenger load, traffic density, as well as weather data. The final

prediction was then made using the weighted sum of both outputs [42].

2.4 Discussion

The feature-based categorisation used in this review allowed a better understanding of the

methods applied to predict bus ETAs. The analysis highlighted several flaws in current re-

search that make interpretation of the results challenging. A reliable comparison of the meth-

ods was not possible because the measures used to report algorithm performance were

inconsistent. Furthermore, some of the reviewed papers presented an algorithm without any

comparison to other methods [35, 36, 45, 54, 55, 58], thus preventing any objective assess-

ment. Lastly, the quality of the reporting of some articles was inadequate [33, 66]. These

points will be discussed individually.

2.4.1 Reproducibility

As the accuracy and performance of any prediction model is of crucial importance, this has

to be reported in a way that allows to replicate and compare the results. However, this is not

possible in all cases as some authors report relative errors [45, 82, 51, 54] and no consistency

in the parameters reported can be distinguished. The precondition that any machine learning

algorithm developed must satisfy is verifiability and has been highlighted in a Royal Society

report as one of central importance [83]. This has also been recognised in the healthcare

sector where guidelines exist for the development and reporting of predictive models [84]. The
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difference in standards could be explained because ETA predictions do not affect the health

or safety of a passenger, and a spurious algorithm could most likely cause inconvenience

rather than physical harm. However, for an operating company, this might cause a loss of

revenue because patronage might decline. Furthermore, the society as a whole could be

subject to more congestion, which could be simply reduced by providing accurate ETA pre-

dictions. Furthermore, the doctrine of science is replicability. The reproducibility crisis is most

prominently known from psychological research [85] however, due to its notoriety, it is actively

being addressed [86]. It has also been identified as a problem in ‘harder’ sciences such as

biomedicine [87] and also artificial intelligence [88]. Although results gained from machine

learning techniques might be considered to be hard evidence, because the final model is

based on mathematical concepts, they suffer from similar problems as seen in psychology

where the research is often subjective to the researcher. The similarities between the two

fields are that the findings cannot usually be explained due to the ‘black-box’ effect. The field

of psychology has now begun to apply lessons from the problems seen in machine learning

research [86]. A suggested way of addressing such problems is meta-science that could

shed light on the true accuracy of the findings [89]. However, this is based on comparable

precision measurements, which was not found in a large proportion of the reviewed literature.

Therefore, comprehensive reporting standards are urgently needed in the field of predictive

bus transportation research. As this review revisited the same topic in the space of three years

an improvement was noticed in the more recent literature, which all have reported several

metrics allowing a better comparison between studies. However, due to the lack of publicly

available datasets reproducibility is still not reached.

2.4.2 Comparison

Leading on from the reproducibility problems is the lack of comparison with other methods

found in a large body of research. This would not be a major issue if the same prediction

measurements were described, however, as this is not the case, such reports only allow lim-

ited comparison between the studies. The findings cannot be compared to other researcher’s

work and therefore can only be considered standalone reports of a method applied to a

certain problem. Such studies do not even provide information about any possible relative

improvements to other methods currently employed. If the researchers had directly compared

their approach to a preexisting or commonly used algorithm, the value of the findings would

increase. Comparison to other methods is the only way to establish a benchmark to which any

improvement can be compared. Again, a maturation of the recent literature can be observed

in which all articles published after 2018 compare several methods and even bus lines in

different cities [30].
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2.4.3 Quality

The third issue is related to reporting standards and in one extreme example a study did not

make it clear what architectures were used in the final algorithm [33] leaving leeway in the

interpretation of its findings, by not explaining graphs or figures or because of discrepancies

between values in the description compared to the presented figures.

2.4.4 Future challenges

This up-to-date review of the literature highlighted some shortfalls of current research in

the field of bus ETAs in public transport networks. On the basis of the presented overview

of current practice, several challenges for the field can be identified. Firstly, a framework

needs to be developed that allows a comparatively development and testing of ETA prediction

algorithms, which will be addressed in our future work. Furthermore, the field would benefit

from making any algorithms available for the community to cross-validate, which would most

likely speed up the development of this research. In addition, a standard dataset that can

be used as a benchmark like in other fields such as image recognition [90, 91] is needed.

Alongside these general challenges, some technical challenges can be identified. Mainly

the move from predictions based on one bus route to systems incorporating network-wide

information. An example impressively demonstrating the capabilities of such an approach for

traffic speed prediction based on data from personal cars has been published by [92]. A similar

network-wide approach could drastically improve current ETA predictions for public transport

systems.

2.4.5 Conclusion

This review highlighted some shortcomings in the current literature on ETA prediction of buses.

Overall NNs predominated the methods. In addition, deep learning approaches with more

than 2 hidden layers were underrepresented in the publications prior to 2018. However, in

one approach an iterative selection of layer numbers and units was applied, but the final layer

number was not reported [33].

It was telling that several studies found different algorithms that performed better in different

settings, suggesting that there will not be one superior algorithm for all cases. Unfortunately,

due to the highlighted shortcomings, it is not possible to identify the ‘best’ method for each

of the categories. Considering the popularity of NNs it appears to be the most widely used

method, suggesting that it is the best performing and/or most universal method.

Interestingly, deep learning approaches have lagged behind in this research area, but are

since 2018 the most common method applied to ETA prediction problems. This suggests that

other methods have reached their limits and also that some researchers have access to more

and better data required for such approaches. In general, the input features used consisted of
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data from one bus line and several variables directly linked to this line, such as other vehicles

travelling on the same route. It would be expected that deep learning approaches will be more

successful in generalising more complex datasets, for example, if the entire network state is

considered, including information about all vehicles in the network.

In conclusion, it can be said that research on bus ETAs lacks consistency and uniform stand-

ards. Ideally, an approach similar to image classification or other research areas could be used

where a standard reference dataset is made available and used as a benchmark performance

test. Alternatively, if the used data were published alongside the used code, this would help

increase the comparability. Furthermore, it became clear that an industry-wide standard for

reporting prediction accuracy is urgently needed.
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Publication Type Architecture Evaluation Accuracy Features Comparison

Amita et al.

(2015) [28]

NN NN 3-5-1 and 3-15-1, output

= travel time

RMSE,

MAPE, R2

NN: MAPE =

6.527%, LR: MAPE

= 16.234%

dwell time, delays, distance

between stops

NN <LR

Bai et al.

(2015) [29]

SVM / NN ad-

justed with KF

NN-KF: 8-6-1, output= travel

time

MAE,

MAPE,

RMSE

MAPE for best road

segment: NN and

SVM: ~10%, NN-KF

and SVM-KF: 4%,

KF: 10.68

Time, Road segment,

weighted average of travel

time of other buses of

other lines, travel time of

preceding bus.

NN-KF /

SVM-KF <NN

/ SVM <KF

Celan et al.

(2018) [30]

historic MAE,

Mean

relative

error

(MRE)

MRE 5-18% AVL, georeference, route

sections

<Two

locations

were

comapred

Chen et al.

(2004a) [31]

NN Compared activation func-

tions: hyperbolic tangent,

tanh linear, sigmoid, sig-

moid linear, sigmoid sig-

moid: NN1; hidden layers=

1-2, number of neurons are

not reported

Average

error

prediction varies

within 15% of travel

time.

Cumulative dwell time, day

of week, trip pattern.

<comparison

of different

activation

function

combinations
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Chen et al.

(2004b) [32]

NN NN; 18-[4-6 neurons]-1 ,

output travel time between

two points. NN is dynam-

ically adjusted by KF in-

corporating the latest cur-

rent arrival times for unique

schedule patterns .

MSE,

RMSE

MSE for best pattern;

NN-KF: 0.009, NN:

0.016.

precipitation, time of day

door opening/closing, stop

sequence Ids, trip status,

Coordinates, dwell time,

stop distance number

of passengers boarding

disembarking, travel time

between two consecutive

stops, arrive passenger

load and leave passenger

load

NN with dy-

namic adjust-

ment <NN

Chen (2018)

[33]

NN potentially

DNN

Generated 10 NNs with ran-

dom number of hidden lay-

ers between 1-5, and ran-

dom number of neurons up

to 7. Trained separate NN

for urban and rural traffic

and used 9 NN ensemble.

Average

accuracy

Average Accuracy:

NN ensemble

(architecture not

reported): 94.75%,

NN: 94.65%, LR:

94.42%, Statistical

mean: 94.08% or

LR.

Historical stop to stop travel

time.

NN ensemble

<NN <LR

<Statistical

mean
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Chien et al

(2002) [34]

NN NN link based: 4-6-1, NN

stop based: 6-7-1

RMSE,

sum of

squares

errors

(SSE)

SE for; link based

NN: 0.0965, stop

based: 0.041

Link based NN: distance

on link, traffic volume,

link speed, link delay, link

queue, passenger demand.

Stop based NN: distance

between stops, mean traffic

volume, std of volume,

mean link speed, std of

link speed, mean link delay,

std link delay intersections,

demand.

NN stop and

link <NN stop

base <NN link

based

Dailey et al.

(2001) [35]

KF Kologormonov

- smirnov

Locations No

comparison

Deng & He

(2013) [36]

Bayesian net-

work

Used traffic state (average

speed for a section) as

parent and arrival as child

node.

MAPE,

MAE,

RMSE

MAPE=0.195,

MAE=39.09,

RMSE=49.14

Road state No

comparison

Dong et al.

(2013) [37]

kNN Average speed of all buses

that passed a point over the

last 10 mins for predictions

below 3km. NN: 18-37-15

where the output applies to

all bus stops for distances

>3km.

APE

(Long

distance),

AE (short

distance)

Better performance

on long distances

of kNN than NN

no values reported.

KNN: APE <12 %

mean 7%.

Trajectories kNN <NN
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Gal et al.

(2017 [38])

Snapshot

method

The Snapshot method uses

the travel time of previous

bus on the same route as

prediction in heavy traffic.

Random Forrest, Extreme

random Forrest, AdaBoost,

Gradient Tree Optimisation,

and combinations with

snapshot methods were

tested. Optimised versions

use the absolute deviation

error instead of mean

quadratic error.

RMSE,

MARE,

MdARE

Snapshot method

improved the

accuracy MARE(%):

snapshot-optimised

gradient-boost

=19.06, optimised

gradient-Boost

=19.38 snapshot

gradient-boost

=19.95, gradient-

boost =20.46,

extreme RF 22.05,

snapshot =23.37, RF

=24.11, snapshot-

adaBoost =26.38,

adaBoost =27.08

Travel time of last bus for the

same segment. Headway to

last bus. Day of the week.

Time of day.

snapshot-

optimised

gradient-

boost<optimised

gradient-

boost

<Snapshot

gradient-

boost

<gradient

boost

<extreme RF

<snapshot

<RF

<snapshot-

adaBoost

<adaBoost

He et al.

(2019) [39]

LSTM this is a frame work for im-

plemenation

MAE,

MAPE

min/km

MAPE 5.098 Locations comparison

to historic

average,

KNN,

Tensorflow

timeseries,

LR, SVR, NN
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Heghedus

(2017) [40]

LSTM NN: 1-3 hidden layers with

10 & 20 neurons in all com-

binations only best repor-

ted. CNN: 2 convolutional, 2

pooling, 1 fully connected, 1

dropout. Filter 1X1. LSTM:

10 LSTM cells and two ac-

tivation functions tanh and

sigmoid.

MSE,

Brier

score

Values not shown. Arrival time, departure time,

distance between stops.

LSTM <CNN

<NNs of dif-

ferent depth

Hua et al.

(2017) [41]

NN SVM with RBF kernel,

NN: 2 hidden layers with 10

and 5 hidden units.

MAE,

RMSE,

MAPE

RMSE smallest for

NN, LR 10% worse

than SVM and NN.

preceding travel time of

other routes, weighted aver-

age travel time of preceding

buses, total travel time in-

cluding on real and virtual

road. Including all features

above was best.

NN <SVM

<LR

Jalney et al.

(2021) [42]

hybrid Extreme learning machine

for non-linear features and

SVM for linear features

combined by weighted sum

MAE,

MAPE

MAPE 6.5 and 8.9

depending on route

distance, weather, waiting

time, passenger numbers,

traffic density, speed, road

type, rush hour, red signal

duration

two lines were

compared
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Jeong &

Rilett (2004)

[43]

NN NN: 1 Hidden layer, hidden

units variable depending on

route up to 15, out=ETA

MAPE Average

improvement of

models 54.2%

downtown and

48.61% in north

area (Houston)

in Comparison to

LR. And 71.01%

downtown and

76.53% north

compared to LR.

dwell time, schedule adher-

ence, distance

NN <LR

Julio et al

(2016) [44]

NN NN: 3-6-5-1, Mixed Model:

SVM to cluster the speed

categories, second SVM for

low speed or NN for higher

speeds were used to predict

the travel speed.

RMSE,

MSE,

MAPE

MAPE improvement:

NN 7.9-44.7% com-

pared to algorithm

which uses current

speed as the speed

for the next 15-30

min. Bayesian Net-

works performed so

poorly that results

were excluded.

3 real time 10 min previous

cell speeds, Binary if the to

be predicted cell is in a cor-

ridor and 4 historical speeds

for cells

NN <mixed

model <SVR

historical

<current

speed for next

section (with

exceptions)

Junyou et al

(2018), [45]

SVM Based on four days and pre-

dict the 5th. Using RBF.

Relative

error.

+/- 0.5 relative error Data was collected for 4

days to predict travel time of

5th day: traffic flow, average

speed, flow density and lane

occupacy.

No

comparison
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Kee et al

(2017), [46]

Ensemble NN NN: 24-50-1, ensemble

of 10 NN, output: Binary

quarter of an hour

Hamming

loss,

Accuracy,

Precision,

Recall, F1

Hamming loss: NN

<23% . Ensemble up

to 8% better than

other methods.

Historical arrival times, peak

hour, public holiday, week-

day, deployment frequency,

arrival times from previous

hours

NN ensemble

<NN <DT

<RF <Naïve

Bayes

Khosharavi

et al (2011)

[47]

NN GA used to select numbers

of neurons for each of the 2

hidden NN layers. Number

of neurons between 1-10.

500 NNs were trained.

PICP,

MPIL,

NMPIL,

CLC, R2

NN R2: urban 25.42-

46.29, freeway:

83.73

Weekday travel times, and

time of day in one direction

of the route for 1800 trips

over 6 months.

different

architectures

of NNs

Kumar et al.

(2017) [48]

KNN-Kalman Used KNN to identify similar

trajectories and KF to pre-

dict the ETA based on the

identified trajectory.

MAPE,

MAE

MAPE; KNN-KF:

11.6-26.6%, average

speed model 13.49-

47.58% to 11.6-

26.6%.

Trajectories KNN

<average

speed

Li et al.

(2018) [49]

SVM Based on the last 30 days to

reduce computational cost.

SVR with radial bias func-

tion.

Absolute

error,

relative

error

Average error 30s. Time period, Weather, Holi-

day, Position

No

comparison
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Lin & Zeng

(1999) [50]

Historical Adds average time for the

next section to the time at

current bus stop.

standard

least

square

method,

maximum

deviation,

fluctu-

ations

Overall deviation 2.0 Locations <comparison

to different

version of

algorithm

Lin et al

(2013) [51]

NN NN: 11-16-1 for 4 different

conditions combined to hier-

archical NN.

Relative

average

error,

Relative

variance

error,

Relative

prediction

error

Hierarchical NN er-

ror of 0.2min, other

methods 1 min.

Arrival time at stop, depar-

ture time from stop, travel

time between stop, head-

way of previous buses, time

index, index of delay.

Hiereacrhical

NN (better

for short

distances) =

NN (better

for long

distances)

<Kalman

(Shalaby &

Farhan 2004)

Liu et al.

(2021) [93]

hybrid LSTM and NN combination MAE,

RMSE,

MAPE

MAPE: short-term

0.27, long-term 0.04

AVL, station sequence ,

time, position, speed co-

ordinates
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Maiti et al

(2014) [53]

NN NN: 4-7-1, output:arrival at

next stop

Percentage

error,

RMSE

Only graphs no ex-

act values. NN has

the lowest percent-

age error followed by

historical model and

SVM.

Bus arrival time in previous

bus stop, location (latitude

and longitude) of previous

and target bus stops.

NN

<Historical

<SVM

Meng et al.

(2017) [54]

Historical Uses current average speed

and Historical values for the

same section updates the

historical data.

minutes shows actual predic-

tions

Real time location, average

speed in section.

No

comparison

Nadeeshan

et al. (2021)

[56]

bidirectional

LSTM

predicts intercity travel RMSE,

MAPE,

MAE

MAE 24.2 AVL data, weather, wait

times, temperature, wind,

cloud

<

Napiah &

Kamaruddin

(2009) [55]

ARIMA Mean

average

relative

error

MARE,

MAPPE

MAPPE 3.88-6.42 % arrival time and departure

time, location of stop points,

name of location , road net-

work map, timetable inform-

ation

No

comparison

to other

methods

Nimpanom-

prasert et al.

(2022) [57]

Hybrid Fetaure selection using ge-

netic algorithm, LSTM KF

combination

RMSE depending on scen-

ario%.

AVL datam precipitation,

historic trips

Padman-

aban et al.

(2009) [58]

Historical Model based on 3 days MAPE MAPE= 16%. Travel time, Dwell time, run-

ning time for subsections

No

comparison
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Pan et al.

(2012) [59]

NN NN: 1 Hidden layer,

input=10 nodes, Hidden

layer= 13 units, output

predicted speed.

Average

prediction

error

5.7% improvement

compared to

historical algorithm.

Stop location, distance,

speed

NN

<Historical

data

Petersen

et al. (2019)

[60]

Ensemble Seasonal features (NN),

Dwell time (exponential

smoothing), link travel time

(convolutional LSTM)

RMSE RMSE 4.38-4.53 de-

pending on horizon

time information, AVL data <

Shalaby

& Farhan

(2003) [61]

KF KF with output travel time RMSE,

Mean

Relative

Error,

Maximum

relative

error

RMSE; KF =0.36

-0.109, TLRNN

=0.075 -0.166,

Regression =0.76

-0.220, Historical

average =0.181

-0.543.

GPS, Passengers boarding

/ leaving

KF <TLRNN

<Regression

<Historical

Shalaby

& Farhan

(2004) [62]

KF KF with output travel time RMSE,

Mean

Relative

Error,

Maximum

relative

error

RMSE; KF =0.36

-0.109, TLRNN

=0.075 -0.166,

Regression =0.76

-0.220, Historical

average =0.181

-0.543.

GPS, Passengers boarding

/ leaving

KF <TLRNN

<Regression

<Historical
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Sinn et al.

(2012) [63]

Kernel

regression

Kernel regression with

Gaussian kernel

Absolute

error in

min

For a time horizon of

50m in absolute error

<10%

Trajectories Kernel

regression

<KNN

<Linear

regression

<Delay based

Taparia et. al

(2021) [64]

LSTM MAE,

MAPE,

RMSE

ETA: MAPE 0.8, run

time MAPE: 4.8

AVL, route, stop infomration,

journey pattern, delay, ar-

rival at stop distance from

city

<Lr, XGboost,

historical

Treeth-

idtaphat et

al. (2017),

[27]

DNN DNN: 11-7-7-7-7-1 MAE,

RMSE

MAPE of DNN 55%

lower than OLS

Current location, Target loc-

ation, Distance, Instantan-

eous speed, GPS point av-

erage speed, Hour, Day

DNN

<Ordinary

least square

regression

Vanajakshi

et al. (2009)

[65]

KF KF with output travel time APE APE: KF 9.3% better

than 7d average

Coordinates, speed, time KF <average

Wang et al

(2014) [66]

RBF-NN NN: 1 hidden exact architec-

ture not shown

MAPE Compared to mul-

tiple linear regres-

sion, and NN.

Travel time, dwell time, dis-

tance to next stop, passen-

gers getting on/off, delay,

speed to next stop. Online

system live speeds, variab-

ility.

RBFNN

online

<RBFNN

offline <LR

Wu et al.

(2020) [67]

Artifical

bee colony

algorithm

MSE,

RMSE,

MAE

22.16 AVL data <NN
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Xie et al.

(2021) [81]

convolutional

LSTM

RMSE,

MSE,

MAE

MAE 17.08 AVL data, weather, stop

arrival/departure, holidays,

working days, direction,

driver ID

<

Xinghao et

al (2013) [17]

Exponential

smoothing

Exponential smoothing

method

MAE,

MAPE

Algorithm based on

simulated RFID 14%

better MAPE than

only GPS data.

length of link, departure

time of previous stop, arrival

time of previous bus stop,

number of intersections on

link, delay delay at intersec-

tion, distance passed when

decelerating or accelerat-

ing, acceleration time from

static to running speed, the

deceleration time from run-

ning speed to static.

comparison

of different

input features

Xu & Ying

(2017) [68]

Clustering MAPE,

MAE,

RMSE

Time dependent

graph performed

better than NN and

SVM. Only graphs

shown

Trajectories trajectory

<NN <SVM

Ye et al.

(2021) [69]

SVR MAPE,

MAE,

RMSE,

R2

R2: SVR=0.995, AR-

IMAX=0.74

AVL data, dwell times, ar-

rival times at stops

SVR,

ARIMAX
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Yin et al.

(2017) [70]

SVM/NN SVM:3-3-1 output=travel;

NN: 3-5-1

MAE,

RMSE

Both performed sim-

ilarly. All predictions

with MAPE around

10%.

weighted travel time of pre-

ceding bus of same num-

ber, weighted travel time of

preceding bus of different

number, average speed of

objective bus

Compared

different

feature

numbers

Yu et al.

(2010) [71]

SVM-KF

hybrid

Use SVM to predict the

baseline travel times and

the KF to predict the arrival

time.

RMSE SVM-KF hybrid per-

formance better than

actual timetable, The

SVM-KF by 11.1%

better than NN-KF

Latest bus arrival time, with

estimated baseline travel

times

SVM-KF

<NN-KF

Yu et al.

(2011) [72]

SVM NN 4-5-1 SVM radial bias

function.

MAE,

MAPE,

RMSE, R

R: SVM0.9,

NN=0.87, kNN=0.85,

LR=0.84

Headway to same line and

last bus at stop, running

time between stops of same

line and last preceding bus.

SVM <NN <k-

NN <LR

Yu et al.

(2017) [73]

RFNN Random Forrest based on

Nearest Neighbour RFNN

MAE,

RMSE,

MAPE

MAPE for route with

better performance;

RFNN: 6.9%, RF:

8.24%, SVM:

11.16%, KNN:

17..33%, LR:

16.41%

dwell time, running condi-

tion on the current route

segment of 3 preceding

buses, running condition of

next segment of 3 preced-

ing buses, for each seg-

ment, speed variance, aver-

age speed,

RFNN <SVM

<KNN <LR
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Zaki et al.

(2013) [74]

Hybrid NN-KF NN: 7-10-3-1 MSE NN 1.2 min MSE on

route, KF 1 min on

whole route. Has the

MSE been confused

with RMSE?.

Day, Direction, Stations,

Days Category, Weather,

Avg. speed, traffic status

NN-KF <NN

Zeng et al.

(2019) [68]

LSTM Hidden=2, Cells=100 MAPE,

RMSE

MAPE: peak=0.06,

off peak=0.05

AVL data peak times, dwell

times, route links

Zhang et al.

(2015) [75]

Historical Use the historical travel time

between stops and the his-

torical dwell time at the

stops to predict overall travel

time.

APE No comparison if

further away than

5 stops error of

60s when it gets

closer it becomes

smaller. Maximum

error 300s.

Number of passengers

boarding

No

comparison



Chapter 3

Impact of Data Quality and Target

Representation on Predictions for Urban

Bus Networks

Abstract

Passengers using urban bus networks often rely on forecasts of Estimated Times of Arrival (ETA) and

live vehicle locations to plan their journeys. ETA predictions are unreliable due to the lack of good

quality historical data, while ‘live’ positions in mobile apps suffer from delays in data transmission. This

study uses deep neural networks to predict the next position of a bus under various vehicle location

data quality regimes. Additionally, we assess the effect of the target representation on predictions by

encoding it either as unconstrained geographical coordinates, progress along known trajectory, or ETA

at the next two stops. We demonstrate that without data cleaning, predictions give false confidence if

mean errors are used, highlighting the importance of a holistic assessment of the results. We show

that the target representation affects the prediction accuracy by constraining the prediction space. The

literature is vague about quality issues in public transport data. Here, we show that noisy data is a

problem and discuss simple but effective approaches to address these issues. Research generally

focuses only on a single method of target representation. Therefore, the comparison of several meth-

ods is a useful addition to the literature. This provides insight into the value of addressing data quality

issues in urban transport data to enable better predictions and improve the experience of passengers.

We show that ‘rephrasing’ the prediction problem by changing the target representation can yield

massively improved predictions. Our findings enable researchers using deep learning approaches in

public transport to make more informed decisions about essential data cleaning steps and problem

representation for improved results.

38
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3.1 Introduction

Bus passengers increasingly rely on Real-Time Passenger Information (RTPI) systems at bus stops,

online and in mobile apps. Current RTPI systems attempt to account for deviations from the timetable

but are often unreliable [2]. This affects the convenience of bus passengers and is reflected in customer

surveys as the area of improvement most frequently requested [1]. In general, passengers assign dif-

ferent importance to certain aspects of public transport. Reliability and safety are considered the most

important [94]. This highlights the importance of accurate Estimated Time of Arrival (ETA) predictions

to improve customer experience [15] and increase public transport use.

Many cities suffer from severe congestion due to the increase in the number of cars [95], making

travelling a challenge. In a recent report, it was estimated that in the UK, travellers spent 10% of their

driving time in gridlock, costing the economy £38 billion [11]. The same report ranked Bournemouth

as the 8th most congested city in the UK. Prospective studies suggest that the greatest environmental

and social impact can be achieved if the public is encouraged to change from private cars to public

transport, thus reducing air pollution and congestion [12]. This was illustrated by a study suggesting

that cancelling just 1% of daily commutes from specific neighbourhoods in the Boston (US) area can

reduce the delays of all road users by up to 18% [13].

To encourage such a shift, it is important to address the passengers’ desire for reliability. As delays in

bus services are inevitable, it is crucial to keep passengers informed. As many public transport apps

give ‘live’ positions of vehicles, these are often used by passengers to decide when to leave to catch

their bus without having to wait too long at a bus stop. However, due to the latency of this information

caused by delays in wireless network infrastructure and passing data through a number of 3rd party

systems, these data are delayed, suggesting that the vehicle is further away than it is in reality. In the

Bournemouth area, for example, the latency of the internet-based ‘live position’ is approximately 30s

and could be the difference between a passenger catching a bus or missing it. Therefore, a reliable

short-horizon prediction to tackle this delay would undoubtedly be useful.

The infrastructure required to allow such predictions is already in place in the form of Automatic Vehicle

Location (AVL) systems [96]. As AVL systems stream data continuously, in theory they could easily be

leveraged to develop better data-driven solutions. However, the AVL data suffers from serious quality

issues. These include the lack of clear journey identification linkable to the timetable, artefacts such

as gaps in recordings, falsely reported line numbers, and directions. The biggest positive impact for

passengers can be achieved by improving not only the delay seen in ‘live locations, but also the ETA

predictions at bus stops. To this end, this study uses one bus line from the city of Bournemouth (UK)

as an example and addresses: (1) the data quality issues encountered, (2) their impact on prediction

using Recurrent Neural Networks (RNN) and measures to overcome the identified issues, and (3) the

impact of target representation on ETA prediction accuracy where we compare the accuracy of two

types of output – the position in the next 40s, which is the equivalent to a next-step prediction based

on the sample rate of our dataset and the arrival time at the next two bus stops.
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3.2 Related work

Urban bus networks generate highly multidimensional data. This includes not only the geographic

and temporal aspects but also the data generated by several vehicles serving the same line with

different timetables or directions. This large data source can be easily affected by quality issues. The

importance of data quality has been highlighted in the literature in the context of bus travel, for example,

for pattern analysis [97] but also to allow general improvement of public transport services [98]. Other

authors have proposed methods to tackle these issues [99]. However, it is notable that few literature

examples directly address data quality. This problem should be much more prevalent considering the

strive to include big data in urban transport predictions from novel data sources, especially via crowd-

sourcing [100, 101, 102]. The assumption that cleaner data will allow better predictions is examined in

this paper.

The second question is how to best represent the prediction problems. Reducing the complexity of the

input data can have beneficial effects on prediction tasks [103]. This is generally applied to the input.

Furthermore, the representation learning technique suggests that there is a right way to pose a ques-

tion to a machine learning algorithm [104]. More well-known examples that highlight the importance

of target representation come from medical image classification, where algorithms have been found to

use confounding clues such as visible cables in an image to make a prediction [105]. Therefore, an

empirical approach will be used to compare the quality difference of three target representations of

similar prediction problems specific to public transport.

3.3 Methods

3.3.1 Data collection

The data used was collected from one of two bus operators in the city of Bournemouth (UK). Vehicles

transmit their position approximately every 40 s which is collected by the company providing the

Electronic Ticketing Machines (ETMs) with the integrated AVL-system. Due to the involvement of

several companies handling the data, only a limited amount of information is transmitted. The available

data are as follows.

• Timestamp

• Position (latitude and longitude)

• Line number

• Direction (outbound or inbound)

It became apparent that neither the direction nor the line numbers are reliable. The transmitted direction

is often incorrect, and so are the line numbers when a vehicle changes its line during an operational

run. This becomes evident when observing data identified as one line but serving another as well as

vehicles travelling in the opposite direction from their transmitted data. This suggests that although the

coordinates are updated continuously, the additional information is not always updated after a vehicle

starts its journey. On the basis of this limited information, it is typically not possible to match a vehicle

to a timetable corresponding to the journey it is currently serving. A journey is a specific trip found in

the timetable of a bus line, for example, the outbound 9 AM service 1. In contrast, a route pattern is
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Figure 3.1: Map showing different route patterns associated with line 1 in Bournemouth (UK). Overall
this line has 12 more or less distinct patterns (4 inbound and 8 in the outbound direction). For clarity
each shape was offset by 0.0005◦ northwards to prevent overlapping.

the route as travelled on the road which can vary slightly for each journey for the same bus service. In

the example of line 1 in Bournemouth, each line has several patterns, which can include different start

points along the route, resulting in shorter overall journeys or slightly different routes – see Fig. 3.1

for examples. Matching a vehicle directly to a specific route pattern is not possible, as no specific

identifiers are transmitted.

Therefore, a specific route pattern was selected for the proof of concept. This route pattern is line

1 in Bournemouth in the outbound direction from the city centre (Triangle) to the final destination

(Christchurch). The reason for this choice is that the start point for all inbound journeys is the same,

making these journeys indistinguishable. The inbound journeys, however, do not always have the same

destination, so the outbound direction was chosen to allow better identification of journeys.

Identification of individual journeys

As the data lack an explicit indication of the progress of the journey (e.g., bus stops already visited), it

is not self-evident when a journey ended and a subsequent journey started. An observation made was

that between two timetabled journeys, the vehicle generally goes briefly offline. Thus, once it comes

online again, a gap in the recordings can be detected. A new journey was defined as a time gap of

more than 15 min. If such a gap is detected, it is assumed that a new journey has started.

3.3.2 Representation of a journey as trajectory

All buses should follow a predefined route which can be represented as a trajectory. Trajectories are

the distances a vehicle has travelled along a route over time. This means that the trajectory will always

be different for each journey. The transmitted coordinates are simply projected onto a route pattern

by assuming that the closest point on the route to the current coordinates represents the position

of the vehicle (see Section 3.3.3 for filtering approaches). These trajectories are used as one target

representation as well as for benchmarking as described below. As the route is known, the positions

along the trajectories can be converted back to the coordinates along the route (Fig. 3.2).
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i.

ii.

Figure 3.2: i. The trajectory representation of several journeys, where the progress along the route
is represented over time. The difference between several vehicles travelling on the same route is
illustrated. As an example, one journey has been highlighted in blue with examples of the input position
in yellow and the target position in red. ii. The route of the bus line with stops indicated as blue circles.
The highlighted trajectory positions are shown as coloured circles on the route

3.3.3 Data pre-processing

As described previously, the data suffered from quality issues. Problems encountered were misrepor-

ted identifiers and positions that resulted in physically impossible position changes between recordings,

such as vehicles travelling over 60 mph. To combat these, several filtering procedures were applied

within the ablation study to clean the data and assess the influence these cleaning steps have on

the final results (Table 3.1). These data cleaning steps are referred to as ‘sets’ and correspond to the

experiments described in Section 3.4:

• Set 1.0 – minimal processing. As the line number of a vehicle was unreliable, all vehicles

identifying themselves as line 1 were selected. To ensure that these are following the correct

route, the journeys were filtered by excluding those with reported positions further than 2 x the

mean distance from the route. Furthermore, any vehicle which appeared to travel faster than

62 mph (100 km/h) was also removed as this is legally and physically not possible within a city

environment. This represents the dataset with minimal prepossessing and thus has the most

data points. To ensure a fair comparison with the more heavily processed datasets, a randomly

selected subset of 1476 journeys of this dataset was used.

• Set 2.0 – filtering of direction. As the direction was found to be reported incorrectly, the outbound

direction was filtered by ensuring that each vehicle was within 100 m of the first outbound stop

at the beginning of its journey. If this was not the case, these journeys were removed.
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• Set 2.1 – removing repetitions from the end. In practice, a vehicle will stop at the beginning and

end of the journey for operational reasons. Therefore, these positions will be repeated until the

vehicle starts the next journey. These repetitions were removed from the end of the journey once

the bus has reached the closest point to the final destination.

• Set 2.2 – removing repetitions from the start. Stationary repetitions were removed from the

beginning of each journey, assuming that a vehicle had started its journey once it had moved

more than 10 m between recordings. This removes positions where the bus has arrived at the

beginning of the route but is waiting for the timetabled journey start.

• Set 3.0 – removing all repetitions. The final set combines all above-described filters and is,

therefore, the most heavily processed dataset.

Set
Outbound

only
End

truncation
Start

truncation
1.0
2.0 X
2.1 X X
2.2 X X
3.0 X X X

Table 3.1: Ablation study setup.

3.3.4 Benchmarks

The literature on ETA prediction in public transport often lacks comparative benchmarks, making it

difficult to objectively compare different approaches. In other areas of machine learning, it has become

the norm to use benchmarks and standard datasets. As there is no appropriate publicly available

benchmark dataset available for public buses in urban areas, this study uses benchmarks that can be

easily implemented on any dataset. This allows other researchers to compare their solutions to this

publication, but also gives a threshold to assess any results against. The benchmarks are as follows:

1. Average speed. This method uses the average speed of a vehicle since the start of its current

journey. Thus, it does not reflect any short-term speed variations. The calculated speed is used

to interpolate the position of the vehicle from the trajectory of its journey pattern for the next 40 s.

2. Current speed. This method uses the last three transmitted positions of a vehicle to calculate

its current speed. The prediction is made by interpolating the position for the next 40 s from the

journey trajectory. This method will account for temporary speed variations.

3. ETA benchmarks. To calculate the ETA benchmarks both speed-based methods are used to

interpolate the arrival time at the next two stops for the ETA based benchmarks. For further

details see Section 3.3.5.
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3.3.5 Target representation

To investigate differences in accuracy, three different target representations were used. All of these

use the same data as input but represent the prediction target differently:

1. Unconstrained coordinates. The raw data of bus locations are affected by inaccuracies due to

interference of the GPS signal. Therefore, the positions of vehicles are not always directly on

the route. This represents the raw target where no preprocessing of the target was applied. The

only constraint used was a bounding box framing the city. This approach predicts two normalised

values representing coordinates within the bounding box.

2. Trajectory. The raw coordinates can be projected onto the route-pattern of a journey by simply

using the closest point on the route as position once a journey is successfully matched to a

route-pattern. This ensures that inaccuracies locating a vehicle off-route are removed. The route-

matched positions can be turned into a trajectory by plotting the distance along the route over

time as demonstrated in Fig. 3.2. In practice, this method predicts a number representing the

progress along the trajectory with a max of 1, which is the final destination.

3. ETA. This approach predicts the arrival time at the next bus stop instead of the position of

a vehicle. As the next stop could be very close to the vehicle, we predict the next two stops

instead. The prediction itself is in seconds to the corresponding stop. As we aim to compare

different target representations, to make the ETA predictions more comparable to the position

based approaches, the error in seconds was translated into an approximate margin of error in

meters based on the travel speed, assuming the bus travels at a constant speed from its current

position to the two stops. The distance-based errors are approximations for comparison only.

3.3.6 Model training and evaluation

All models were trained on an Nvidia GeForce RTX 2060 GPU using the fastai library. The experimental

setup was the following.

1. Input features. The features included were coordinates normalised to a bounding box, the bear-

ing reported by the AVL system, the time-delta between consecutive recordings, the elapsed

time from the start of the journey and time embeddings as described below. The input features

were min-max normalised unless stated otherwise.

2. Time embeddings. The time information was split into its components to make it possible for the

algorithms to learn seasonal patterns. To achieve this the timestamp was translated into minute

of the day, hour of the day, day of the week, day of the month and month of the year. These were

embedded in a multidimensional space as detailed in the architecture description.

3. Architecture. Two neural network models were used with identical architecture (Fig. 3.3) except

for the Recurrent Neural Network (RNN) module which was either a Gated Recurrent Unit (GRU)

or a Long Short Term Memory (LSTM) network. The time embeddings were learned by the net-

work in a multidimensional space. The dimensions were chosen as half of the possible number

of values for each embedded variable. As an example, the hour of the day was embedded in

12 dimensions as the maximum number of hours is 24. These embeddings with a total of 52

dimensions were fed into a linear layer to reduce their dimensions back to the original number
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of time based features. The output of the linear layer was concatenated with the remaining input

features and fed into either a GRU or LSTM layer followed sequentially by a 1D Batchnorm, a

linear layer, a leaky ReLU, a second Batchnorm and a final linear layer. To ensure the outputs

were bounded, a sigmoid function was also applied.

4. Hyper-parameters. To allow for direct comparison between the models all training hyper-parameters

were kept constant. It is appreciated that this might not in all cases yield the best performance

but will illustrate the influence of the modifications made on the performance. The used variables

were chosen through empirical exploration. Each model was trained for 50 epochs using the one-

cycle policy [106] with a maximum learning rate of 10−3. Networks with unconstrained coordinate

targets used the haversine distance between target and prediction as loss-function, while all

other networks were trained using the Mean Average Error (MAE).

3.3.7 Evaluation

Predictions from approaches that produce positional outputs, including coordinate- and trajectory-

based predictions, were converted to denormalised coordinates. The errors were evaluated by the

haversine distance between the target and the prediction.

As the ETA-based approach does not give any location-based prediction, the error in meters was

estimated. This was done using the error in seconds to calculate the number of meters travelled in this

time, based on the average speed between the current position and the target stop. This assumes that

the vehicle travels at a constant speed and, therefore, is not used as a loss function, but rather as a

comparison.

3.4 Results and Discussion

3.4.1 Data cleaning

The dataset spans 144 days (12-Oct-2019 to 04-Mar-2020) with an overall number of 1,909,861

instances (bus location records). These correspond to 4080 individual journeys as it can be seen

in Fig. 3.4. This excludes 0.9312% of journeys due to speeds above 62 mph. Filtering by direction, as

discussed in Section 3.4.4, leaves 1486 (36.42%) of the overall number of journeys.

3.4.2 Benchmarking

The purpose of the benchmark is to give a baseline to interpret subsequent results. Fig. 3.5 (a) shows

the distribution of errors for each benchmark in meters.

The peak at 200 m stands out in the mean-speed benchmark. This error occurs when a vehicle remains

stationary as this method does not allow for a stationary prediction. The average distance travelled

along the trajectory corresponds to ~200 m (the error is calculated as the straight line distance,

therefore corners or loops will cause smaller errors than the same distance along a straight part of
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Figure 3.3: Network architecture for the two RNN approaches – GRU or LSTM without any other
changes to the network.

the route). Plotting the errors along the route gives a more detailed overview of the performance of

the benchmark as shown in Fig. 3.5(b). This confirms the hypothesis that in general, the benchmark

will perform poorly at stationary positions, which is especially evident at the start and the end of the

journey when some vehicles remain stationary for an extended period of time.

Interestingly, set 1.0, which is the least processed and thus affected most by noise, had the best results.

This is further discussed in Section 3.4.4. The mean-speed predictions will be used as a baseline from

hereon.
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Figure 3.4: Step-wise data cleaning sequence.

3.4.3 Data quality

In addition to the aforementioned problems with the data quality, the collected data contained charac-

teristic circular patterns (Fig. 3.6i). These occur at bus stops only and are not explainable by artefacts

from GPS interference. An empirical investigation showed that the origin of this phenomenon is most

likely a side effect of geofencing that the AVL-system uses to determine if a vehicle has arrived at the

stop. Unless the bus has been very close to the stop, the AVL-system ‘snaps’ the real position of the

vehicle to the geofence boundary (Fig. 3.6 iii). By choosing this exclusion zone to be 10 m in radius,

it was possible to simulate data mimicking the artefact seen in the real-life data (Fig. 3.6 ii). The issue

requires further investigation to verify the exact rules this artefact is following.
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(a) Benchmarks for set 2.0. The 200 m peak visible in the left plot occurs when a vehicle stops either at traffic
lights, pedestrian crossings or a bus stop. This peak is not found in the current speed benchmark as it naturally
compensates for variations in speed. Overall the global average does result in lower haversine mean-error.

(b) Performance evaluation of the mean-speed benchmark on set 2.0. The average error is shown in meters as
green bars (colour and height indicate the average error along the route). The number of repeated positions are
shown in red. The bars show the points at which more than 90% of repeated positions occur, generally at bus
stops.

Figure 3.5: Assessment of the benchmarks.
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Figure 3.6: i. The circular artefact recorded from real-life data. The red circle denotes the bus stop.
ii. The simulated data generated closely resembles the artefact recorded. iii. The underlying process
used to simulate the data.
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Figure 3.7: Left: Boxplot showing error in meters for GRU, LSTM and the mean-speed benchmark.
Outliers have been removed. Green triangles represent the mean and the median is represented as
a horizontal black line. The best benchmark’s (based on Sharpe ratio set 1.0) median and mean are
shown as red and blue dashed lines respectively. Middle: Boxplot showing the estimated error in
meters for the ETA prediction. Both networks are shown and errors are given for the first and second
stop. Boxplots showing the errors in minutes for the ETA prediction for either network in comparison to
the benchmark. The prediction is more accurate for the immediately next stop and the error increases
for the second stops. Note the difference in error magnitude. Right: Boxplot showing the ETA loss in
minutes.

3.4.4 Effects of data cleaning

To evaluate the effect of the cleaning steps on prediction quality, two target representations were tested:

the prediction of unconstrained coordinates and the trajectory-based prediction. As the mean error of

the trajectory was ~100 m lower when compared to unconstrained coordinates, only the trajectory-

based predictions are discussed for clarity.

Errors for both model types are shown in Fig. 3.7. The performance for all model types is similar

in general. Interestingly, the benchmark is very robust and only in set 2.2, the GRU has a slight

advantage over the MAE of the benchmark (GRU: 145.86 m, mean-speed: 146.85 m) but the difference

is negligible. In practice, the mean error is not the best metric for model evaluation, as it does not

account for the spread of the errors. To better assess the performance, the Sharpe ratio [107] was

used (Eq. 3.1). Widely used in finance, it accounts for the standard deviation of the errors or their

volatility. This gives a different picture and the benchmark is outperformed except in the case of set 2.1

(see Fig. 3.9 and Table 3.2).

S =
MAE − r

σ
(3.1)

Sharpe ratio (S), where r is the risk-free rate which here translates to the best expected error (assumed to be perfect at 0m)

and σ is standard deviation of errors.

Comparing the error distributions of the network with the lowest MAE (GRU using set 2.2) to the

benchmark (Fig. 3.8) it becomes apparent that the GRU’s distribution is skewed toward smaller errors

and is not bi-modal like the benchmark. This confirms that in practice the GRU will deliver a more

reliable prediction even though the mean error is similar.
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Figure 3.8: The error distribution for the best performing GRU and the mean-speed benchmark. The
200 m peak caused by stationary vehicles is apparent. The outline of the GRU errors suggests that
the model makes more reliable predictions.

set Sharpe ratio Delta benchmark Delta set 1.0
GRU set 1.0 1.26 9.18 0.00

set 2.0 1.08 -4.29 -14.62
set 2.1 1.03 -8.69 -18.41
set 2.2 1.25 12.78 0.89
set 3.0 1.13 1.49 -10.66

LSTM set 1.0 1.27 9.84 0.00
set 2.0 1.27 12.98 0.19
set 2.1 1.11 -1.77 -12.76
set 2.2 1.21 9.33 4.71
set 3.0 1.21 8.80 -4.80

Table 3.2: Table showing the Sharpe ratios for the two different model architectures as well as the
different sets. The delta benchmark shows the difference of the respective model compared to the
benchmark of the respective set in %. The delta set describes the inter model change of Sharpe ratio
compared to the model’s Sharpe ratio in set 1.0 in %.

Set 2.0 filter direction

The evaluation of the cleaning steps shows an interesting behaviour. The first cleaned dataset 2.0

shows an increase in the mean error of both RNNs and the mean speed benchmark Fig. 3.7. It would

be expected that limiting the data to a single direction should improve predictability. When assessing

the Sharpe ratio, the findings are different and the LSTM shows an improvement of 0.189% whereas

the other methods decrease in performance with large errors (Fig. 3.9).
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(a) The error of the networks and benchmark in meters. Using
this evaluation metric the benchmark cannot be outperformed.

set 1.0

1.0 1.2 1.4 1.6 1.8

set 2.0

1.0 1.2 1.4 1.6 1.8

set 2.1

1.0 1.2 1.4 1.6 1.8

set 2.2

1.0 1.2 1.4 1.6 1.8

set 3.0

1.0 1.2 1.4 1.6 1.8

Current speed benchmark

GRU

LSTM

sharpe-index

sharpe-index

mean speed

coordinates

trajectory

mean speed

coordinates

trajectory

mean speed

coordinates

trajectory

(b) Cleveland plot showing the Sharpe ratio (higher
number = better performance). Using this more holistic
metric compared to MAE the benchmark is generally
outperformed.

Figure 3.9: Comparison of different ranking approaches.
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Set 2.1 removal of end repetitions

At the end of a journey, the vehicle will in some cases repeat transmission from the same position.

This occurred in 4.04% of the journeys with an average stationary time of 116 s. As the transmission

frequency is 40 s this represents ~3 repeated positions. This only affects a small portion of the journeys

but still worsened the performance compared to the raw dataset (set 1.0) both when assessed using

MAE and causing a reduction of -12.755% of the Sharpe ratio. This suggests that both LSTM and

GRU had an advantage in those few stationary cases. When assessing the error map of the LSTM

for this dataset (Fig. 3.5) it becomes apparent that the error of the set 2.0 at the final data-points

is ~90 m, whereas upon removing repetitions the error in the same area ranges from 283-818 m.

This suggests that the LSTM became exceptionally good at predicting the final position if the vehicle

remained stationary, thus appearing to improve the overall performance.

Set 2.2 removal of start repetitions

A large proportion of vehicles idle at the start of a journey, which affects 21.67% of the journeys with

an average idle time of 151 s corresponding to ~4 repeated positions. This means a much larger

proportion of the vehicles will arrive early at the start of their journey compared to those that remain

stationary once the journey is finished. Also this cleaning step reduced the Sharpe ratio by -4.499% for

the LSTM when compared to set 2.0. Interestingly, the GRU performed best in this scenario, whereas

in all other cleaning steps the LSTM outperformed the GRU. In addition, under this scenario, the best

overall MAE was achieved by the GRU of 145.86 m. This suggests that the GRU suffered most from

repeated starting points.

Set 3.0 removal of repetitions at the start and end

The final dataset 3.0 is the most processed and reflects the journey most closely with the lowest

influence from artefacts. Interestingly, the models trained on this dataset did not achieve the overall

best performance. The LSTM lies -4.8% below the Sharpe ratio of set 1.0. This might appear counter-

intuitive. However, on closer inspection, this behaviour can be explained by the fact that the RNNs are

most accurate when a vehicle is stationary. This causes the reduction of the Sharpe ratio due to over

20% of the journeys having repetitions at the start or the end, making these cases easy to predict. This

causes the paradox that the cleanest dataset appears to perform worse, yet the reason for this is that

the model is no longer able to predict the artefacts of repeated positions at either end of the journey.

Interpretation of data cleaning results

It is important to look at error locations and where exceptional performance is achieved. It is clearly

easier to predict the position of a bus when it finished a journey because it will not move again, whereas

at the beginning the difficulty is to predict when the vehicle will start moving. This could be overcome

if the timetable corresponding to a journey was known. It can hence be concluded that although the

overall metrics have not improved after data cleaning, it is still beneficial to prevent falsely reduced

metrics due to accurate prediction of artefacts.
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As mentioned before, the mean-speed benchmark fails when a vehicle comes to a stop as it assumes

that all vehicles travel at a constant speed. Therefore, the benefit of RNNs is that it will learn locations

where this is likely to happen, such as bus stops, junctions, or pedestrian crossings. This is indeed

seen in the data, in areas with the most stationary data points, the accuracy of the best RNN is lower

than the average accuracy, meaning that the neural network has learned the areas where a vehicle is

most likely to stop for some time (Fig. 3.10).

3.4.5 The influence of target representation

The prediction of unconstrained coordinates is not an effective approach and results in large errors

and therefore is not shown here. This is not a surprising finding as this approach has a very large

prediction space spanning the entire city. In reality, the possible predictions are along the route, thus

making this an unnecessarily difficult approach.

To combat this complexity issue, the trajectory approach was used with much better results. However,

this requires linking the data to a specific route pattern, which in practice can be challenging. This again

is an expected finding as limiting the prediction space to the route which is the only possible space the

vehicle should be travelling on simplifies the problem dramatically, reducing the errors approximately

by half from 244.8 m (LSTM) to 141.3 m (LSTM).

The third approach, predicting the ETA at the two subsequent bus stops might be the most important

method. To make this approach more comparable, the error given in seconds was translated into rough

estimates of a distance error.

All models trained to predict ETAs used the last 3 positions to interpolate ETA and performed better

than the benchmark (Fig. 3.7). The benchmarking method using the current speed was chosen as

it performed substantially better than the overall-speed based method (current speed MAE: 1.2 min,

mean speed MAE: 10.7 min). As would be expected, the first stop is predicted with higher accuracy

compared to the second stop. Both the GRU and LSTM perform better than the benchmark when

comparing the MAE. Both the mean and Sharpe ratio are reduced by the data cleaning steps.

In all sets, the performance of the ETA prediction method is ~10 fold more accurate with estimated

mean distance errors of ~4.2 m for the first stop and 14.5 m for the second stop for both RNNs. This is

a substantial improvement compared to the position-based method (the best scenario has an error of

145.8 m) and could be further improved by making additional information such as the distance to the

next stop available to the neural network. Furthermore, the network could easily be changed to predict

the arrival times for all the following stops. The drawback of this method is that for the data used the

actual ETA is not known. Therefore, the ETA is an approximation and might not fully represent reality.

However, to collect accurate ETA information, the current technology would need to be upgraded, e.g.,

with proximity sensors at each bus stop as the sample interval is insufficient.

In light of the findings representing short-term prediction targets as ETA problem rather than a position-

based target gives by far the best results with the caveat that the ground truth used to compare the

ETA against is an estimation.
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Figure 3.10: The number of repeated positions generally seen at main bus stops, junctions and
crossings shown in red. The error of the best GRU trained on set 2.2 in turquoise. The error is generally
low if a vehicle is more likely to stop in an area.

3.5 Conclusions

Bus travel is a well-established mode of public transport and the vehicles are mostly equipped with

modern telemetry systems. However, we highlighted data quality issues, which complicate any data-

driven solutions. Unreliable or omitted information about the route and timetable a vehicle is following,

most likely inhibiting the performance of the developed prediction models. Improving the availability

and quality of such data would allow to further advance ETA predictions. Additionally, in this study, the

ambiguity of line numbers might have resulted in the loss of some journeys. Circular artefacts were

also discovered that can be explained using a geofencing method that moves the vehicle position onto

the geofence boundary unless it has arrived at a stop. Such manipulation of the data stream could

hamper prediction efforts, although the assessment is difficult without a ground truth.

This study used benchmarks to make the findings easily comparable to other studies. We have shown

that a simple metric such as mean error cannot be used to objectively compare algorithms. To make

an informed decision, it is crucial to use several metrics. The Sharpe ratio was used to account for

the standard deviation in addition to the mean error, which proved to be a better measure than a

simple MAE. Furthermore, the importance of assessing the error distribution was highlighted where it

was possible to see that, for example, the mean speed benchmark performed especially poorly if the

vehicle was stationary, which is impossible to deduce from simpler metrics.

The extracted journey data was affected by artefacts such as repeated position records at either

end of the journey. Therefore, it was necessary to remove such artefacts and assess their impact

on the final prediction. Unexpectedly, the step-wise cleaning approach did not improve the overall

MAE of the predictions compared to the raw data. This can be explained by the fact that the RNNs

perform especially well when predicting the stationary positions of buses at stops or idling at either

end of the route – over 20% of the journeys have repeated positions at the start. This is a large
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number of predictions that can be made with exceptional accuracy, thus giving the appearance that

the predictions are more improved the noisier the data is. In other words, the more stationary points a

dataset contains, the better will be the overall prediction accuracy. Such a model is naturally not very

useful in an operational context where the emphasis is on predicting vehicles in motion. Therefore, it is

crucial to assess each developed algorithm in depth by examining errors along the route and focusing

on any patterns that might be contained in such data. Even though the overall prediction rate did not

improve, the RNNs did perform better than the benchmark at stops along the route and with a general

better accuracy along the route while the vehicle is in motion.

Using alternative representations of the same target, considerable improvements in accuracy have

been made (66 m between the trajectory and unconstrained coordinates). The intuition is that by

simplifying the problem and reducing the prediction space, the model will achieve better results. In

practice, this meant that predicting unconstrained coordinates did not perform well, whereas limiting

the prediction space to the trajectory and subsequently transforming the problem to an ETA prediction

improved the results 10 fold. The overall winner was the ETA prediction. Operationally, this could be

considered the most important algorithm as ETAs, for example, displayed at bus stops or in mobile

apps, could be considered more important than short-horizon predictions at all points along the route.

However, a short-horizon prediction compensating for transmission delays in ‘live’ location represent-

ations on the web or mobile apps, will make the user experience better, benefiting those passengers

who rely on such features.

Overall, this study highlighted the urgency to make all available data accessible to develop the best

data-driven solutions in public transport. It furthermore illustrates the importance of not only relying

on mean-based metrics but using a selection of different metrics in combination with geographical

error representation to objectively assess any prediction algorithms. Additionally, even though in theory

modern deep learning methods should learn to predict a target in any format, in practice they perform

best if faced with the most simple representation of the task. As a conclusion and suggestion for further

work, it is necessary to address the highlighted lack of data, as well as the lack of benchmark datasets.

Furthermore, it is worth to consider the development of an evaluation framework specifically tailored

to public transport prediction methods, consisting of a collection of different metrics and a formula to

assess the geographical variation of errors.



Chapter 4

Bus Journey Simulation to Develop

Public Transport Predictive Algorithms

Abstract

Encouraging the use of public transport is essential to combat congestion and pollution in an urban

environment. To achieve this, the reliability of arrival time prediction should be improved as this is

one area of improvement that passengers frequently request. The development of accurate predictive

algorithms requires good-quality data, which is often not available. Here we demonstrate a method to

synthesise data using a reference curve approach derived from very limited real-world data without

a reliable ground truth. This approach allows the controlled introduction of artefacts and noise to

simulate their impact on prediction accuracy. To illustrate these impacts, a recurrent neural network

next-step prediction is used to compare different scenarios in two different UK cities. The results show

that realistic data synthesis is possible, allowing for controlled testing of predictive algorithms. It also

highlights the importance of reliable data transmission to gain such data from real-world sources. Our

main contribution is the demonstration of a synthetic data generator for public transport data, which

can be used to compensate for low data quality. We further show that this data generator can be used

to develop and enhance predictive algorithms in the context of urban bus networks if high-quality data

is limited, by mixing synthetic and real data.

4.1 Introduction

Cities around the world are trying to shift personal traffic to public transport to reduce congestion

and environmental impact. A crucial part of such a strategy is to make public transport as convenient

as possible. Bus passengers often rely on Real-Time Passenger Information (RTPI) systems at bus

stops, online, and in mobile apps. These RTPI systems can be unreliable [2] which is inconvenient for

passengers. In general, passengers assign different priorities to certain aspects of public transport.

Reliability and safety are considered the two most important [94].

The importance of making especially buses as attractive as possible in comparison to private vehicles

is highlighted in historical records. In the UK, 4.8 billion bus trips were made in 2018/19, representing

58% of all public transport journeys [108]. These journeys amounted to 27.4 billion km travelled and

saved approximately 96 million tonnes of CO2 [109]. However, since 1985, bus travel has been steadily

decreasing by a total of 0.7 billion. As other public transport modes, such as trains in most areas,

57
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cannot be a replacement for local bus services, this suggests that a larger share of passengers opt for

private vehicles. This is reflected in the continuous upward trend of car traffic on British roads [108]. To

encourage potential passengers to use public transport, it is crucial to make it as attractive as possible

to reverse these trends. This will ultimately have a positive impact on the environment and congestion

levels in urban settings. However, the mentioned data are pre-pandemic, thus the long-term impact of

the pandemic on public transport cannot currently be anticipated.

Other studies also highlighted the importance of accurate Estimated Time of Arrival (ETA) predictions

to improve customer experience [15]. Many public transport providers have developed mobile apps,

which give ‘live’ positions of vehicles. Passengers can use this technology to decide when to leave the

house to catch a bus without having long waiting times at a bus stop. However, we previously noted

the latency of this information caused by delays of wireless network infrastructure and the fact that

data in our operational area passes through a number of 3rd party systems [110]. Therefore, the RTPI

system might suggest that a vehicle is further away than it is in reality. This could cause a passenger

to miss a bus and thus unnecessarily inconvenience them. In Bournemouth, one of the two cities used

as an example in this study, the latency of the internet-based ‘live position’ is approximately 30-40 s.

To alleviate this issue, we have proposed a short-horizon prediction which will be useful in the further

development of ETA and long-term predictions and in bringing the ‘live’ locations closer to reality.

The commonly deployed Automatic Vehicle Location (AVL) systems [96], could provide data for such

approaches.

To compare any potential model, the assessment of their performance is of crucial importance, this

has to be reported in a way that allows to replicate and compare the results. However, this is not

possible in all cases, as some authors report relative errors [45, 82, 54] and no consistency in the

reported parameters can be distinguished. The precondition for all machine learning algorithms should

be verifiable, and the RoyalSociety’s report highlights this as a central feature [83]. This has also

been recognised in the healthcare sector, where guidelines exist for the development and reporting of

predictive models [84]. The difference in standards might be explained because ETA predictions do not

affect the health or safety of a passenger, and a spurious algorithm might at most cause inconvenience

rather than physical harm. However, for an operating company, this might cause a loss of revenue

through a decline in patronage, and the society as a whole might be subject to more congestion, which

could simply be reduced by providing accurate ETA predictions. Furthermore, the doctrine of science

is replicability. The reproducibility crisis is most prominently known from psychological research [85]

however due to its notoriety, it has been actively addressed [86]. It has also been identified as a

problem in ‘harder’ sciences such as biomedicine [87] and also artificial intelligence [88]. Although

results gained from machine learning techniques might be considered hard evidence, because the

final model is based on mathematical concepts, they often suffer from similar problems as seen in

psychology, where the research is often subjective to the researcher. The similarities between the

two fields are that the findings cannot usually be explained due to the ‘black-box’ effect. The field of

psychology has now begun to apply lessons from problems seen in machine learning research [86]. A

suggested way to address such problems is meta-science that could shed light on the true accuracy

of findings [89]. However, this relies on comparable accuracy measurements, which is not found in

a large proportion of the public transport literature. Therefore, comprehensive reporting standards

are urgently needed in the field of predictive bus transportation research. This as a consequence
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poses the issue that high-quality data are required to develop good predictive models. We and other

researchers have highlighted that data quality issues need to be considered in the context of public

transport research [110, 111, 112, 113]. Therefore, in this study we demonstrate a method to synthesis

bus journeys based on limited and low-quality data. This allows on the one hand to generate a hybrid

dataset to develop models from. On the other hand, it has the potential to be used to generate synthetic

datasets that can be used for benchmarking in an attempt to combat the highlighted replicability issues

faced by public transport research.

In our data, a notable lack of quality hampers the development of predictive algorithms. Quality is-

sues include the lack of clear journey identification, linkable to a timetable, artefacts such as gaps

in recordings, falsely reported line numbers, and direction of travel (inbound vs. outbound). These

quality issues make it impossible to develop accurate predictive algorithms. Unfortunately, the simplest

solution of recording high-quality historical data is not feasible due to closed source data collection

by 3rd party companies. To address this issue, this study describes a reference curve-based synthetic

data generator, which bases its assumptions on limited real-world data. This allows to test algorithms

in a controlled environment and enables the injection of user-defined artefacts into the dataset to

test their effect on prediction quality. We also show that mixing real and synthetic data improves the

accuracy of the prediction.

4.2 Background

Methods for ETA prediction can include simple historical averages or statistical models. However, due

to the complexity of ETA prediction, machine learning methods have become increasingly popular [18].

In recent years, artificial Neural Networks (NN) have revolutionised a number of other domains. There-

fore, NNs should be expected to have similar potential when applied to bus ETA prediction problems.

A comprehensive review specifically investigating NN applications in public transport [19] found that

only 16% (12) addressed ETA of buses, whereas the rest of the studies applied the technique to

other modes of transport. This suggests that the area of bus ETA prediction using NNs might be

underrepresented in the context of public transport research. This relative absence of NNs to predict

bus ETAs is striking as NNs have revolutionised other areas of data science, such as image and speech

recognition [114, 115].

The challenge of all machine learning approaches is to fine-tune the model parameters, one solution

is to use genetic algorithms [116] to optimise machine learning algorithms inspired by nature. Several

innovative variations have been demonstrated in the recent literature, such as an algorithm inspired

by the mating of red deer populations [117], or the simplification of parameter search with a simplified

metaheuristic [118]. The same authors also demonstrate methods applicable to supply chain man-

agement using the Taguchi method to outperform conventional genetic algorithms [119] as well as

the potential use of blockchain algorithms in the management of supply chains [120], additionally they

show applications to predict photovoltaic electricity generation [121] as well as bioremediation [122].
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Nowadays, the majority of buses have onboard AVL systems, which are equipped with GPS sensors

and transmit the location of the bus at frequent intervals, typically ranging between 20 and 60s. The

availability of vehicle locations are the basis for any ETA prediction and are accessible through the AVL

system and do not necessarily need any additional investment in static sensors.

The biggest hurdle in the development of machine learning solutions generally is the difficulty of

acquiring enough good-quality data to develop a useful algorithm. In some fields, this has led to the

use of simulated data ranging from medicine [123] to geophysics [124]. Regarding public transport

journey simulation, the literature is scarce. Some examples related to bus data simulation include

bus platooning [125] as well as traffic simulation [126]. However, to the best of our knowledge, no

study has investigated the use of simulated data to train a next step prediction model for urban bus

networks. In many areas of machine learning research, benchmark datasets are common [127]. These

allow researchers to objectively compare algorithms against each other. This is missing in the field of

urban bus networks. Therefore, the presented data generator could allow to generate a standardised

benchmark dataset that could lay the foundation for further research in public transport.

4.3 Real-world data processing

4.3.1 Data collection

Data is accessible via the infrastructure of our collaborators, and two British cities have been selected

with the largest number of vehicles and access to recorded travel data. The AVL data were collected

from two different bus operators from Reading (UK) line 17 and Bournemouth (UK) line 1 (Figure

4.1). Each vehicle transmits its position approximately every 40 s, which is recorded by the company

providing the Electronic Ticketing Machines (ETMs) with the integrated AVL-system. Due to data

handling by several independent entities, only a limited amount of information is transmitted. The

available data are as follows.

• Timestamp

• Position (latitude and longitude)

• Line number

• Direction (outbound or inbound)

For the Bournemouth operator, it became apparent that the transmitted directions are often incorrect,

and so are the line numbers when a vehicle changes its line during an operational run. The data

collected in Reading had better integrity with a reliably transmitted direction, thus simplifying the data

processing steps. Based on this limited information, it is not possible to match a vehicle to a timetable

corresponding to the journey it is currently serving. A journey is a specific trip found in the timetable of

a bus line, e.g., the outbound 9 AM service 1. In contrast, a route pattern (also referred to as ‘shape’)

is the route as travelled on the road, which can vary slightly for each journey for the same bus service.

In the example of line 1 in Bournemouth, there are several patterns which can include different starting

points along the route, resulting in shorter overall journeys or slightly different routes. In both cities,



4.3. Real-world data processing 61

reliably matching a vehicle directly to a specific route pattern is not possible, as the unique route

pattern identifiers were not accessible to us. Therefore, one route pattern for each city was arbitrarily

selected and used to generate synthetic data, which is an acceptable approach as in the selected

cities the differences between patterns are negligible.

Figure 4.1: Location of both example cities and the journey shape used for all experiments. The line 1 in Bournemouth is
shown yellow and the line 17 in Reading in blue.

4.3.2 Identifying route sections for filtering

The bus route used in Bournemouth is line 1, starting in the town centre towards Christchurch (Figure

4.1). The complete route shape includes longer journeys and therefore needs to be truncated. In

the second example of Reading line 17 was used, which can have up to 90 different route patterns

per direction with different runtimes and minor variations in route shapes (Figure 4.1). Additionally,

a complicating factor is that the route follows a one-way system in the city center, meaning that the

routes are different depending on the served direction. Therefore, a two-pronged approach was used.

To initially filter journeys that were too far away from the shape, all available shapes for both directions

were combined to a template shape. Any journey outside a radius of 3 times the mean distance to the

template shape was excluded. The final filtering with the ability to enforce the direction was done using

an arbitrarily selected route pattern from the many different patterns available for each line covering the

entire length of the route. In the case of Reading these route patterns are mostly identical; however, in

Bournemouth the patterns can be very different. We have described these issues previously [110].
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4.3.3 Identification of individual journeys

Due to the lack of explicit identification of the journey, a heuristic approach was used to separate

individual journeys, which will then be used as a basis to generate synthetic data.

Bournemouth operator does not reliably transmit the direction a vehicle currently serves. However,

an observation made was that at the end of a journey vehicles stopped transmitting data for a short

period of time. Thus, once it reappears in the data stream, a gap in the timestamps can be detected.

A new journey was defined as a time gap of more than 15 min. If such a gap is detected, it is assumed

that a new journey has started.

Reading operator reliably reports the direction of travel, making the identification of an individual

journey easier. Furthermore, vehicles tend to serve the same line and do not change lines between

runs, by selecting a single direction, large gaps in transmission timestamps can be observed, making

the separation of journeys accurate.

4.3.4 Trajectory generation

It is assumed that the vehicles follow the identified outbound journey shape. This allows us to represent

a journey as a trajectory, which is the distance travelled along the route shape. Using such a trajectory,

a journey can be represented in two dimensions based on the distance travelled and the run time from

the start of the journey.

4.3.5 Additional processing steps

To ensure a clean dataset, repetitions at the start where the vehicle did not move further than 10 m

were removed and a journey is assumed to start once the vehicle has moved further than this threshold.

The journey was assumed to have ended as soon as it had reached its maximum trajectory.

4.4 Synthetic data generation

The data generation process uses a heuristic data-based approach to generate synthetic journeys.

This process is broken down into several sub-steps:

• The interpolation of the route shape as the reported points are not evenly distributed along the

route.

• The identification of the normal run time for a journey is based on historical data, which also

allows the identification of delays.

• The probability-based simulation of the delays.

The above steps are described in detail in the following subsections.
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4.4.1 Interpolating the journey based on the route shape

A synthetic journey is generated based on future timetables. To avoid all vehicles starting at the same

point, a time offset is added to the start time of the timetable, which is a random number between

0 and 40 s (the transmission interval). This is added to the scheduled start time. The distance that

should be offset is then calculated by multiplying the offset by the average speed observed in the real

world data 8 m/s (30 km/h). The timestamps are then interpolated to a user-defined interval – 40 s in

the presented example. Calculating the time difference between two subsequent stops on the route

segment gives the overall runtime. This can be divided by the transmission frequency of 40 s to give

the number of transmissions expected on this route section. By assuming that the vehicle travels at a

constant speed, the progress along the shape can be estimated, and the coordinates of the shape at

the transmission points can be extracted. However, the coordinates of the reference journey pattern are

not equidistant; the distances between consecutive reported locations vary between 5 m and 100 m.

Therefore, interpolation solely based on the shape would give very different speeds depending on the

shape of the road. This is avoided by generating an interpolation based on the distance along the route.

The closest calculated distance of the shape coordinates is used to calculate the difference between

the interpolation coordinate and the shape coordinate. If this distance is greater than 5 m, the two

neighbouring points on the shape are used to interpolate the positions between these two coordinates

to make the data more realistic. This does not account for variations in the speed or the curvature

of the earth, but as the distance is at most 100 m, it is a reasonable omission. Furthermore, wider

gaps appear on straight road sections and the frequency increases in meandering sections, making

the proposed approach a good compromise.

4.4.2 The problem of determining delays

As arrival times at bus stops are not recorded, it cannot be determined whether a vehicle was on time

or was delayed. An additional difficulty is that the journey times vary and depend on the time of day and

weekdays. This variation in timetabled runtime compensates for the expected traffic status. TomTom, a

location technology company, records congestion characteristics for different cities based on consumer

GPS data. The data for Bournemouth indicate the percentage of delay that needs to be added to a

journey at a certain time of day. The maximum in Bournemouth is on a Wednesday afternoon with an

expected 71% increase in travel time (pre-pandemic)[128].

Most times of the day, the timetable overestimates the travel time compared to the expected time

based on TomTom’s data. However, it should be noted that vehicles travel between Bournemouth and

Christchurch and the data only accounts for Bournemouth. Furthermore, stops to let passengers board

or debark are not considered in the TomTom dataset. This means the timetable accounts for expected

variations in traffic conditions and thus cannot be used to simulate vehicle delays.

Another avenue explored was the use of Google services to predict delays based on consumer data,

which was not possible as buses travel in bus lanes, which makes the route very different from a

prediction based on Google Maps.
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Probability based simulation of delays

By assessing all journeys within the real-world dataset by weekday and hours of the day, a reference

trajectory can be derived. This reference trajectory is simply the mean trajectory of all observed

journeys (Figure 4.2a). As a result, the outliers are removed, and the reference curve represents the

baseline of a ‘normal’ journey (Figures 4.2b and 4.2c). This allows to calculate the probability that a

journey will be delayed or early for every time of each week day. Reference curves were generated

using a centered moving 3 hour window except for the first and last hour where a truncated window was

used. This gives the advantage that the time dependency of delays is simulated, meaning that a vehicle

following a delayed bus will most likely also be delayed, thus approximating the delay propagation along

a single line.

Journey generation

To generate a journey, the timetables of one week are queried and used as a template. The reason for

this approach is that although the timetables for Bournemouth are available until the end of the current

calendar year, this is not the case in Reading where only one week is available. As the timetable

normally does not change drastically within the same year, this is a justifiable approach. Subsequently,

the reference curve is queried and the following relevant data points are extracted:

• The mean reference trajectory.

• The standard deviation as well as 95% confidence intervals.

• The probabilities of delayed or early arrival with respect to the reference curve (Figure 4.2).

Delays

On the basis of the reference curve, the probability of a journey being delayed or early can be

calculated. Whether a journey is delayed is decided by sampling from a normal distribution for each

entry of the reference table, a random number r is generated and stored in a probability list {ro...rn}.

These parameters double as a modification parameter to generate the delay or time gain. To remove

variations of the list of probabilities, a Savitzky–Golay filter is applied with a window of 7 and a

polynomial order of 3. A decision whether a vehicle will be on time, early, or delayed is made based

on the smoothed probability list. A vehicle will arrive early if r < pearly. If pearly < r < pearly + pdelayed

vehicle is delayed. If neither of the conditions is true, the vehicle is assumed to be on time. To simulate

the variations in time gained, the initially expected runtime t of the reference curve is calculated as

well as the difference of the last position of the reference curve γ . The ratio of expected variation is

calculated based on the confidence interval of the reference curve ν . Thus, the progress along the

trajectory under the influence of a time gain can be calculated as follows:

ν = (σi/γi)∗ (R = {1
0) (4.1)

P = Pi−1 + t − (t × ((0.9×ν)×1.25)) (4.2)

Where: ν=volatility, γ=reference, P=position, t =expected time at position
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(a) The reference curve (b) Journeys by delay

(c) Probabilty of delay vs. early arrival (d) Time differences to reference curve

Figure 4.2: a. The historical trajectories of a one day block in Bournemouth (Tuesday 9-12 am). b. The relative difference
from the reference curve along the trajectory. Journeys delayed at more than 60% of the positions are highlighted in red.
c. Probability of travelling early or late on the trajectory. The discrepancy in the sum of the two conditions represents the
fraction of vehicles that arrive on time. d. The average time difference to the reference curve with the uncertainty highlighted.

If the next position will be delayed, a random modification factor m is generated by sampling from

a beta continuous random distribution (α=1, β=2). This tailed distribution was chosen as it makes

large reductions in delay less likely and a vehicle will in most circumstances make up no or very

little time. The delay volatility is defined as the ratio of the reference curve standard deviation to the

reference curve itself multiplied by m. Additionally, the delay of the previous step di−1 is calculated and

subtracted from the current delay to prevent an exponential increase in delay. To account for random

major changes outside the ‘norm’ of delay or time gains observed in the real data, GPS noise is

generated using a uniformly sampled random number R which also acts as a weight of the additional

delay.
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Thus, a position with simulated noise can be described as (further explanations can be found appendix

A):

η = ν × (R = {1
0+1) (4.3)

P = Pi−1 +(t +[(ν ×m)−di−1 ±η ]) (4.4)

Where: η= noise to be added, ν=volatility, P=position, t =expected time at next position

If the bus is most likely on time, the probability p of it being on time is used to generate an adjustment

towards the reference curve as follows:

P = [Pi−1 + t]− [p× t] (4.5)

Where: P=position, p = probability a vehicle is on time t =expected time at next position

The generated trajectory is then interpolated to give positions in time intervals of 40 s consistent with

the transmission rates of the recorded data.

4.4.3 Injection of artefacts

The original data is affected by artefacts caused by the behaviour of vehicles as well as data collection

issues. Three noteworthy artefacts have been incorporated into the simulation of the synthetic data

and are described below.

Injection of GPS noise

GPS recordings are affected by noise which can depend on the surrounding environment, such as

high-rise buildings. In the cities used in this study, buildings tend to be low, and thus effects due to

reflection of the GPS signal are unlikely and have not been observed. To simulate the inaccuracies

of the GPS recording, random noise sampled from a normal distribution (mean=0, σ=7) is added to

latitude and longitude.
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Injection of repeated locations

Due to operational reasons, journeys have scheduled buffers to allow vehicles to catch up with the

timetable. This means that the vehicle often repeatedly transmits the same location at the start or

end of a journey. At the journey start, 83% of the journeys have repeated locations, whereas end-

repetitions are seen in 67% of journeys. The number of repeats varies depending on how long a

vehicle is stationary. A skew-normal distribution [129] was fitted to both the start and end repetitions

and this reference distribution is used to sample the number of repeats at either end of the journey.

This artefact is optional and datasets with as well as without have been generated as in theory it is

possible to gather journey data only for the journey itself without buffer times at either end.

Geofencing artefacts

The original data collected contained characteristic circular patterns. We have empirically demon-

strated previously [110] that the origin of such characteristic artefacts are the geofencing methods

used by some AVL-systems to determine if a vehicle has arrived at a bus stop [110]. Unless the bus

has been very close to the stop, the AVL-system ‘snaps’ the real position of the vehicle to a circular

geofencing boundary with a radius of 10 m. As this is an unusual artefact, it is generated optionally.

4.4.4 Data generation

For both cities, datasets were generated for 145 days and for three different conditions:

• a journey only with GPS noise,

• a journey with GPS noise and circular artefacts,

• a journey with GPS noise, and start and end repeats.

Additionally, a hybrid dataset was generated for the city of Reading containing 5000 journeys, of which

50% were synthetically generated and the remaining half were taken from the original dataset.

4.5 Prediction methods

4.5.1 Benchmarks

Two naïve benchmark algorithms were used to compare all models against.

Average speed: This method uses the average speed of a vehicle since the start of its current journey.

Thus, it does not reflect any short-term speed variation. The calculated speed is used to interpolate

the position of the vehicle from the trajectory of its journey pattern for the next 40 s.

Current speed: This method uses the last three transmitted positions of a vehicle to calculate its

current average speed, hence accounting for temporary speed variations. The prediction is made by

interpolating the position for the next 40 s from the journey trajectory.
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4.5.2 Target representation

The target was represented as a trajectory, by projecting the coordinates onto the route pattern of

a journey. This ensures that inaccuracies locating a vehicle off-route are removed. In practice, this

method predicts a number representing the progress along the trajectory with a max of 1, which is

the final destination. To illustrate the performance of the model, the trajectory can be decoded into

coordinates to allow the calculation of a Haversine distance between the predicted and actual location,

which is more intuitive than a loss based on the trajectory. Two variations of this target representation

were used: a. the unconstrained progress along the trajectory, which could lead to a vehicle appearing

to move backwards, b. the distance travelled in the next time interval added to the last known position,

which enforces a forward prediction.

4.5.3 Input features

The features included were: coordinates normalised to a bounding box representing the operational

area of the bus company, the time delta between consecutive recordings, the elapsed time from the

start of the journey, and time embeddings as described below. The input features were min-max

normalised.

4.5.4 Handling of time

The time information was split into its components to make it possible for the algorithms to learn

periodic patterns. To achieve this, the timestamp was translated into the minute of the day, the hour of

the day, and the day of the week. These were embedded in a multidimensional space as detailed in

the architecture description 4.5.6.

4.5.5 Input windows

A moving window was applied to each journey. The window size was a minimum of 10 data points

growing by one time step at a time until the end of the journey. This ensures a realistic simulation of

the progress of a journey as would be observed in a real-world application.

4.5.6 Architecture

Two neural networks were used with identical architecture except for the Recurrent Neural Network

(RNN) module [130], which was either a Gated Recurrent Unit (GRU) [131] or a Long Short Term

Memory (LSTM) network [132]. The time embeddings were learned by the network in a multidimen-

sional space. The dimensions were chosen as half of the possible number of values for each embedded

variable. As an example, the hour of the day was embedded in 12 dimensions as the maximum number

of hours is 24. These embeddings with a total of 52 dimensions were fed into a linear layer to reduce

their dimensions back to the original number of time-based features. The output of the linear layer

was concatenated with the remaining input features and fed into either a GRU or LSTM layer followed

sequentially by a 1D batchnorm, a linear layer, a leaky ReLU, a second batchnorm and a final linear

layer. To ensure that the outputs were bounded, a sigmoid function was applied.
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4.5.7 Hyper-parameters.

To allow for direct comparison between the models, all training hyper-parameters were kept constant

between the two cities. It is appreciated that this might not always yield the best performance, but it

will illustrate the influence of the modifications made on the performance. The variables used were

chosen through empirical exploration following the recommendations described by [106]. Each model

was trained for 50 epochs using the one-cycle policy [106] with a maximum learning rate of 10−1

(Bournemouth) and 10−2 (Reading). As a loss function, the mean average error (MAE) was used.

4.6 Results and discussion

It is crucial to compare predictive algorithms using several different metrics to ensure a balanced

interpretation of the results. Furthermore, it has to be kept in mind that in the presented example

the two cities are considerably different. The most striking difference is the practice regarding journey

shapes. The idea behind a journey shape is that it gives the exact route along the road of a certain

journey. However, this is handled differently by the bus operators. In the example of Reading, each

journey has an individual shape amounting to 90 shapes a day. These are mostly very similar or

identical. In the example of Bournemouth, fewer shapes are used; however, the shapes are significantly

different in length and route, highlighting the need for standardisation of public transport data. As

a result, only a subset of the journeys in Bournemouth are similar enough to be simulated in one

approach, thus this dataset contains fewer journeys than the dataset generated for Reading (17,115

vs. 7,839 journeys). These differences have to be kept in mind and are crucial for the interpretation of

the results. The median accuracies for mean speed benchmarks in Reading are lower in all datasets

compared to the current speed benchmark and are shown in Figure 4.3. The current speed benchmark

for Bournemouth is comparable to the average speed benchmark. In the example of Reading this is

not the case, and the current speed benchmark suffers from higher prediction errors compared to

the average speed benchmark (Figure 4.3). An explanation could be that vehicles in Reading are more

likely to stop for brief periods, which is reflected in a 13% increase of standard deviation of the travelling

speed compared to Bournemouth. Interestingly, the histogram for the Reading benchmarks shows a

peak around 80 m for the dataset with repeated start and end (Figure 4.4). This is explained by the

benchmarking method, which uses the last three positions to estimate the average speed. Thus, a

vehicle’s speed can change from stationary to moving within 120 s or vice versa. Taking into account

this time frame, 80 m/120 s corresponds to an average speed of 24 km/h, which is a realistic prediction

for an urban bus network and is consistent with the estimated speed of the mean speed benchmark

(Figures 4.3 & 4.4)).
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Figure 4.3: Boxplot illustrating the prediction errors of the two nïve benchmark algorithms for both cities.

Figure 4.4: Boxplot illustrating the prediction errors of the two nïve benchmark algorithms for both cities.

4.6.1 Perfect journeys

The first set of experiments shows the ‘perfect’ synthetic journey. These are generated without any of

the discussed artefacts and therefore should represent the simplest prediction problem. Poor perform-

ance of both architectures can be observed in the Bournemouth dataset. Both architectures perform

virtually identical with a mean error of 63.8 m (σ=55 m) (Figure 4.5 a.). This is an accuracy comparable

to the benchmarks (current speed: 64.2 m, mean speed: 62.1 m). This underwhelming performance

could be explained by the smaller dataset compared to the Reading data, however, a more likely

explanation is the variability of the journey shape and routes in Bournemouth, which naturally results

in less realistic synthetic data. As a consequence, it is difficult to identify individual journeys from the

original data. Furthermore, data generation suffers from the fact that vehicles do not follow a consistent

route, which would be expected to cause unrealistic synthetic journeys. In contrast, the prediction

for Reading performs well with a mean error of 41.5 m (σ=46.5) and 47.5 m (σ=47.2) for the GRU

and LSTM respectively (Figure 4.5 a.). Both models significantly improve the error compared to the

benchmark (current speed: 68 m, mean speed 50.7 m). As mentioned previously, this dataset contains

more journeys per day, however, the most likely explanation of this performance improvement can be

attributed to the uniform journey shape, which will reduce errors in the data generation.
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4.6.2 Ticketing machine artefacts

The introduction of characteristic circular artefacts into the dataset would be expected to make any

prediction more difficult. This is indeed observed in the predictions for Bournemouth. The average

GRU performance was reduced by 2.5 m compared to the artefact free journeys. In particular, the

performance of the LSTM did not decrease significantly and remained at 63.9 m (Figure 4.5 a.). Similar

findings were observed in Reading where the mean error of the GRU increased by 5 m. Interestingly,

the mean error of the LSTM decreased by 2 m.

Figure 4.5: a. Boxplots for both cities and for each of the dataset and network architecture combinations. It is apparent
that the performance in Reading is considerably better and the expected deterioration with the introduction of artefact can
be observed. b. top: Boxplots showing the error ranges in meters for the unconstrained networks the grey boxes show a
network trained on real data as reference. The red boxes show the error of the holdout portion of the synthetic or hybrid
dataset the orange boxes show the inference errors on the real dataset. b. bottom: Boxplots showing the error ranges in
meters for the forced forward networks the grey boxes show a network trained on real data as reference. The dark blue boxes
show the error of the holdout portion of the synthetic or hybrid dataset the light blue boxes show the inference errors on the
real dataset.

4.6.3 Repeats at start and end

The introduction of repeats at the start and end of the journey had a strong impact on the prediction

performance. The mean prediction error in Bournemouth increased by 5 m and 2 m for the GRU and

LSTM, respectively. In Reading, the GRU prediction worsened drastically by 24 m, whereas the LSTM

was not affected and remained at 47.8 m (Figure 4.5). This is an intuitive response of the LSTM which,

due to its ability to forget irrelevant information, is able to focus on the data relevant for the next step

prediction.
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4.6.4 Using hybrid data to improve predictions

The described hybrid dataset was used to demonstrate a possible application. As an intuition, it was

assumed that the addition of synthetic data, which are cleaner and not affected by uncontrollable

artefacts, should improve the overall prediction. When using an unconstrained prediction along the

trajectory, however, this is not observed, and a model trained on purely synthetic or hybrid data

performs worse on inference on real data (Figure 4.5). However, this is not the case if the prediction

is forced forward as described in Section 4.4.4. If the prediction space is limited, an improvement in

the inference accuracy of networks trained on both the real-world dataset can be observed both in the

purely synthetic and the hybrid dataset. The greatest improvement can be observed if hybrid data were

used for training (Figure 4.5 b).

4.6.5 Discussion of results

The results of this study show that the addition of synthetic data can improve predictive algorithms,

which suffer from data quality issues. The use of synthetic data is used in many settings [133], such

as healthcare settings to preserve privacy [134] but is also used in the assessment of algorithms such

as feature selection methods where the control of features is important [135]. Some authors have

also used synthetic data to estimate the upper theoretical limits of predictive algorithms [136]. The

generation of hybrid datasets consisting of both real and synthetic data is less common, but examples

such as from computer vision exist [137] or for classification problems with heavily unbalanced data

[138]. Furthermore, some studies used synthetic data to augment small datasets for example to

improve pandemic datasets and the associated machine learning models [139]. Examples from the

field of public transport are rare and mostly focus on optimisation of transport networks and specifically

bus routes to minimise delays [140, 141, 142]. However, in general, a knowledge gap appears to

prevent the combination of simulated data with machine learning algorithms [143], which could be

beneficial to improve many areas especially in public transport research. This study demonstrates

the use of such hybrid datasets to improve prediction quality. Furthermore, it highlights the lack of

framework previously noted by us [144]. A prediction accuracy comparison with the wider literature

for this study is not possible as similar research aims to solve different problems. The reason for this

is that the research focus regarding short horizon predictions are focused on time frames of >5 min

[145, 146] or are defined as a distance rather than a time horizon [147]. Shorter prediction horizons are

found in the literature but are aimed at predicting different metrics such as speed [3] or the elimination

of bus-bunching [148]. As there are, to the author’s knowledge, no examples in the literature predicting

the position of urban buses in an ultrashort prediction horizon, a comparison with other studies cannot

be drawn. Additionally, this study does not claim predictive superiority but demonstrates that the use of

hybrid data can improve the accuracy of prediction. This knowledge will be of value to public transport

researchers and can be applied to any prediction problem, as well as to any model architecture, to

push the limits of the available data.
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4.7 Conclusion

The importance of making public transport as convenient as possible is self-evident and could help

increase passenger numbers and reduce urban congestion and pollution. Reliable predictions of the

current position and arrival times of vehicles play a crucial role in this effort. However, this is being

inhibited by the lack of reliable data, making any such algorithm development difficult.

Therefore, the described method of generating realistic journeys builds a bridge between low-quality

recordable data and the real world. As a result, it is a platform to develop algorithms in a simulated

and controlled environment, which can later be deployed in a real world scenario. Additionally, this

platform allows to simulate user-specified artefacts as demonstrated by the repetition of positions or

geofencing based disturbances. This study has highlighted several areas of improvement for urban bus

network data to allow the development of reliable predictive solutions. The most striking observation

was that any RNN-based predictions in Bournemouth barely outperformed the naïve benchmark. This

is due to the varied route shapes and lengths of the same bus line, making generalisation unfeasible.

Thus, it can be recommended from a managerial as well as software development point of view that

either route shapes should be standardised between the lines or that the lines are subdivided based

on their route shapes. This will greatly improve the potential of the collected data and the development

of data-based software solutions.

The second observation was that the prediction performance can be improved if the data are as clean

as possible. This means that technology providers need to collaborate to ensure the best possible

outcome for public transport as a whole. Although geofencing methods to determine the arrival at a

stop are useful, the produced artefacts of some systems do have a negative impact on the tested

predictive algorithms. In addition, indicating whether a vehicle has started or ended a journey will help

with overall prediction accuracy. The differences between the two example cities highlight the need

for a national standard if accurate predictions are desired, universally preventing the need to develop

a predictive system from the ground up for each city and operational line. This would be a big step

forward to an implementation of mobility as a service and would benefit all public transport operators.

The limitations of this study are that the ground truth can only be approximated due to the lack of

high-quality data. However, this is also the driving force behind the demonstrated approach to further

advance this research and any other research relying on public transport data, the following key points

should be considered for future research:

• Develop a standardised framework to transmit and record public transport data.

• Standardise the use of route patterns to ensure they can be used for data driven applications.

• Develop a benchmarking framework specifically for predictive algorithms in urban bus networks.

In the meantime, until such standardisations become reality, our data generation method described

here is a good approximation of reality and a useful tool in simulating effects on urban bus networks.



Chapter 5

A Model Architecture for Public

Transport Networks using a combination

of a Recurrent Neural Network Encoder

Library and an Attention Mechanism

Abstract

This study presents a working concept of a model architecture allowing to leverage the state of an

entire transport network to make estimated arrival time (ETA) and next-step location predictions. To

this end, a combination of an attention mechanism with a dynamically changing recurrent neural

network (RNN) based encoder library is used. To achieve this, an attention mechanism was employed

that incorporates the states of other vehicles in the network by encoding their positions using gated

recurrent units (GRU) of the individual bus line to encode their current state. By muting specific parts

of the imputed information, their impact on prediction accuracy can be estimated on a subset of the

available data. The results of the experimental investigation show that the full model with access to

all the network data performed better in some scenarios. However, a model limited to vehicles of the

same line ahead of the target was the best performing model, suggesting that the incorporation of

additional data can have a negative impact on the prediction accuracy if it does not add any useful

information. This could be caused by poor data quality but also by a lack of interaction between the

included lines and the target line. The technical aspects of this study are challenging and resulted in

a very inefficient training procedure. We highlight several areas where improvements to our presented

method are required to make it a viable alternative to current methods. The findings in this study should

be considered as a possible and promising avenue for further research into this novel architecture.

As such, it is a stepping stone for future research to improve public transport predictions if network

operators provide high-quality datasets.

74



5.1. Introduction 75

5.1 Introduction

A crucial part of making cities more sustainable is the transition from private transport methods to public

modes of transport. In cities with existing transport networks, this means that operators need to make

their services more attractive to potential passengers. For many patrons, convenience is a key area for

improvement [94]. Therefore, it is crucial to improve the estimated arrival time (ETA) predictions, which

allow passengers to better plan their journeys. Especially in the case of bus networks, passengers

rely heavily on Real-Time Passenger Information (RTPI) systems at bus stops, online, and in mobile

apps. Such RTPI systems can be unreliable [2], thus making the bus less attractive as a mode of

transport. The UK has seen a steady decline in bus patronage since records began in 1985, bus travel

has decreased by a total of 0.7 billion journeys [108]. Because local buses in most areas can only be

replaced by private vehicles, this suggests that more passengers opt for their private cars, which can be

seen in the steady increase in car traffic on British roads [108]. Taking into account the environmental

and social impact of congestion, which causes a substantial waste of energy and human time, this

is a troubling trend. Data for 2018/19 show that 4.8 billion bus trips were made in the UK, 58% of all

public transport trips [108]. In sum, these travels correspond to an estimated 27.4 billion kilometres

travelled and saved approximately 96 million tonnes of CO2 [109]. In a recent study, the social costs

of owning a privately owned SUV were estimated to be close to C1 million if the costs associated with

pollution, infrastructure maintenance, and climate are taken into account. This study highlights that

the ownership of private vehicles is associated with substantial costs to society and should therefore

be reduced [149]. This highlights the importance of making bus networks as convenient as possible

to attract travellers who are currently using private cars. If this is achieved, not only will it have a

positive environmental impact but will also alleviate congestion issues in urban areas. Additionally,

the pandemic has had an impact on the usage of public transport, and operators must restore public

confidence in the safety of this mode of transport. Alongside these efforts, reliable ETA predictions will

make a difference in the perceived passenger convenience of public transport [15].

We previously noted that the latency of data transmission from buses is caused by the delay in the

wireless network infrastructure and the fact that the data in our operational area passes through a

number of 3rd party systems [110]. Consequently, the RTPI system may suggest that the vehicle is

further away from a bus stop than it is in reality.

The literature contains a wide range of approaches to predict bus ETAs. These range from more

conventional methods such as historic averages [54, 53], ARIMA [55] or Kalman Filters [35, 77, 58, 61,

62, 65]. In general, such methods have low predictive power, and the introduction of Neural Networks

(NN) drastically improved the performance of ETA predictions [61, 62, 65]. In the more recent literature,

NN-based approaches have taken centre stage with some impressive results [27], however, further

improvements compared to NNs were achieved using hierarchical NNs [51]. A particular focus can

be found on RNN structures due to the sequential nature of ETA prediction problems. These methods

include Long Short Term Memory (LSTM) networks [76], bidirectional LSTMs [56] or even convolutional

LSTMs [81]. However, much more complex methods have become more common and tend to use

different types of models for different aspects of the prediction task [79, 57, 60]. As there is no limit

to the complexity of an ETA model somewhat more exotic methods, such as the artificial bee colony

algorithm are also represented in the recent literature [67].
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As a continuation of our previous work, we investigated possible architectural solutions to capture

the interconnectedness of public transport networks and its effects on the accuracy of the prediction.

All urban transport networks are, as the name suggests, networks consisting of directly or indirectly

connected routes. Disruptions in a specific part of the network can have an impact on vehicles in

different areas of the system [150]. Therefore, it is expected that any prediction that is made based

on either the entire network or a more extensive part of the network could improve ETA and other

predictions. Some examples that address a similar approach are studies that include vehicles on

the same route in their prediction, allowing any algorithm to have a better view of the state of the

network and thus improving prediction accuracies [72, 41, 29]. To the best of the author’s knowledge,

only one study used true network-based information including some short-term historical data from

the entire network in their ETA predictions [30]. Examples from freight networks are more common

and have demonstrated that a prediction based on multiple network-based models can improve ETA

predictions [151, 152]. Another example demonstrates a similar approach for the prediction of taxi

ETAs [153].

In sequential data, such as language translation, the so-called attention mechanisms can significantly

improve predictive performance. The underlying idea is that the attention head will learn the importance

of the order of words in a sentence and will focus more on the important parts of the query. In practice,

this is achieved by using an encoder-decoder model with either an attention mechanism in between or

a flavour of the attention head that doubles as a decoder. Various versions of attention mechanisms

have been described in the recent literature [154, 155, 156].

In this study, we present a working concept of a model architecture allowing to leverage the state

of an entire transport network to make ETA and next-step predictions. To this end a combination of

an attention mechanism with a dynamically changing recurrent neural network (RNN) based encoder

library. This study presents a pilot investigation into the suitability of this novel model architecture but

does not claim superiority. The findings in this study should be considered as a possible and promising

avenue for further research into this novel architecture.



5.2. Methods- data processing 77

5.2 Methods- data processing

To avoid confusion, the term "network" will be used for bus networks and road networks, and all neural

networks are hereafter referred to as "models".

5.2.1 Data collection

Figure 5.1: Map of Reading showing both the Eastbound as well as Westbound journey patterns. The
blow-out area shows the city centre where the line negotiates a one-way system and therefore, runs
on two separate routes depending on the direction of travel.

Data were accessed through the infrastructure of our collaborators. For this study, the city Reading

(UK) was selected due to the largest amount of available data (Figure 5.1). As a line of interest, bus

line 17 was chosen as it runs with the highest frequency and thus generates the most data. For this line,

the predictions were made based on all vehicles which interact with this particular line, see Section

5.2.2. Automatic Vehicle Location (AVL) data were collected for all vehicles within the Reading bus

network. Each vehicle sends its position approximately every 40 seconds, and the company providing

the integrated AVL system passes the data on to several third-party entities before it is recorded. Due

to the handling of data by several independent companies, only limited amounts of information are

transmitted and retained. The available data are as follows.

• Timestamp

• Position (latitude and longitude)

• Line number

• Direction (eastbound or westbound)
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Based on this limited information, it is not possible to match the vehicles with the timetables for the

current journey. A journey is a specific trip found in the bus line timetables, such as the 9 AM eastbound

service. An additional challenge is matching a vehicle to a specific route pattern. These patterns are

slightly different routes that a vehicle on the same line might take. On the basis of the available data,

a vehicle cannot be matched to such a pattern. Therefore, a route pattern for each city was arbitrarily

selected and used to calculate route trajectories, which is an acceptable approach, as in the selected

cities the differences between patterns are negligible.

5.2.2 Data processing

We have previously described a heuristic method to identify individual journeys, which was applied to

the collected data [157]. In summary, it involves the identification of an individual journey based on the

change in direction of a vehicle. Then a journey is represented as a trajectory, which is the distance

travelled along a route. Finally, the repetitions at the start where the vehicle did not move further than

10 m were removed, and the journey is assumed to start once the vehicle has started moving and

ends once the vehicle has reached its destination.

The final dataset included for the westbound direction 113,358 training samples and 24,214 holdout

samples and for the eastbound 107,831 and 22,953 respectively.

Vehicle interactions

As our hypothesis assumes that additional information can be gained from vehicles which interact with

buses on line 17, such interactions should be defined. A road section was selected in the city centre

of Reading, which poses a bottleneck, most vehicles have to pass. Vehicles passing through the same

section as vehicles on line 17 (east or west) were assumed to constitute an interacting line.

The lines that will be included to test the effect of interactions are identified using an area of interest

in the city centre by Reading (Figure 5.2). A randomly selected subset of 100 k data points are

then used to identify lines that travel through this area at any point in time in the same direction as

the line of interest. This means that when predicting, for example, line 17 eastbound, not all other

lines necessarily are assigned the direction "eastbound" as some might have different starting points,

meaning the direction does not match the line of interest.

This results in 70 possible lines, of which many only contribute a minuscule fraction. The final selection

is made by choosing those lines that contribute more than 3% of the total number of data points in the

area of interest Figures 5.3 and 5.4.
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Figure 5.2: Map of the Reading city centre showing the route of the eastbound line 17 in blue with a
square indicating the area of interest where the selection of additional lines to be included in the model
was made.

.

Figure 5.3: Ratio of data contribution for both directions an their interacting lines. Only those lines are
shown which contribute more than 3% of data points in the area of interests as shown in figure 5.2.
Left shows the ratio of data points to the target line with origin from each of the included lines for the
westbound direction. Right shows the ratio of data points to the target line for the eastbound direction.

Input features

The features included were: coordinates normalised to a bounding box, the bearing reported by the

AVL system, the time delta between consecutive recordings, the elapsed time from the start of the

journey and time embeddings as described below. The input features were min-max normalised unless

stated otherwise.
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Figure 5.4: Interacting line trajectories blue line is the are of interaction from figure 5.2, red trajectories
are the line of interest in this case line 17 eastbound.

Time embeddings

The time information was split into its components to allow algorithms to learn seasonal patterns. To

achieve this, the timestamp was translated into minutes of the day, hour of the day, and day of the

week. These were embedded in a multidimensional space as detailed in the architecture description.

Target encoding

Two targets were simultaneously predicted with the reasoning that this might give gradients with

richer information and thus could benefit convergence (Section 5.3.3 for details of how the loss was

calculated). The first target was an ETA to the final known position. It has to be kept in mind that this

could also be a point along the route where a short journey ends and does not necessarily have to

be the final stop on the trajectory. This is expressed as minutes from the last data transmission. The

second target is the next position along the trajectory, which is equivalent to a fraction along the route

and can be decoded to give exact GPS coordinates. As noted previously, reducing the prediction space

improves the final prediction. Therefore, the target was expressed as the distance along the trajectory

from the last known position, which can be simply added to the previous distance to give a location
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along the trajectory. This enforces a forward prediction and is more useful, as a vehicle should never

change direction in the middle of a journey. The combination of the two targets is an example which

is more applicable, as network operators will in most cases be interested in ETA predictions and more

accurate vehicle locations.

5.3 Methods- model architecture

Several models and techniques are combined to form a single workflow that accounts for the current

state of the entire city network. In the following sections, each individual part is described, followed by

a workflow that combines all models into one predictor.

5.3.1 Line based models

Each included line is assigned a model for both the westbound and eastbound directions. These mod-

els are simple Gate Recurrent Units (GRU), Figure 5.5. Additionally, a separate model was included

for the target vehicle, which means that a specific GRU was used for vehicles of line 17, depending

on whether they were the target or an interacting vehicle. The time embeddings were learned by

the model in a multidimensional space. The dimension is half the possible value of each embedded

variable. These 46-dimensional embeddings were fed into a linear layer and reduced to their original

dimensions. The output of the linear layer was concatenated with the remaining input features and fed

into the GRU. The dimensionality of the output as well as the number of layers was empirically derived

based on the training results of a small subset of data (1000 samples). This was necessary due to the

very slow training of the model, which will be discussed in Section 5.3.3.

Figure 5.5: The architecture of a single GRU cell where:
Ht−1 = previous hidden state; R = Reset gate = σ(xt) ·Wx+Ht−1 ·Whr+ br; Z = Update gate =
σ(xt) ·Wxz+Ht−1 ·Whz+ bz; H = Hidden state = tanh(xt ·Wxh) + (R ·Ht−1) ·Wh; ŷ = Output =
Ht +Whq+bq.
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5.3.2 Attention mechanism

The outputs of the encoding line-based models are handed over to the decoder, using a user-defined

number n of outputs yt-n from the last n historic network states. These historical network states are

used as encoding e to be used by the attention mechanism Figure 5.6. The first step of the attention

mechanism is to derive Queries (Q), Keys (K), and Values (V). To obtain these values, a matrix product

is calculated between e and the previously randomly initialised corresponding weights as shown below:

Q = e×WQ (5.1)

K = e×WK (5.2)

V = e×WV (5.3)

where:

e = embedding of user-defined n network states

WQ,WK ,WV = randomly initialised weights for Q, K and V respectively

The decoder employs a scaled dot product attention as described by [154]. The authors used the

following scaling method:

Attention(Q,K,V ) = so f tmax
(

QKT
√

dk

)
V (5.4)

where:

dk = dimension of queries and keys

Q, K, V = Queries, Keys and Values respectively

The authors of [154] hypothesised that the reasons this scaling is necessary are issues caused by

vanishing gradients of the softmax layer if the input data of the encoder had high dimensions. We

found in our experiments that scaling did worsen the overall performance of the prediction model, and

therefore the scaling was abandoned, and the simple dot product attention was modified by upscaling

the attention by a constant of 1.5 which was empirically chosen by testing the performance of small

subsets of data.
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Attention(Q,K,V ) = so f tmax
(
QKT c

)
V (5.5)

where:

Q, K, V, c = Queries, Keys, Values and upscaling constant (1.5) respectively

The output of this attention decoder was fed through a fully connected layer followed by a sigmoid layer

to give the final prediction.

Figure 5.6: Schema of attention without fully connected layer or sigmoid. This illustrates the attention
mechanism itself.

5.3.3 The training procedure

The training of this model ensemble is challenging, as it dynamically changes depending on the state

of the transport network. At the same time, the weights of a line will be shared between vehicles on the

same route and therefore could be accessed several times for each sample. The training procedure

is performed in several steps, which are described below in detail. Pytorch [158] was used as the

software library of choice.
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Initialisation and optimisation

The GRU initialisation uses a random initialisation with an optional randomness seed for reproducibility

for all parameters except for biases. The biases are initialised as zero. All parameters of the attention

mechanism are also initialized randomly with the option of providing a seed.

The parameter initialisation for both types of models is performed before the model is defined. This

means that in the case of the line GRUs n (n = number of interacting bus lines) sets of parameters

are defined. These are stored as a dictionary, which are then loaded into each of the corresponding

models. The same procedure is repeated for the attention model.

The handling of these weights poses a technical challenge, as sharing weights between several

instances can easily prevent a successful backpropagation. If the parameters are explicitly stored, this

causes issues by overwriting the gradients through inplace operations. This is avoided by the described

procedure. As a result, it is possible to leverage Pytorch’s automatic differentiation engine autograd

[158]. In practice, this is done by iteratively adding parameters to an optimiser until all parameters of

all models are included. This then allows us to backpropagate all models at the same time. Stochastic

Gradient Descent [159] was used for this purpose with a momentum of 0.9.

Initial encoder pass

Each sample consists of the last 5 positions of the interacting bus lines. If fewer positions are available,

zero padding is applied. Due to the dynamic nature of the data, where a varying number of vehicles

with a varying number of lines make up the input data, an iterative approach for training is required.

This means that for each vehicle, the corresponding line model is selected from a dictionary acting as

a model library (Figure 5.7a). This means that if the vehicle is assigned line 3, the line-model number

3 is selected and the vehicle data are passed to this model. The output is temporarily stored for later

use in the attention model described in section 5.3.3. This process is then repeated until all vehicles

have been included in the initial training step. The number of vehicles will vary depending on the time

of the day and week.

Pass through attention decoder

The temporarily stored encoded outputs of the line models are then passed to the attention decoder.

The number of historical outputs from positions further in the past can be adjusted to maximise

performance. There is no fast rule, and an iterative approach has to be used. The order used was

based on the Euclidian distance of the normalised coordinates of all vehicles, where each individual

bus is ranked by the distance to the target vehicle. Although the attention mechanism should be able

to account for the order of vehicles, it became apparent through experimental tests that an increase

in performance of approximately 30% could be achieved by ordering vehicles. As the interest lies in

focusing attention on individual vehicles rather than on the progress of the journey itself, the output

is zero-padded to the maximum number of vehicles seen in the dataset (in this example, 24). This

is necessary to keep the dimension of the weighted values constant to allow them to be fed into the
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(a.) GRU embedding method.

(b.) Attention decoder

Figure 5.7: a. GRU embedding method where each vehicle input is iterative fed into the corresponding
line model to then generate the embedding matrix with the embedding dimension e. b. Attention
decoder for a single embedding shown in figure a. This shows the generation of keys, values and
scores as well as the weighting of the and finally the generation of the final output.
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final fully connected layer of the attention mechanism, see figure 5.7 a & b . This model will return

two decimal predictions corresponding to the trajectory of the line of interest (line 17) describing the

progress along the route and the time to the final stop. This prediction is stored to be used for the loss

calculation at a later point (Section 5.3.3).

Pseudo-batching

Due to the complexity of the described training procedure, a true batching of the data is not possible, as

the number of underlying line models is dynamic and has to be individually adapted to each sample.

Therefore, model training must be done iteratively for each sample. As backpropagation after each

sample would cause instability of the model, an alternative was chosen where backpropagation was

applied after chunks of 500 samples. This compromise is used to avoid having to wait until the end of an

epoch before backpropagation can be run with the intuition that this should speed up the convergence

of the model with fewer epochs needed for training. This method is of course not as effective as true

batching, as it cannot leverage the parallel computing capability of a GPU and thus is a very slow

process.

Batching

Although true batching is not possible because the composition of the dataset changes for each

sample, a batching method was applied to the attention mechanism. To achieve this, the outputs from

the line-based GRU models were collected into a batch, which was then handed over to the attention

mechanism. This was hypothesised to increase processing speed and improve performance through

a regularising effect [160]. To directly compare this batching method with the pseudo-batching method

described in 5.3.3 equal chunk size and batch sizes were used to compare training times.

Loss calculation and backpropagation

After a user-defined number of samples, which are considered a pseudo batch, the loss is calculated

based on the stored predictions. Due to the initialisation of the optimiser described in Section 5.3.3 the

backpropagation can simply be calculated using a single optimiser and will be applied to all models.

With the optimised model, a new pseudo-batch can be fed through the model.

As in this study, two targets are predicted, the next position along the trajectory as well as the time of

arrival at the final stop, the Mean Average Error (MAE) is calculated for each metric individually, and

both are summed during the training process using a constant to multiply the ETA loss so that both

losses have the same magnitude. This allows to also monitor these individually during training to allow

a better evaluation of the training progress.
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5.3.4 Hyper parameters

Due to the slow training of this model and the large data set, it was not possible to use an automated

method such as a gridsearch or a genetic approach to fine-tune the hyperparamaters. Thus, an em-

pirical evaluation was performed using a small subset of the data (3000 randomly selected samples).

The convergence speed and final loss for this subset were assessed to make an informed decision on

the choice of suitable hyperparameters.

5.3.5 Performance evaluation

The loss performance as a whole but also for each target between models. Additionally, the loss

distributions were monitored to assess any skewness within the training losses.

For any machine learning model, both training and testing losses have to be considered to allow an

objective comparison of whether a model generalises well.

Human interpretable errors

Furthermore, to make the prediction error more interpretable, the next-step prediction is translated into

GPS coordinates based on the shape of the trajectory. This then allows us to calculate the Haversine

distance. Note that this will calculate the direct distance and not the distance along the route. Thus,

the error could be smaller than the actual distance a vehicle would have to travel along the road.

Generalisation error

The ultimate goal of most machine learning algorithms is to be generalisable to new unseen data. The

ability of an algorithm to generalise can be reduced by overfitting, therefore, the generalisation error

was included as a performance metric. The generalisation error is calculated simply by subtracting

the training error from the testing error [106]. In a perfectly balanced model, the generalisation error

should be towards 0. A negative value indicates a tendency to underfit, while a positive value indicates

overfitting.

To highlight the training and testing process of the data subsets, all metrics are shown alongside each

other.
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5.4 Results and discussion

The results shown in the following sections represent training runs on a subset of the data contain-

ing 6000 samples. This small subset was chosen due to time constraints caused by the inefficient

training procedure, making training several models on the entire dataset prohibitively computationally

expensive. Therefore, the models were evaluated on the basis of the training performance of the small

dataset. For this reason, both the training loss and the testing loss were used to compare the models

and decide on the best performing version for each of the two directions. These models were then

trained on the entire dataset and described in Section 5.4.4.

5.4.1 Muting of all vehicles except target

A muted model in which only the target vehicle is considered in the prediction was used as a relative

comparison to assess whether information from additional vehicles in the network will improve the

prediction accuracy of the model. To test this, vehicles were muted during attention application. After

the calculation of the weighted values, all values that were not from the target vehicle were multiplied

by 0. This removes information about the network state and, as a hypothesis, should perform with

lower accuracy compared to the model, which can leverage network information. The results for the

eastbound direction showed that on a small subset of the dataset, the addition of network-based

information improved the performance of the model, and a model without network information is inferior

to one with information from the entire bus network (Figure 5.9) which confirms the hypothesis. The

results are not as clear cut for the westbound direction, where the network-based model outperforms

the muted version in ETA prediction, but there is no clear competitive advantage in the trajectory pre-

diction. This can be explained by the fact that the generalisation error remains negative in the training

process, suggesting that the model is currently underfitting. This is intuitive if the data contribution of

the bus lines shown in figure 5.8 is considered, where the proportion of data contributed by target

vehicles is greater than in the eastbound direction, which could indicate that longer training times are

needed.

Figure 5.8: Per journey data composition of 1000 randomly selected journeys.
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Figure 5.9: These figures show the model muted to the target vehicle itself thus removing all external
information. This is compared to the network-based model clearly showing that the performance is
reduced if the model does not have access to any external data. A. shows the training loss. B. shows
the validation loss. C. shows the generalisation error calculated by subtracting the training error from
the testing error. D. shows the estimated validation error in km. D. shows the estimated validation loss
in minutes. (Note that subfigure (D) has a truncated y axis for illustration purposes).

Muting of all vehicles except target line

As a logical continuation of these findings, it can be assumed that if gradually more information is

added, this should incrementally improve the model performance. To test this, all vehicles from other

lines were muted to include only those running under the same line name and direction. This includes

vehicles which will run on earlier schedules than the target vehicle, but also those that follow the target

vehicle on later journeys. The results are shown in Figure 5.10. This modification was compared to

the results of the full network-based model and are shown in Figure 5.4.1. For both directions, ETA

prediction performance was reduced if the model was limited to a single line. However, both directions

showed that the muted-line-based model outperformed the full network model. Interestingly, the muted

model reached its best performance very quickly, whereas the full model converged slower. These

results will be put into context in Section 5.4.1.
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Figure 5.10: These figures show the model muted to vehicles of the same line regardless of their
location in relation to the target vehicle. This is compared to the network-based model clearly showing
that the performance is reduced if the model does only have access to indiscriminate information of
its own line. A. shows the training loss. B. shows the validation loss. C. shows the generalisation error
calculated by subtracting the training error from the testing error. D. shows the estimated validation
error in km. D. shows the estimated validation loss in minutes. (Note that subfigure (D) has a truncated
y axis for illustration purposes).

Muting of all vehicles except vehicles ahead of target

Finally, the focus was on vehicles on the same line, but specifically, only those that are ahead of the

target vehicle at their last known position. It would be expected that this will pose an easier problem

to model as, based on intuition, the vehicles in front of the target bus will have a more important

role compared to those which are following the target. The results are shown in Figure 5.11 and are

compared to the network-based predictor. For both directions, ETA predictions, were not affected by

the muting compared to the full model. The muted trajectory prediction was superior to the full model

in both directions. However, the generalisation errors for the eastbound direction are more negative

than for the westbound direction, suggesting that the model is underfitting in this scenario, see Figure

5.11.
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Figure 5.11: These figures show the model muted to vehicles of the same line ahead of the target
vehicle. This is compared to the network-based model clearly showing that the performance is reduced
if the model does only have access to indiscriminate information of its own line.A. shows the training
loss. B. shows the validation loss. C. shows the generalisation error calculated by subtracting the
training error from the testing error. D. shows the estimated validation error in km. D. shows the
estimated validation loss in minutes. (Note that subfigure (D) has a truncated y axis for illustration
purposes).

Summary of muting effects

It is expected that the more information about the network is available, the better the performance of

the model. This was only partially true. In the experimental investigation, it was shown that the full

model with access to all the network data performed better in some scenarios. Figures 5.12 and 5.13

show a summary of all muting methods for the eastbound and westbound directions respectively.

However, when the model is limited to the headway, this outperforms the network-based model in both

directions of travel for trajectory predictions. It should be noted that the difference between headway

and line-limited models in the westbound direction is negligible. The generalisation errors for all models

are similar. This makes intuitive sense, as, for example, a delay in a vehicle ahead of the target would

most likely translate into a delay for the target vehicle itself. However, a disruption of a vehicle running

on a different line might or might not affect the target vehicle. This could be different for instances where

several lines run on the same road for longer periods of time. Additional information from the entire

network was expected to allow better predictions, as delays in one part of the system could propagate

throughout the network and thus eventually affect the target vehicle. This was not the case but could

be explained by data quality issues, as discussed before. If the interacting lines are severely affected

by quality issues, this could, instead of improving the available information, introduce confusing noise,
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thus making the prediction less accurate. Furthermore, it could be possible that a different choice of

interacting lines could produce better predictions. In the presented example, the lines mostly interact

at the end of the journey of the target line when considering the area where both travel on the same

stretch of road (see Figure 5.4). When using lines that run in parallel for longer times, this might improve

the importance of the interacting lines. Finally, the choice of target line 17 was made because it is the

line with the most available data in the network, which means that the data from the line itself will

always outnumber the data from the other lines (Figure 5.8). This results in the fact that the underlying

line models of interacting lines will only be updated very infrequently and thus will take much longer to

train. Therefore, it can be imagined that if the network-based model was trained for much longer and

with more data, it could eventually outperform the headway-limited model.

When assessing the ETA predictions, the results are different, as in the eastbound direction the full

model performed best 5.12, whereas in the westbound direction the headway limited model performed

best [?]. This is an interesting finding, as the data contribution is different for the two directions. The

eastbound direction contains, in addition to the target itself, line number 5 as the most common line

(Figure 5.8). In the westbound direction, the most common line is line 17 (non-target vehicles). This

seems to be reflected in the ETA prediction, where the headway limited model performs best in the

scenario where the most common data come from line 17 (westbound), whereas in the case where

the most common data come from a different line (line 5) the full model performs better (Figure 5.8).

Why this is not found in the trajectory prediction can be explained by the fact that in a setting where

other lines contribute more to the data, this can be leveraged by the ETA prediction because intuitively

the progress through the network of other lines might affect the final arrival time. In contrast, trajectory

prediction is a short-term prediction for the next 40 seconds only, where the overall network state might

be less important. For this example, vehicles immediately ahead of the target will be the most important

to make an accurate prediction. This highlights the importance of designing not only a custom method

for each line but also for each prediction target.

5.4.2 Performance of batching vs. pseudo-batching

In an attempt to speed up the model training mechanism, the pseudo-batching method (Section 5.3.3)

was compared with the batching method (Section 5.3.3). It should be noted that this batching method

only batches the input to the attention mechanism, and due to the complexity of the model selection

for each line, it cannot be expected to achieve the same training speed improvements as batching of

a conventional model. Furthermore, this experiment was run on an unrestricted prediction space for

trajectory prediction, meaning that the model was able to predict any position along the trajectory in

contrast to the other experiments discussed where the prediction was limited to points ahead of the last

known position. Interestingly, this batching method did not achieve any improvement in training speed,

but increased the average processing time required for each epoch by 24 % and 4 % for the westbound

and eastbound directions, respectively (see Figure 5.14). Considering that the total number of journeys

was the same for both conditions, this is a surprising finding but could be explained by the fact that

the westbound data are less complex, meaning fewer data points from other lines are included. The

eastbound dataset, on the other hand, has a higher proportion of data from other lines and is thus
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Figure 5.12: Training and validation of the eastbound direction for all muted models in comparison
to the model with access to the entire network data. In the example of this direction the best validation
loss was achieved by the model incorporating the entire network data.A. shows the training loss. B.
shows the validation loss. C. shows the generalisation error calculated by subtracting the training error
from the testing error. D. shows the estimated validation error in km. D. shows the estimated validation
loss in minutes. (Note that subfigure (D) has a truncated y axis for illustration purposes).

more complex, which could mean that the performance reduction using the GPU processing is less

pronounced. It can be hypothesised that although performance was not improved in this dataset, with

increasing complexity, GPU processing might become a more efficient training method. This could be

useful in a setting that, for example, includes all vehicles at any time in the network.

Although no training speed improvement was observed using this batching method, a benefit of using

batching could be that applying batching to the attention mechanism could have a regularising effect

on the model gradients [160]. This is due to the phenomenon that very small batch sizes, for example,

a single sample as is the case in the pseudo-batching approach, can make the model unstable due to

the high variance of the gradient estimates. It should be kept in mind that the line-based GRU models

were not batched, and using a method that could apply batching to these models might further increase

the model performance. However, this is to date not possible with the current model architecture.
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Figure 5.13: Training and validation of the westbound direction for all muted models in comparison
to the model with access to the entire network data.In the example of this direction the best validation
loss was achieved by the model incorporating the entire network data.A. shows the training loss. B.
shows the validation loss. C. shows the generalisation error calculated by subtracting the training error
from the testing error. D. shows the estimated validation error in km. D. shows the estimated validation
loss in minutes. (Note that subfigure (D) has a truncated y axis for illustration purposes).

5.4.3 Effect of journey direction

A complication seen in many of our datasets shows that buses on the same line can have a significantly

different route patterns. One cause may be, for example, one-way systems in city centres, which is

the case in Reading (Figure 5.1) and will cause vehicles to travel on different geographical routes

depending on the direction. Furthermore, the same line can operate on partial routes and omit certain

stops on specific runs. This means in practice that a vehicle of the same line could sometimes stop or

start its journey halfway along the route. This complicates any prediction and cannot be extracted from

the available data, as vehicles cannot be matched with specific timetable entries. All investigated bus

lines are affected by these conditions, which would be expected to introduce significant and complex

noise into the dataset. This issue also makes the interpretation of model performance difficult, as

each direction has different timetable patterns, which could affect the difficulty of the prediction task.

Furthermore, the westbound direction runs less frequently and therefore produces fewer data points.
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Figure 5.14: Figure shows boxplots of the time per epoch for both directions.

5.4.4 Performance on full data

As the results described above show that the model limited to vehicle headways on the same line

performs the best in predicting trajectory positions, this version of the model was chosen and ran

on a large dataset containing 56,679 and 12,187 training and testing samples for the westbound

direction, respectively. In the eastbound direction, the dataset consisted of 107,831 and 22,953 training

and testing samples, respectively. In both directions, a moderate improvement in per-epoch valida-

tion performance can be noticed. More importantly, a regularisation effect of the larger dataset and

consequently a larger number of batches is evident. This can be seen in the less volatile validation

curves. A similar reduction in volatility can be seen in the ETA validation performance, especially in

the westbound direction shown in Figure 5.15 and 5.16. This can be explained by the smaller size of

the dataset and, thus, the smaller number of batches within this dataset. From these results, it can be

concluded that larger datasets have a two-fold benefit: in a reduction in validation volatility and thus

generalisation error and, secondly, a moderate improvement of overall prediction performance. This

highlights the need for very large datasets if data quality is poor. As a consequence, this results in very

long training times. A possibility to further improve the performance of the proposed model structure

is to include synthetic data during the training process. This has the caveat that it is unlikely that any

network interaction can be incorporated into synthetic models, as these tend to be unknown factors.
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Figure 5.15: Comparison of the westbound headway muted model trained on a partial as well as a
full dataset.A. shows the training loss. B. shows the validation loss. C. shows the generalisation error
calculated by subtracting the training error from the testing error. D. shows the estimated validation
error in km. D. shows the estimated validation loss in minutes. (Note that subfigure (D) has a truncated
y axis for illustration purposes).
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Figure 5.16: Comparison of the eastbound headway muted model trained on a partial as well as a
full dataset. A. shows the training loss. B. shows the validation loss. C. shows the generalisation error
calculated by subtracting the training error from the testing error. D. shows the estimated validation
error in km. D. shows the estimated validation loss in minutes. (Note that subfigure (D) has a truncated
y axis for illustration purposes).
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5.4.5 Findings in context with previous results

Both datasets are of different sizes (westbound 12.478 journeys and eastbound 23.960 journeys). As

an approximation, we assume a dataset of 12.500 journeys, while our previous paper used 17.115

journeys with an average error of approx. 120 m [110] and showed that this can be improved by

incorporating synthetic data [157]. However, because the interacting lines only represent ≈ 5%, of the

total data this is equivalent to ≈ 625 journeys for each of the interacting lines. Therefore, to make the

dataset equivalent to our previous one for all interacting vehicles, this means the dataset has to be

increased by a factor of 27 (17.000/625 = 27).

Due to the processing time currently needed, this would become prohibitive. A dataset of ≈ 12.500

requires ≈ 30 min per epoch. If we assume a linear scaling of processing time (this is not fully true as

the eastbound dataset does not scale linearly but the run time increases marginally slower than if it

was scaling linearly), this then indicates a required epoch time for 30 min∗27 = 13.5 hrs.

Superconvergence as used in our previous paper by employing the one-cycle policy speeds up the

process by approx. 5 fold. This means that the 50 epochs used previously would be equivalent to

approximately 250 epochs without a one-cycle policy [106]. As a result, a total processing time of

140 d can be expected, making such an experiment prohibitive.

It should be noted that these values are based on the number of data points in the area of interest

as defined in Figure 5.2 and therefore represent only a small part of the traffic system. Another way

to look at the problem would be to assess the percentages of data points in the final dataset. These

show a different picture as each vehicle can be found in several samples for different target vehicles.

Therefore, data points related to a target vehicle can be outnumbered by data points from other lines.

This means concretely that more data for interacting lines can be present, thus it can be assumed that

if more data from the target line was present, this could further improve the model accuracy.

5.5 Future work

This study highlighted that, in some cases, a network-wide attention-based prediction method can

improve ETA, as well as next-step location prediction. It also showed some drawbacks of this method,

such as the complexity of implementation due to the fact that a dynamically changing numbers of

models have to be trained in parallel. This made the process computationally very inefficient and, thus,

in the current state of research, not a viable alternative to conventional models. The complexity of

the model training prevented an efficient way of batching training samples. The single most important

continuation of this work would be the implementation of a batching method, which not only speeds up

training, making the development of a prediction algorithm less computationally costly, but might also

improve the generalisation due to a regularising effect. If this is implemented efficiently, this should

also allow the use of GPUs to further improve processing times. Another limitation of this study is

the definition of what constitutes an interaction between lines. Ideally, all vehicles within the network

should be included to prevent suboptimal bias in the choice of lines to be included in the model. Due
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to the highlighted computational cost, this is currently not feasible. Once the aforementioned training

inefficiencies are addressed, this will become possible and could boost the prediction performance.

Another issue related to the choice of interacting lines is the fact that most of these interact at the end of

the journey of line number 17 as shown in Figure 5.4. This means that the interaction between the lines

is short-lived and might not have a large effect on the prediction accuracy. This could be alleviated by

either choosing a different target line other than line 17 or modifying the selection criteria and definition

of interacting lines. Furthermore, hyperparameter tuning was conducted empirically due to processing

cost and only on a small subset of the data. Ideally, a hyperparameter search should be conducted on

the entire dataset if possible, using a gridsearch, Bayesian tuning or potentially a genetic approach.

However, due to the extremely long processing time, this is currently prohibitive. Finally, as we have

highlighted before, our dataset has serious data quality issues [110]. As these issues are caused by

infrastructure problems, these could be easily addressed if all involved companies prioritised their data

collection and processing methods and made these publicly available.

5.6 Conclusion

To summarise, we have demonstrated the potential benefit of a novel model architecture using network-

wide data to make predictions in public transport networks. The method developed is based on a

library of GRU models for each individual line within a network to embed the temporal information of

the individual vehicles. The combination of this embedding method with a transformer model allows the

presented method to expand its information range to other vehicles within a bus network. The results

are especially promising if vehicles ahead of the target vehicle are included. As this is a pilot study

and was designed to test whether the described architecture is a promising area of research, more

work is required to compare this architecture to more conventional methods. We have also highlighted

several areas where improvements to our presented method are required to make it a viable alternative

to current methods. As such, it is a stepping stone for future research to improve public transport

predictions if network operators provide high-quality datasets. Furthermore, the developed method

could also be used to simulate specific traffic scenarios, such as delays of specific vehicles and the

effect on the rest of the bus network. Therefore, the presented method could not only result in better

predictions, but could be a valuable simulation tool for network operators.



Chapter 6

Discussion and conclusion of the thesis

6.1 Summary of contributions

This thesis investigated (i) in chapter 3, the impact of the data quality of the public transport dataset

used in this thesis. Some serious data problems (ii) that had a significant impact on any prediction

task were identified through an ablation study, in which the artefacts were removed sequentially and

the resulting predictions were compared. It was found that the removal of artefacts can improve

predictive performance on next step predictions. Furthermore (iii), it was demonstrated that rephrasing

the prediction target into a smaller predictive space can have significant positive impact on next-step

predictions.

It was found that simplifying the prediction task at hand improved performance, with the constrained tra-

jectory being the best performing prediction space. Furthermore, it was shown that the naive average

speed based predictor was performing very well, but if the volatility of the predictions was considered,

the naive baseline was outperformed by the RNN based approaches. Thus, even in the presence

of serious data quality issues, an improvement was made when employing timeseries-aware RNN

prediction methods.

Due to the observed lack of data quality, in chapter 4 it was necessary to develop a method to

synthesize data (iv) in an effort to simulate data and also allow the controlled introduction of specific

artefacts. This allowed to test whether models trained on either purely synthetic data and hybrid data

consisting of real-world data and synthetic data behaved different when used to make predictions on

noisy real-world data. It was successfully demonstrated that the mixing of synthetic data and real-world

data improved the prediction accuracy compared to models just trained on synthetic data. Thus, it was

shown that in the absence of high quality real-world data, hybrid data can be used as a workaround to

improve predictive models.

Finally in chapter 5 a novel method was developed (v) that used a model library to embed information

gained from several vehicles operating within the bus network. To this end, models for each line were

trained where all vehicles operating on this line shared model weights. This dynamic approach allowed

to combine these embedded vehicle-based data by using a transformer mechanism, which expands

the view of the predictor to a recent snapshot of the model. It was shown through experiments that

this is a promising approach and the model did improve, particularly if data from vehicles ahead of the

target vehicle were included.

99
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6.2 Limitations

Because the data available was of low quality this does naturally have impact on the shown results. If

high-quality data had been available the initial next-step predictions might have performed with better

accuracy. As the developed data generator did rely on these data any data issues will be repeated

by the data-generator. If the data had been reliable an over sampling method could also have been

used, however as the data reliability was not good enough such an approach would have potentially

increased the issue. The demonstrated data generator circumvents this issue by approximating the

ground truth in the absence of reliable data.

Although the network based predictor was successfully demonstrated this suffered from scalability

issues due to its computation cost. Therefore, it was not possible to train a model with the maximum

number of journeys available. Some initially attempts to employ pseudo batching did not result in an

increase in computation efficiency.

6.3 Future work

This computation cost of the network-based predictor is the most important area of future research

from this chapter, the improvement of computation speed of network-based dynamic multi-model pre-

diction approaches. This could be potentially achieved by improving the batching process, which could

as a result allow the use of GPU parallel processing capabilities and result in a drastic reduction of

computation cost. However this could result in a reduction of the resolution of the attention mechanism.

The chosen attention-based method is an adaptation of the original transformer architecture. This

aims to make the algorithm computationally less costly and allows for better parallelisation [154]. As

mentioned, this paralelisation was not available in the presented approach thus presenting an area for

future research.

The original dot product attention [161] and most similar implementations [162] use a form of RNN as

their encoder. These are limited by the RNN in terms of paralelisation as the RNN structure explicitly

requires the sequential training due to their sequence based structure. The further development of this

technique into the transformer resulted in a method which does not rely on the squential structure of

the data, allowing better parallisation compared to RNNs [154]. However, due to it’s architecture, the

complexity of transformers increases quadratically with sequence length thus making it a computation-

ally heavy model to train. Some authors have addressed these issues in efforts to make transformers

less computationally expensive [163, 164]. Others even suggest that learning attention weights from

token-token (query-key) might not be that important to get similar results [165]. An approach dispensing

with the need of RNNs could be developed, as in the proposed model the attention is applied to the

vehicles, which would require a different treatment of the sequence data from the individual vehicles

which currently use a RNN. It is feasible to use line-based transformers that are then fed into a top layer

transformer but this would be an extremely memory heavy model to train. However, as the progress

of a vehicle along a route is inherently sequential, a sequential model such as an RNN should be
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ideally suited. On the other hand, an event early on in the route could have knock-on effects along

the journey, thus making the transformer another sensible approach to be tested. As this will result in

a very complex model, this would be a worthwhile continuation of this work once better data become

available.

If data quality issues are addressed the demonstrated network-based ETA prediction method is prom-

ising for future research and could be a first step to make urban bus ETA prediction methods use a

holistic network-based approach and thus improve overall ETA predictions.

Concluding it can be said that the overarching aim of the thesis to establish whether it is possible

to improve on naive short-horizon prediction of vehicle locations has been achieved. This could in

the future be used to bring customer vehicle location interfaces up to real time and compensate for

any transmission delays. Furthermore, the thesis successfully demonstrates a method to generate

synthetic data which can be used in the future by researchers and engineers who are faces with

low quality data in the bus public transport sector. It also allows the introduction of specific types

of artefacts. Additionally it was demonstrated that the synthetic data can be used to improve the

generalisability of public transport algorithms. This is a crucial insight that could be used in future

research to not only allow the development of predictive algorithms in cases where no high quality

data is available but also to potentially boost the performance of algorithms trained on high quality

data. Finally, a novel method of using the network state of an entire city was proposed. This builds

a platform to conduct further work on which could ultimately lead to novel network aware predictive

algorithms for the public transport network. To make this a reality high quality data needs to be made

available. Furthermore, a focus on the training efficiency could lead to further developments in the

technical aspects of training highly complex collaborative models.
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Appendix A

Further explanations

As further clarification to equations 4.4 and 4.5 here the same equations are shown in a different

modification.

P = Pi−1 +(t +[(ν ×m)−di−1 ±η ]) (A.1)

Where: η= noise to be added, ν=volatility, P=position, t =expected time at next position

Equation A.1 shows the case if a vehicle is deemed to be delayed at the next position. The delay

volatility (ν) is defined as the ratio of the reference curve standard deviation to the average reference

curve itself multiplied by m. Where m is a modification factor applied if a vehicle is delayed which is

sampled from a tailed random distribution. Thus m is the likelihood a vehicle makes up some time

at the next bus stop. As this is multiplied by v it represents the data derived variation at the current

location along the trajectory. Naturally the delay known from the previous location needs to be taken

into account which is done by subtracting the known delay di−1 form the possible time. Finally, random

noise is generated to simulate GPS inaccuracies and applied using η . This derived progress along

the route is added to the previous known location Pi−1 thus simulating a realistic progress along the

trajectory.

P = [Pi−1 + t]− [p× t] (A.2)

Equation A.2 shows the scenario if a vehicle is most likely on time if no delay is added while allowing

a time gain to either adjust the delay closer to the expected time or in some rare cases to arrive earlier

than expected. If the bus is most likely on time or in other words no delay or time gain is expected, the

probability p of it being on time is used to generate an adjustment towards the reference curve. This

means a vehicle will not gain more delay or might make up some time if it has been previously delayed.

The probability p doubles as a modification factor through its multiplication with the expected time at

the next position t. By subtracting the estimated time gain from the expected time based on the last

position Pi−1 and the expected run-time t a time gain based on the data derived likelihood a vehicle is

on time can be simulated.

Where: P=position, p = probability a vehicle is on time t =expected time at next position
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