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Abstract

Traffic prediction is an important component in Intelligent Transportation
Systems(ITSs) for enabling advanced transportation management and ser-
vices to address worsening traffic congestion problems. The methodology for
traffic prediction has evolved significantly over the past decades from simple
statistical models to recent complex integration of different deep learning
models. In this paper, we focus on evaluating recent hybrid deep learning
models in the task of traffic prediction. To this end, we first conducted a
review and taxonomize the reviewed models based on their feature extraction
methods. We analyze their constituent modules and architectural designs.
We select ten models representative of different architectural choices from
our taxonomy and conducted a performance comparison study. For this, we
reconstruct the selected models and performed a series of comparative exper-
iments under identical conditions with three well-known real-world datasets
collected from large-scale road networks. We discuss the findings and insights
based on our results, highlighting the differences in the achieved prediction
accuracy by models with different design decisions.

Keywords: Intelligent transportation system, traffic prediction, hybrid
deep learning model, large-scale road networks

Preprint submitted to Information Fusion November 18, 2022



1. Introduction

United Nations reported that currently more than half of world’s popu-
lation lives in urban area and this is projected to increase to 68% by 2050
[1]. Rapid urbanization has left many countries facing various challenges in
meeting the need of increasing urban citizens and sustainable development.
Transportation is one such challenge. For instance, Inrix reported on av-
erage, a driver lost 134 and 133 hours in Bucharest and Bogota each year
due to traffic congestion [2]. Intelligent Transportation Systems (ITSs), as
an integrated transportation management system, are proposed to arrest the
exacerbating traffic situations. ITSs rely on accurate traffic prediction to
enable services such as Advanced Traveler Information System (ATIS) to
improve traffic conditions [3].

One of the earliest work on traffic prediction published in 1979 [4] pro-
posed to apply Auto-Regressive Moving Average (ARMA) for short-term
traffic flow prediction. Since then, many work ensued and the prediction
methodology has evolved over time. In this paper, we broadly synthesize
the evolution of traffic prediction methodologies into three main stages. In
the first (early) stage, statistical methods such as ARMA and its variants
[5][6] are proposed with the problem modeled as a pure time series process.
These methods are commonly used in small and relatively simple traffic sys-
tems. They are not capable of handling traffic data with high dimensions
and non-linear relationships.

The second stage emerged following the popularity of machine learning
models in various fields such as pattern recognition [7][8], image classifica-
tion [9][10] and natural language processing [11][12]. Machine learning mod-
els with non-linear kernels and activation functions such as Support Vector
Regression (SVR) [13], K-Nearest Neighbors (KNN) [14], Artificial Neural
Network (ANN) [15] and Bayesian Networks [16] were then used for solv-
ing traffic prediction problem. These models mostly treat traffic prediction
as multiple classification problem. Following new sensor technologies allow-
ing collection of richer traffic data, [17] found that road traffic has complex
spatial-temporal correlation and these machine learning models are shallow
and inadequate for analyzing such spatial-temporal relationships.

Then, the third stage emerged where deep learning models are applied
for solving traffic prediction problems. With increasing computational re-
source and the development of sophisticated deep learning models, the focus
of the problem has also shifted from predicting traffic states at specific road

2



station / segment to large-scale road networks. Expanding the scope of pre-
dictions to the entire road network has made the problem more challenging
since network-wide traffic data has much more complicated spatial-temporal
relationship [18]. Initial deep learning models such as Recurrent Neural Net-
works (RNN) and its variants (Long-Short Term Memory (LSTM) and Gated
Recurrent Unit (GRU)) [19], Convolutional Neural Network (CNN) [20], and
Graph Convolutional Neural Network (GCN) [21], are unable to fully analyze
such spatial-temporal dependencies of traffic data hidden in large-scale road
networks.

Following the above, the evolution of the methodology continues with hy-
brid deep learning models1 emerging in the latest literature. These models
are constructed by combining several deep learning models to further improve
prediction accuracy. In this paper, we focus on the performance of these lat-
est hybrid deep learning models rather than the entire evolution of the traffic
prediction methodology. We point interested readers to existing surveys on
previous evolution. For instance, [22, 23, 24] reviewed models focusing on
addressing short-term traffic prediction only. On the other hand, [25, 26, 27]
targeted more classical approaches including statistical-based and machine
learning (ML)-based models while [24, 28, 29] focused on deep learning mod-
els. We also note another work [30] which reviewed traffic prediction from
the perspective of smart cities and highlighted existing traffic data sources
and data models for fusing traffic data in ITSs. Furthermore, [31] explored
and explained different GCNs, including graph convolutional and graph at-
tention networks, for solving various traffic prediction problems (i.e., road
traffic flow and speed predictions, network-wide traffic flow and speed pre-
dictions, and traffic demand prediction) in detail. Meanwhile, [32] surveyed
and categorized deep learning models for urban traffic prediction into three:
grid-based, graph-based, and multivariate time-series models. The authors
provided benchmarks to evaluate the performances of the selected models.
We have adopted a different approach and focused on hybrid deep learning
models. We create a different taxonomy (see Section 3 and further analyze
and evaluate representative models of different category of our taxonomy in
terms of architecture designs, Mathematical foundations and performances.

Our work here then are twofold, a specific targeted review of the hybrid

1In this paper, we consider “hybrid deep learning models” as inclusive of “ensemble
models” which is another term used in the literature.
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deep learning models and a comprehensive performance comparison study.
The main contributions of this work are summarized as follows:

• We review and taxonomize hybrid deep learning models for traffic pre-
diction in the literature.

• We analyze the common architectural choices and the constituent sub-
models of these hybrid models based on mathematical theories. Ten
representative models are then selected for the model architecture anal-
ysis in detail based on our taxonomy.

• We conduct extensive comparative experiments on the selected models.
The evaluation results presented in the literature use different settings
and datasets. It is then difficult to compare their performance under
common conditions. As such, we reconstruct the models and compare
their performance fairly under identical experiment setup and datasets.
In our experiments, we use datasets with different traffic profiles includ-
ing both frequent and infrequent congestion from real road networks.
We consider both short- and long-term traffic prediction tasks.

• Furthermore, to facilitate future research, we also collected and summa-
rized publicly available traffic datasets frequently used in the literature.

The rest of this paper is organized as follows. First, in Section 2, we
present a generalized traffic prediction problem formulation based on exist-
ing work. Next, in Section 3, we review the latest hybrid deep learning
models from recent literature and create a taxonomy with three main types
of models: 1) CNN-based models, 2) GCN-based models and 3) transformer-
based models. In this section, we discuss the evolution of traffic prediction
models from CNN-based models to GCN-based models. In Section 4, we syn-
thesize the common main modules exploited in recent hybrid deep learning
models and review the fundamentals of these modules individually. Then,
we select ten representative hybrid deep learning models for deep architec-
ture analysis in Section 5. Section 6 summarizes commonly used public data
sources for traffic prediction to help researchers further develop more valuable
works while Section 7 presents our comparative performance evaluation ex-
periments in which we reconstructed the selected models and evaluate them
under equal conditions using three large traffic datasets from real-world road
networks. Finally, we conclude our work and discuss future challenges of
traffic prediction problem on large-scale road networks in Section 8.
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2. General Traffic Prediction Problem Formulation

Before we delve into the models, we first describe the two essential in-
puts and then provide a general formulation of the traffic prediction problem
considered.

2.1. Road Network Data

Consider a road network, G = (v, e) where v is the set of nodes rep-
resenting sensor locations or road segments with |v| = N and e is the set
of edges representing physical connectivity between sensor locations or road
segments. Conventionally, G can be represented by the N × N symmetric
adjacency matrix, A ∈ RN×N , with its element Ai,j = 1 if there exists a
link between node i and j and 0 otherwise. Further, the degree matrix of
graph G, D ∈ RN×N is defined as Di,i =

∑
j Ai,j, which sums the number

of edges connected to each node. However, in the context of road networks
used for traffic prediction, besides traffic states of neighboring nodes, the
future traffic states of a node is also influenced by its own current state.
Hence, to account for this, the road network, G is often represented instead
by Ã = (A + IN) ∈ RN×N where IN is the N × N identity matrix. For in-
stance, [33, 34] use Ã, that represents the physical connections between the
node and its adjacent nodes, to analyze spatial dependencies. In some mod-
els (e.g., [35, 36]), a neighborhood considering all nodes within k hops away
from the node of interest is defined using Ãk = (A + IN)k, that represents
the physical connections between the node and its k − hop neighbors.

2.2. Traffic Data

Traffic data (e.g., traffic speed, traffic count) from a road network with
N sensors is written as xt = {x1

t , x
2
t , . . . , x

i
t, . . . , x

N−1
t , xN

t };xt ∈ RN , (i =
1, 2, 3, . . . , N), where xi

t denotes the traffic data measured at node i at tth

time step. Typically, a time step can represent 5, 15, 30, 45 and 60 minutes
[37]. In this paper, a time step of 5 minutes is chosen for our experiments.
Then X = {xt−T+1,xt−T+2, . . . ,xt−1,xt};X ∈ RT×N , (T = 1, 2, 3, . . . ) gives
the traffic data collected from N sensors in the network for the past T
time steps. Conversely, the traffic data for the future is written as X′ =
{xt+1,xt+2, . . . ,xt+T ′} ∈ RT ′×N where T ′ is the prediction horizon. Let B be
the batch size, X and X′ are reshaped into RB×T×N and RB×T ′×N respectively
during model training process. Generally, traffic prediction problems can be
categorized into short- (T ′ < 30 minutes) and long-term (T ′ ≥ 30 minutes).
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Since we compare multi-step prediction problem, we cover both timescales
whereby T ′ = {1, 3} for short-term and T ′ = {6, 9, 12} for long-term traffic
prediction corresponding to {5, 15} minutes and {30, 45, 60} minutes respec-
tively [38].

2.3. General Problem Formulation

Based on graph and traffic data above, the traffic prediction problem
can generally be formulated following Eq. (1) for prediction problem without
explicit consideration of the graph and Eq. (2) for network-wide problems,
respectively.

X′ = F
(
X
)

(1)

X′ = F
(
X;G

(
v, e, Ã(orÃk)

))
(2)

The objective is to learn the mapping function F(.) and compute the
traffic state in the next T ′ time steps given the traffic data in the past T
time steps and road network information G.

3. Taxonomy

We present a summary of the hybrid deep learning models in TABLE 1
according to their main constituent models and further segregated chrono-
logically by year of publication. We also show the prediction task (either
predicting traffic flow, speed and/or occupancy), the prediction horizon con-
sidered and the dataset(s) used in these works. From our review as well as
insights from [18, 39, 40, 41], existing hybrid deep learning models commonly
consist of two main modules, respectively for analyzing spatial and temporal
dependencies. Furthermore, these models commonly contain CNN or GCN
for spatial dependency analysis and LSTM or GRU for temporal dependency
analysis. To facilitate the building of the taxonomy, we further define the
following:

Definition 1 (Fixed Spatial-Temporal feature). The fixed spatial-temporal
feature does not consider the different influences of:
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• different road segments on the targeted road segment in space domain,
and

• different previous time intervals on the targeted time interval in time
domain.

Definition 2 (Dynamic Spatial-Temporal feature). The dynamic spatial-
temporal feature considers both

• the different road segments’ contributions to the targeted road segment
in space domain, and/or

• the different contributions of previous time intervals to the targeted time
interval in time domain.

From the above, we first classify the reviewed models into three categories
based on the technologies used for analyzing spatial dependencies: (1) CNN-
based models, (2) GCN-based models, and (3) transformer-based models. We
then further segregate them based on Definitions 1 and 2. Our taxonomy is
shown in Fig. 1. In the following, we detail our taxonomy.
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Table 1: Recent literature of hybrid deep learning models for traffic prediction.

Ref.
Methodology Task Prediction Horizon Dataset Year

[42] CNN+LSTM flow short-term PeMS data 2016
[43] CNN+LSTM+Bi-LSTM flow short-term PeMS data 2017
[44] CNN+LSTM speed short- & long-term GPS data 2017
[45] CNN+LSTM speed short-term GPS data 2018
[46] Attention+CNN+GRU flow long-term PeMS data 2018

[47] CNN+LSTM flow long-term Taxis GPS data 2018

[48] CNN+LSTM+ANN flow short- & long-term Mobile & Taxi data 2018
[49] CNN+LSTM speed long-term Highways’ data 2018

[50] CNN+LSTM occupancy & flow short- & long-term
Bike sharing & parking
datasets

2019

[51] CNN+Self-attention-LSTM flow short-term Abilene & GEANT datasets 2019
[52] CNN+LSTM flow long-term Tian Chi platform data 2019
[53] CNN+LSTM flow long-term Greater Manchester data 2019
[54] CNN+LSTM flow long-term TaxiBj & BikeNYU 2019
[55] LocalCNN+LSTM+Attention flow long-term Taxi-NYU & Bike-NYU 2019
[56] CNN+LSTM flow long-term Abilene dataset 2019
[57] CNN+LSTM speed long-term Taxi GPS data 2019
[58] CapsNet+LSTM speed short-term GPS data 2020

[33] GCN+Seq2Seq(GRU) speed short- & long-term Pems-bay & Metr-la 2017
[59] GCN+Seq2Seq speed short- & long-term Baidu map traffic data 2018

[35] GCN+LSTM speed short-term
Greater Seattle traffic data
and INRIX GPS data

2019

8



[60] GCN+Seq2Seq(RNN) speed short- & long-term GPS data 2019
[61] GCN+RNN speed short-term Santander traffic data 2019
[62] Attention-GCN +GRU flow short- & long-term Melbourne data 2019

[34]
GCN+Seq2Seq(GRU)
with Attention mechanism
in the decoder

speed short- & long-term Beijing traffic data 2019

[63] GCN+LSTM+Soft-attention flow short-term PeMS data 2019

[64]
Attention-GCN+GRU
(the Seq2Seq framework)

flow & speed short- & long-term TDrive & Metr-la 2019

[65] GCN+GRU speed short- & long-term Metr-la & Pems-Bay 2019
[66] ARMA+GCN+LSTM speed short-term GPS data 2019
[36] GCN+GRU speed short- & long-term SZ-taxi & Los-Loop 2019

[67] Attention-GCN+LSTM
average queue length
& speed short- & long-term Taxi GPS data 2021

[68]
Attention-GCN+Attention-
LSTM

flow short- & long-term PeMSD4 & PeMSD8 2021

[69]
Self-
attention+GCN+Seq2Seq(GRU) speed short- & long-term Loop-Seattle & Metr-la 2022

[70] spatial- & temporal-transformer speed & flow short- & long-term Pems-bay & Xiamen datasets 2020
[71] spatial- & temporal-transformer flow short- & long-term PeMSD7(M) & Pems-Bay 2020
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Figure 1: The classification of hybrid deep learning models for traffic prediction reviewed
in this paper.

3.1. CNN-based Models

The CNN model has been applied in different fields including sentence
classification [72], image classification [73], video classification [74] and hu-
man action recognition [75]. It extracts local spatial features via its convolu-
tional kernels. CNN was introduced into traffic prediction solutions specifi-
cally for processing spatial correlation [76]. For example, [77] exploited CNN
to predict traffic speed on large-scale road networks by representing traffic
data as images. However, since CNN focuses on extracting spatial feature,
[77] has neglected the importance of temporal features. As such, to supple-
ment CNN, LSTM and GRU are often combined with CNN to form hybrid
deep learning models for extracting temporal features (cf. TABLE 1). These
CNN-based hybrid models can be further divided into two main approaches
as follows:

3.1.1. Fixed Spatial-Temporal Feature Modeling

CNN-based hybrid deep learning models based on fixed spatial-temporal
feature modeling consider the spatial-temporal dependencies of traffic data
being fixed via sharing of parameters. Hence, the traffic states of different
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neighboring road segments in the space domain are considered to have the
same effect on the traffic state of the targeted road segment while, in time
domain, traffic data in different previous time intervals also affect traffic state
in the future time interval in the same level.

In terms of extracting fixed spatial-temporal features for traffic prediction,
[42] used a 1D CNN and two LSTMs to build a hybrid deep learning model
named CLTFP. The 1D CNN is used to extract inner spatial dependencies of
the road network. One LSTM is used to capture short-term temporal features
from previous hours while the other LSTM is utilized to extract periodic
features from past days and weeks. The spatial, short-term temporal and
periodic features are fused into a feature vector and then sent to a regression
layer to perform predicting. Two similar models (named TreNet and U-Net)
were developed by [50] and [57], respectively. Compared to [42, 50, 57] that
extract spatial and temporal features using CNN and LSTM, respectively,
[43] combined CNN and LSTM to generate a Conv-LSTM module for spatial-
temporal feature modeling and also adopt a Bi-LSTM to analyze periodical
features from historical traffic data. Considering the influence of external
factors on traffic prediction, such as weather conditions and the physical
characteristics of roads, [52] developed the DELA model. This model not
only includes an integrated model composed of CNN and LSTM for spatial-
temporal feature extraction but also contains a fully-connected layer based
embedding component for learning external factors such as route structure,
weather conditions and date information.

To analyze and extract more detailed features for improved prediction
accuracy, [48] and [78] proposed models based on CNN and LSTM, namely
STRCNs and ALLSCP respectively, for traffic flow prediction based on hourly,
daily and weekly spatial-temporal feature extraction. The differences be-
tween STRCNs and ALLSCP are that the former model feeds external fac-
tors, such as weather conditions, wind and holidays, into a fully-connected
layer for external feature extraction while the latter one considers different
types of roads. Specifically, ALLSCP differentiates between linear roadways
and road intersections and designs different input matrices for those two
types roadways when considering that traffic states on linear roadways are
affected by the traffic states of upstream and downstream while, for road in-
tersections, the traffic states are affected by the traffic states of the different
entrances and exits. Another model that considered the types of roads when
predicting traffic states is [45] where it firstly used a Spatial-Temporal Cor-
relation Algorithm (STCA) to identify and extract the critical road sections
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and then utilized a hybrid deep learning model (named CRS-ConvLSTM
NN) based on CNN and LSTM for traffic speed prediction on these critical
road sections. Considering the success of CNN in the area of image recogni-
tion, some of CNN-based models proposed to convert traffic data to images
and then, learn spatial-temporal features from those images. SRCNs [44] and
MSTFLN [49] are two examples following this approach. Both models com-
bine CNN and LSTM to analyze spatial-temporal features from generated
traffic images. SRCNs uses CNN to learn spatial features and LSTM to learn
temporal features. MSTFLN utilizes three ConvLSTM modules composed
of CNN and LSTM to learn spatial-temporal features and then concatenate
those features to pass to another CNN module for final prediction. Based
on the encoder-decoder architecture, [53] developed a stacked autoencoder,
including an encoder based on CNNs and a decoder based on Bi-LSTMs,
for traffic flow and speed prediction. Another model (named STCNN) was
proposed in [54] for predicting long-term traffic flow. The encoder consists
of a ConvLSTM to learn the spatial-temporal traffic dependencies and a
Skip-ConvLSTM to learn the periodic traffic patterns. The decoder consists
of another ConvLSTM for decoding the spatial-temporal dependencies from
the output of the encoder.

3.1.2. Dynamic Spatial-Temporal Feature Modeling

In reality, different neighboring road segments impact traffic state on the
targeted road segment differently. Similarly, traffic states in different previous
time intervals also bring different effects to the traffic state in the future. Due
to these, the attention mechanism [79], that represents a major breakthrough
in the natural language processing field, was introduced into traffic prediction
problems. It defines different weights in space and/or time dimensions for
modeling dynamic spatial-temporal dependencies to account for the non-
uniform contributions of neighboring road segments and time intervals to
the final prediction. CNN-based models, that exploit attention mechanism
in CNN and/or LSTM (GRU), are able to analyze dynamic spatial and/or
temporal features for traffic prediction.

Dynamic on Temporal Features: Wu et al. [46] proposed the Deep
Neural Network-Based Traffic Flow prediction (DNN-BTF) model, which
uses the attention mechanism to select near-term data from previous time
intervals that is highly correlated to the future traffic flow and then compute
the corresponding weights to previous traffic flows. The weighted traffic flows
in time domain help CNN and GRU to learn spatial and dynamic temporal
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features, respectively. Similar to [46], [80] also built an attention module to
generate weighted past traffic data. The weighted traffic data is first sent
to CNN module for spatial feature learning and then to an LSTM module
for dynamic temporal feature learning. WSTNet [51] is another model that
uses the attention mechanism for dynamic temporal feature extraction. It is
an end-to-end deep learning model based on wavelet multi-scale analysis for
network-wide traffic prediction. WSTNet firstly decomposes original traffic
data into multi-level time frequency traffic matrix at different time scales
by the discrete wavelet decomposition and then applied CNN for spatial
feature extraction before finally sent to the LSTM with attention mechanism
for dynamic temporal feature learning. Another work in [81] also joined
attention mechanism with LSTM for dynamic temporal feature extraction.
Specifically, [81] uses two additional LSTMs for daily and weekly periodicity
analysis and this enables the model to have more temporal features for the
final prediction.

Dynamic on Both Spatial and Temporal Features: Yao et al. [55]
proposed the Spatial-Temporal Dynamic Networks (STDN) to analyze dy-
namic spatial dependencies by a CNN-based Flow Gating Mechanism (FGM)
and dynamic temporal dependencies by integrating the self-attention mech-
anism into LSTM, for traffic prediction. On the other hand, [82] developed
a Convo-Recurrent Attentional Neural Network (CRANN) model for traffic
prediction. The idea behind CRANN is the use of classical time-series de-
composition in which CRANN consists of several modules to exploit different
patterns or characteristics of traffic data and then aggregates them to make
predictions. Dynamic spatial and dynamic temporal features are separately
extracted by a dedicated attention-based spatial and an attention-based tem-
poral module and then concatenated with exogenous data (i.e. weather con-
dition) via a fully-connected layer for the final prediction.

3.2. GCN-based Models

The CNN-based models in Section 3.1 consider road networks as regular
grids and traffic data with regular Euclidean structure. In fact, road networks
are inherently irregular and traffic data should be treated as non-Euclidean
data [83]. Therefore, GCN with the advantage of dealing with non-Euclidean
structured data has been introduced into the task of traffic prediction. Simi-
lar to CNN-based models, GCN-based models can be also classified into two:
fixed and dynamic.
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3.2.1. Fixed Spatial-Temporal Feature Modeling

Zhao et al. [36] proposed a Temporal Graph Convolutional Network (T-
GCN) model, which combines GCN and GRU for traffic speed prediction.
GCN is used to learn complex topological structures from the k−hop neigh-
borhood matrix for capturing spatial dependencies and GRU is utilized to
learn changes of traffic data along the time dimension for capturing tem-
poral dependencies. To enrich traffic information, [35] proposed the Traf-
fic Graph Convolutional Long Short-Term Memory Neural Network (TGC-
LSTM) model, based on GCN and LSTM, to learn the interactions of road
segments in a large-scale road network from all k − hop neighborhood ma-
trices. A L1-norm on graph convolution weights and a L2-norm on graph
convolution features are added to the loss function for enhancing the inter-
pretability of the model.

Following the proposal of the sequence-to-sequence (Seq2Seq) architec-
ture [84] that is capable of dealing with long-term sequence problems, sev-
eral hybrid deep learning models started to exploit it for analyzing long-term
traffic dependency. For example, [33] developed a deep learning framework
based on Diffusion Convolutional Recurrent Neural Network (DCRNN) un-
der the Seq2Seq framework for traffic speed prediction. Both the encoder
and the decoder inside the Seq2Seq framework consist of GRUs embedded
by the diffusion convolutional process. Two other hybrid models exploiting
the Seq2Seq framework are [59] and [60]. The hybrid model in [59] incor-
porates offline geographical and social attributes, spatial dependencies and
online crowd queries with a deep fusion. The model in [60] considers tem-
poral attributes including public holidays, working days, peak hours and off-
peak hours for contributing to final prediction in the decoder of the Seq2Seq
framework. Pan et al. [64] developed a deep-meta-learning model named ST-
MetaNet under the Seq2Seq framework to predict network-wide traffic. Both
the encoder and the decoder in ST-MetaNet have the same network struc-
ture consisting of four components: 1) basic RNN for learning long temporal
dependencies, 2) Meta-knowledge learner for learning the meta-knowledge of
nodes and edges from node and edge attributes respectively, 3) Meta-GAT for
capturing diverse spatial correlations by individually broadcasting locations’
hidden states along edges, and 4) Meta-RNN for capturing diverse temporal
correlations associated with the geographical information of locations.
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3.2.2. Dynamic Spatial-Temporal Feature Modeling

Fixed GCN-based models address the traffic prediction problem as a fixed
spatial-temporal process. Similarly to dynamic CNN-based models, we also
find dynamic GCN-based models in the literature that treat the traffic pre-
diction problem as a dynamic spatial-temporal process via introduction of
the attention mechanism, due to considering the fact that different neighbor-
ing sensors or road segments and different previous time steps individually
affect differently the targeted road segment and the future time intervals,
respectively.

Dynamic on Spatial Features: The SAGCN-SST model [69] that is
designed for multi-interval network-wide traffic speed prediction falls within
this category. It combines the attention mechanism into GCN layers for
analyzing dynamic spatial dependencies in different neighborhoods and uses
GRU under an encoder-decoder architecture for analyzing temporal features.
The Dynamic Graph Convolutional Recurrent Network (DGCRN) model [85]
is another model in this category. In DGCRN, the node embedding technol-
ogy [70] is used to embed the node attributes and then sent to a hyper-
network to generate dynamic graph at each time interval. GCN and GRU
under an encoder-decoder architecture are then utilized to respectively cap-
ture spatial and temporal features based on generated dynamic graphs and
their historical traffic data. Meanwhile, [86] built a graph neural network
architecture, named Graph WaveNet, to exploit dynamic and hidden spatial
features by using a novel adaptive dependency matrix. It captures long-term
temporal features by temporal convolution layers consisting of the dilated
causal convolution [87].

Dynamic on Temporal Features: Li et al. [63] proposed a graph and
attention-based long short-term memory network (named GLA), to capture
the spatial-temporal features of traffic flow data. GLA uses GCN to mine
the spatial relationships of traffic data, and then the output of GCN is fed to
LSTM with the soft attention mechanism for the dynamic temporal feature
extraction. Another model, the AGC-Seq2Seq-Att [34], also joins the atten-
tion mechanism into LSTM for dynamic temporal feature analysis and uses
GCN for spatial feature analysis on the adjacent matrix. He et. al. [88] built
a Graph Attention Spatial-Temporal Network (GASTN) model for citywide
mobile traffic prediction. Compared to [63] and [34], [88] adopts Dynamic
Time Warping (DTW) algorithm [89] to calculate the similarities of traffic
data between two nodes, and then clusters nodes into different groups and
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builds weighted graph based on computed similarities of these groups, be-
fore using GCN and attention-based RNN to extract spatial and dynamic
temporal features.

Dynamic on Both Spatial and Temporal Features: Shi et. al. [90]
designed an Attention-based Periodic-Temporal Neural Network (APTN) to
learn dynamic spatial and dynamic temporal features for traffic flow pre-
diction. APTN is built based on an encoder-decoder architecture, in which
an LSTM-based encoder with the attention mechanism is used to capture
dynamic spatial correlations of each node with the entire graph by learning
individual weights and the other LSTM-based decoder with the attention
mechanism is utilized to decode the encoded information. It also adaptively
select the relevant encoder hidden states with individual weights to produce
the output. The Spatial and Temporal Attention based Neural Network
(STANN) [62] using an encoder-decoder architecture based on CNN on traf-
fic graphs and GRU is another work in this category. The difference of this
work compared to [90] is that the spatial attention matrices used to represent
the relationships of road segments in a traffic network are generated before
using the STANN model with attention mechanism to extract both dynamic
spatial and dynamic temporal features. Yin et. al. [68] proposed a Multi-
stage Attention Spatial-Temporal Graph Network (MASTGN) that captures
dynamic temporal features via the interactions among multiple time series
by an internal attention mechanism and extracts dynamic spatial features by
a dynamic neighborhood-based attention mechanism.

3.3. Transformer-based Models

Inspired by the newly proposed transformer in [79] for efficiently model-
ing long-range dependencies in natural language processing, researchers have
introduced the transformer architecture to replace CNN (or GCN) for spatial
correlation analysis and LSTM (or GRU) for temporal dependency analysis.
Self-attention-based transformer can directly learn dynamic spatial and tem-
poral dependencies by distributing different weights on neighbors in space
dimension and on previous time intervals in time dimension for contributing
to the targeted road segment. Besides, transformer can exploit more hidden
information in traffic data by defining multi-heads and accelerate training
phase by paralleling process.
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3.3.1. Dynamic Spatial-Temporal Feature Modeling

Dynamic on Both Spatial and Temporal Features: Xu et al. [71] de-
veloped a Spatial-Temporal Transformer Networks (STTNs) to improve the
accuracy of long-term traffic prediction, which consists of spatial transformer
for modeling dynamic spatial dependencies with self-attention mechanism
and temporal transformer for modeling dynamic long-range temporal depen-
dencies across previous time intervals. Another transformer-based model
(named GMAN) was developed under an encoder-decoder architecture in
[70]. Both encoder and decoder consist of multiple spatial-temporal atten-
tion blocks to model the impact of the spatial-temporal factors on traffic
state. In addition, it also includes a spatial-temporal embedding to encode
vertices into vectors using the node2vec approach [91] for the vertex repre-
sentation learning.

4. Common Models Used in Hybrid Deep Learning Models

Hybrid deep learning models reviewed in Section 3 have strong ability to
exploit more features in both space and time domains compared to single
models. Here, we summarize common modules used in these hybrid deep
learning models and categorize them into three groups based on their abilities
to extract features in space and/or time domain.

4.1. Common Models for Spatial Feature Extraction

4.1.1. Convolution Neural Network (CNN)

Convolutional Neural Network (CNN) is a type of neural networks in-
spired by biological processes where the neuron connectivity pattern resem-
bles the organization of animal visual cortex [92]. It was initially used for
image recognition where each neuron extracts features only in a restricted
region of the image by the filters that are able to find relationships between
neighboring inputs. In terms of addressing traffic prediction problem, most
existing works firstly integrate historical traffic data into the shape of grid
data based on the locations of sensors or road segments, and then learn it like
image data. The spatial features can be extracted by implementing convo-
lutional operation on the restricted region of the traffic image data by using
Eq. (3).

CN = pool(ReLU(Wj
cnX + bj

cn)); j = 1, ..., C (3)
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where Wj
cn ∈ Rc1×c2 is the parameter matrix of the jth filter with the kernel

size c1 × c2 and C is the number of filters. bj
cn is the bias of the jth filter.

ReLU is the activation function, and pool is pooling layer. CN is the output
of this CNN layer.

4.1.2. Graph Convolution Neural Network (GCN)

Graph convolutional neural networks (GCNs) were developed to analyze
and learn non-Euclidean data in the space domain, and has been applied in
different problems including classification in citation networks [93], syntax-
aware neural machine translation [94], 3D human pose regression [95], traffic
prediction [96], etc. GCNs used for solving traffic prediction problem include
spectral GCN, diffusion GCN, and traffic GCN.

Spectral GCN [97], implements convolution operation on graph data
from the spectral domain by eigendecomposition of the Laplacian matrix
L = (D − A) ∈ RN×N 2 where D is the diagonal degree matrix and A is
the adjacency matrix. Based on this, the spectral GCN can be defined as
Eq. (4):

GCspectr = (UgθU
T )X = Udiag(θ)UTX (4)

where U ∈ RN×N is the eigenvectors of L and UT is the transpose of U.
gθ = diag(θ) is the filter parameterized by θ ∈ RN and GCspectr ∈ RB×T×N

is the output of spectral GCN.
Diffusion GCN was proposed in [33] and performed on a directed graph.

Diffusion GCN models the bidirectional diffusion process, which enables the
model to capture the influence of upstream and downstream traffic. The
diffusion GCN can be defined as Eq. (5) and Eq. (6):

Xt∗Gfθd =
K−1∑
k=0

(
θk,1(D

−1
o Aw)

k
+ θk,2(D

−1
I Aw

T )
k
)
xt

for t = 1, ...T

(5)

DGC = σ
( T∑

t=1

Xt∗GfΘdt;t′

)
for t′ = 1, ...T ′ (6)

2Note that some works use the normalized graph Laplacian matrix L = (IN −
D− 1

2AD− 1
2 ) ∈ RN×N ).
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where Do and DI are the out-degree and in-degree diagonal matrices respec-
tively, and θk,1 ∈ RK and θk,2 ∈ RK are the corresponding weight matri-
ces. Aw is the weighted adjacent matrix and Aw

T is the transpose of Aw.
θd ∈ RK×2 are the parameters for the filter while (D−1

o Aw) and (D−1
I Aw

T )
represent the transition matrices of the diffusion process and the reverse one,
respectively. Xt∗Gfθd presents spatial features extracted from k − hop neigh-

borhoods. DGC ∈ RB×T ′×N is the output of diffusion GCN and σ is the
activation function (e.g., Sigmoid or ReLU). fΘdt;t′

are the filters and their

parameters are Θ ∈ RT ′×T×K×2.
Traffic GCN in [35] directly conducts convolutional operation on the

road graph via Eq. (7).

GC = σ
(

(Wgc ∗ Ãk)X
)

(7)

where Wgc ∈ RN×N is a trainable weight matrix and GC ∈ RB×T×N is the
output of GCN. σ is the activation function such as ReLU [98] and ∗ is the
Hadamard product operator.

4.2. Common Models for Temporal Feature Extraction

4.2.1. Long Short-Term Memory (LSTM)

LSTM is one of the most commonly used model for extracting temporal
features. It is an extension of the RNN model [99]. Compared to RNN that
has one part (i.e., the tanh layer), LSTM consists of four parts: three gates
(namely, input gate it, output gate ot and forget gate ft) and a cell state
(ct). The forget gate ft with a sigmoid layer σg firstly determines the part
of information in current traffic data xt and in the last hidden state ht−1

that needs to be forgotten and update this to the cell state ct via Eq. (8).
To supplement the forgotten information by the gate ft, the input gate it
with a sigmoid layer σg is used to decide the information from current traffic
data xt to be added into the cell state ct via Eq. (9). Then, the cell state
ct is updated using the tangent layer σc (cf. Eq. (11)) for integrating the
traffic information provided from the forget gate, the input gate and the last
cell state ct−1. Meanwhile, the output gate with a sigmoid layer σg selects
previous information remembered by ht−1 and the current information xt by
Eq. (10) for contributing to final output. Finally, the predicted result is
computed by combining remembered information from the output gate ot

and the cell state ct with a tangent layer σh by Eq. (12).
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ft = σg(wf × xt + uf × ht−1 + bf ) (8)

it = σg(wi × xt + ui × ht−1 + bi) (9)

ot = σg(wo × xt + uo × ht−1 + bo) (10)

ct = ft ∗ ct−1 + it ∗ σc(wc × xt + uc × ht−1 + bc) (11)

ht = ot ∗ σh(ct). (12)

where wf ,wi,wo and wc are the weight matrices of the forget gate, the input
gate, the output gate and the cell state respectively while bf ,bi,bo and bc

are the corresponding bias for each gate and state. Furthermore, uf ,ui,uo

and uc are the weight matrices of the last hidden state ht−1. σg is used
to denote a sigmoid function (= 1

1+e−x ) in the three gates and the operator
∗ denotes Hadamard product. σc and σh are hyperbolic tangent functions
(tanh(x)) for the cell state and the final output.

4.2.2. Gated Recurrent Unit (GRU)

GRU [100] is developed based on LSTM. It incurs shorter processing
time and less Central Processing Unit (CPU) cycles. The reason is that
GRU combines LSTM’s forget and input gates into a single “update gate”,
and merges the memory cell and hidden state. This makes GRU simpler
than the standard LSTM but still effective. GRU consists of three parts: the
update gate zt, the reset gate rt and the hidden state ht. The update gate,
zt, extracts the long-term dependency of the traffic data. It decides how
much information it needs to update from the input xt and the hidden state
at the previous time step ht−1 (cf. Eq. (13)). The reset gate, rt, captures the
short-term dependency of traffic features. It decides how much information
from the hidden state at the previous time step is retained for updating the
current hidden state. It is computed in a similar manner as the update gate
via Eq. (14). Then, the input xt, the reset gate rt and the hidden state at
the previous time step ht−1 are used to activate the candidate hidden state
h̃t via Eq. (15).

zt = σ(wz × xt + uz × ht−1 + bz) (13)

rt = σ(wr × xt + ur × ht−1 + br) (14)
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h̃t = tanh(wh × xt + uh × (rt ∗ ht−1) + bh) (15)

where wz, wr and wh are the weight matrices of the update gate, the reset
gate and the candidate hidden state respectively while bz, br and bh are
the corresponding bias for each gate and state. Furthermore, uz, ur and uh

are the weight matrices of the hidden state at the previous time step ht−1 in
the update gate, the reset gate and the candidate hidden state, respectively.
Finally, the current hidden state can be calculated using the update gate zt,
the hidden state at the previous time step ht−1 and the current candidate
hidden state h̃t using Eq. (16).

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (16)

4.2.3. Sequence-to-Sequence (Seq2Seq) Architecture

Seq2Seq [84] has been found to offer good performance in the area of
natural language processing. It consists of an encoder and a decoder with
a context connecting the two. For traffic prediction problem, it encodes the
spatially-fused time series using Eq. (17).

he
t−te =

{
fenc(h

e
0,xt−te), te = T

fenc(h
e
t−te−1,xt−te), te ∈ 0, . . . , T − 1

(17)

where he
t−te is the hidden state in the encoder at (t− te)

th time step. The

initial hidden state is he
0. The hidden state he

t−te−1 at (t− te − 1)th time step

and the spatially-fused time series xt−te at (t− te)
th time step are used to

calculate the hidden state he
t−te at (t− te)

th time step.
The hidden state he

t (te = 0) at the tth time step is considered as the
context vector C (cf. Eq. (18)) which encodes all information from the input
X in the encoder.

C = he
t (18)

In the decoder, the context vector C as the initial hidden state hd
0 is

decoded to the target sequence. The hidden state hd
t+td−1 at (t + td − 1)th

time step and the target traffic speed xt+td at (t + td)
th time step are utilized

to calculate the hidden state hd
t+td

at (t + td)
th time step. The hidden state

hd
t+td

at (t + td)
th time step in the decoder is considered as the final prediction

x̃t+td , td = 1, . . . , T ′.
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4.3. Common Models for Spatial-Temporal Feature Extraction

4.3.1. Attention Mechanism

In field of neural machine translation [101], to improve the accuracy of
natural language translation with increasing length of input sentence, [102]
developed an extension of encoder–decoder model. It searches for a set of po-
sitions in a source sentence where most relevant information is concentrated,
and then aligns those most relevant positions to the targeted positions. This
method solves the long-term dependencies by measuring the similarity of
the input sentence at each observed position and the output sentence at the
targeted position. This approach has evolved and been applied to address
long-term dependency challenges in different areas such as video captioning
[103], image classification [104], speech recognition [105], traffic flow predic-
tion [106], etc. For solving traffic prediction problem, the attention mecha-
nism is usually used for strengthening the effect of important features while
weakening the unimportant ones in space and/or time domains towards to
final prediction. We briefly elaborate below the basic working principle of
the attention mechanism in the decoder of the Seq2Seq framework [34] as an
example.

The similarity of traffic data between observed time step t and targeted
time step t′, ut,t′ , is computed via a tanh function as given by Eq. (19).

ut,t′ = qT tanh
(
he
twt,t′h

d
t′

)
; t = 1, 2, . . . , T (19)

where wt,t′ is a trainable weight matrix and qT is the transposition/reshaping
operations to adjust the dimensions. We then compute the attention weights
as probabilities (i.e., at,t′ ∈ [0.0, 1.0]) via a softmax function given in Eq. (20).

at,t′ = softmax
(
ut,t′

)
=

exp
(
ut,t′

)∑T
t=1 exp

(
ut,t′

) (20)

The attention weights at,t′ are mapped to hidden state he
t for achieving

targeted traffic state by Eq. (21).

xt′ =
T∑
t=1

at,t′ × he
t . (21)

4.3.2. Transformer

Transformer [79] makes use of the self-attention mechanism under the
encoder and decoder architecture. It has been found in [79] to outperform
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the Google Neural Machine Translation model in specific tasks. Based on
such success, transformer is applied into solving network-wide traffic predic-
tion problem by using self-attention mechanism to capture dynamic-spatial
and dynamic-temporal dependencies (e.g., [71][70]). For a single-head self-
attention mechanism used to analyze dynamic-spatial dependencies, the in-
put consists of queries qs ∈ RN×dq of dimension dq, keys ks ∈ RN×dk of
dimension dk, and values vs ∈ RN×dv of dimension dv, and they are com-
puted by Eq. (22).

qs = ws
qxt

ks = ws
kxt

vs = ws
vxt

(22)

where ws
q, w

s
k and ws

v are learnable weight matrices for qs, ks, and vs, respec-
tively, and its random initial values are updated by the back propagation.
After obtaining the three high dimensional spatial features, dynamic-spatial
dependencies Ss ∈ RN×N are calculated by dot-product using Eq. (23)

Ss = softmax(
qs(ks)T√

dk
) (23)

where Ss is the learned dynamic dependency matrix and defined by how each
sensor is influenced by all the other sensors in the road network. Then the
new spatial features Ms ∈ RN×N are updated via Eq. (24).

Ms = Ssvs (24)

Note that multiple spatial dependencies can be learned with multi-heads
attention mechanism by learning multiple pairs so as to reveal different hid-
den spatial dependencies from various latent spaces. Furthermore, two feed-
forward neural network layers with non-linear activation are used to improve
the prediction ability, and its output is added to the input of the self-attention
mechanism to build the residual connection for stable training using Eq. (25).

Ys = ReLU(Ws
1ReLU(Ws

0M
s)) + X (25)

where Ws
0 and Ws

1 are weight matrices of two feed-forward neural net-
work layers. Similar to the analysis of dynamic-spatial dependencies Ys,
dynamic-temporal dependencies Yt can be obtained by the same idea. To
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fuse dynamic-spatial and dynamic-temporal features, the gated mechanism
(cf. Eq. (26)) is introduced based on the gated mechanism in GRU and the
final output is calculated by Eq. (27).

Z = Sigmoid(YsWzs + YtWzt + bz) (26)

X′ = Z⊙Ys + (1− Z) ⊙Yt (27)

where Wzs and Wzt are weight matrices of the dynamic-spatial and dynamic-
temporal features respectively and bz is the bias term. Z is the gate used to
fuse both dynamic features and X′ is the output.

5. Hybrid Deep Learning Model Architecture

In this section, we review and analyze the architecture of the various
hybrid deep learning models for traffic prediction. Based on structures of the
models (i.e., how the constituent modules are interconnected), we categorized
them into three main architecture designs: (1) paralleled, (2) stacked, and
(3) hybrid. TABLE 2 presents the hybrid deep learning models based on
their architectural choices. From the table, it can be observed that most of
hybrid deep learning models adopt the stacked architecture. The following
subsections will present and discuss architectures from these three groups in
detail.

Table 2: Categories of architectures for CNN-, GCN- and Transformer-based models

Methodology Paralleled Stacked
Paralleled &
Stacked

CNN-based
models [57][58][78][82]

[42][46][50][52]

[56][80]
[51][53][54][55]
[44][45][47][48]

[43][49][81]

GCN-based
models

[107]

[110][111][112]
[88][90][108][109]
[64][65][68][85]
[59][60][62][63]
[33][34][35][36]

[61][66][67][69]

Transformer-
based models

[70][113] [71][114][115] [116]
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5.1. The Paralleled Architectures

The paralleled architecture has the modules extract the spatial and tem-
poral features separately and in parallel before merging the individual out-
puts for final prediction. Fig. 2(a) presents an example paralleled architec-
ture. This architecture is proposed in [42] and in this design, a CNN and
two LSTMs separately extract spatial, short-term temporal and long-term
temporal features in parallel. These extracted features are then fused before
sent to a fully-connected layer for computing its final prediction. Similarly
to [42], [78] designed a hybrid deep learning model in paralleled architecture
to analyze and extract temporal-spatial features for traffic flow prediction.
When compared to [42], [78] has ability to analyze more detailed and spe-
cific features. For example, [78] uses ARIMA and two LSTMs to focus on
short-, middle- and long-term temporal feature extraction while utilizes SAE
and CAPSNET for global- and local-spatial feature capture separately before
sending those extracted features to a fully-connected layer for final predic-
tion.

(a) Paralleled (b) Stacked

Figure 2: The architectures of CLTFP (paralleled) and SRCNS (stacked).

5.2. The Stacked Architectures

In contrast to the paralleled architecture, the stacked architecture refers
to those models that has its modules deal with different patterns and/or
features of traffic data serially. Fig. 2 (b) shows an example stacked architec-
ture, named SRCNs, from [44]. Although it also used the same constituent
models (i.e., the CNNs and LSTMs like Fig. 2 (a)), it has adopted a different
architectural choice – i.e., the SRCNs arranged its constituent modules in
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a stacked manner. Deep CNNs are used to explore spatial features among
road segments in the whole traffic network, and then those spatial features
are fed to LSTMs for temporal feature extraction before being fed to a fully-
connected layer for final prediction.

In the following, we review two categories of models adopting such stacked
architecture. These models are GCN-based and designed (1) without and (2)
with Seq2Seq framework.

5.2.1. Stacked Architecture without the Seq2Seq Framework

In Fig. 3, we illustrates three GCN-based models adopting the stacked
architectures. These models did not exploit the Seq2Seq framework. Fig. 3
(a) shows the architecture of T-GCN [36] for network-wide traffic speed pre-
diction. T-GCN consists of GCN and GRU, in which GCN is used to model
the topological structure of large-scale road networks for capturing spatial
dependencies and GRU is then utilized to model the changes of traffic data
along the time dimension for capturing temporal dependencies. Similar to
T-GCN, TGC-LSTM [35], shown in Fig. 3 (b) consists of GCN (instead of
GRU in T-GCN) and LSTM. Compared to T-GCN that analyzes spatial fea-
tures from the k−hop neighborhood, TGC-LSTM separately extracts spatial
features from k−hop neighborhoods and then concatenates them as the final
spatial features. The main idea is that capturing spatial features from dif-
ferent neighborhoods could provide more information for helping the model
to achieve better predictions. Fig. 3 (c) presents the architecture of GLA
[63] for traffic flow prediction. The input is first sent to GCN for capturing
spatial relationships of traffic flow from observation locations, and then its
output is fed to LSTM for the temporal dependency analysis. Compared to
T-GCN in Fig. 3 (a) and TGC-LSTM in Fig. 3 (b), each GCN and LSTM in
GLA is followed by a batch normalization layer to avoid over-fitting. The at-
tention mechanism following LSTM just after a batch normalization layer is
responsible of distributing different weights to hidden states so as to account
for their different contributions to the targeted output. Similar to T-GCN,
GLA only extracts the spatial dependencies on the k − hop (k = 1) neigh-
borhood by the GCN module. Please refer to Section 7 for our comparative
evaluations of these differences in their architecture constructions affect their
performance under the same conditions and datasets.
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(a) T-GCN (b) TGC-LSTM

(c) GLA

Figure 3: GCN-based models with stacked architectures: (a) T-GCN, (b) TGC-LSTM
– models spatial features from 1 − hop and k − hop neighborhoods; (c) GLA – model
dynamic-temporal dependency with attention mechanism.
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5.2.2. Stacked Architecture Under the Seq2Seq Framework

Fig. 4 presents three models built under the Seq2Seq frameworks, namely
(a) DCRNN [33], (b) AGC-Seq2Seq-Att [34], and (c) STANN [62]. They
implement traffic prediction based on different types of features. DCRNN,
AGC-Seq2Seq-Att and STANN respectively extract fixed spatial-temporal
features, spatial and dynamic-temporal features, and dynamic-spatial and
dynamic-temporal features for final predictions.

Under the Seq2Seq framework, the architecture of DCRNN (cf. Fig. 4
(a)) includes four diffusion convolutional GRUs: two as the encoder and
the other two as the decoder. Firstly, the diffusion convolution operates
on a weighted matrix for extracting spatial features. Then the extracted
spatial features are sent to GRU for the temporal feature extraction in both
encoder and decoder. The weighted matrix that contains the local traffic
data information of each node in its k − hop neighborhood is generated by
the thresholded Gaussian kernel on the real distances between neighboring
nodes. The core part of DCRNN is that the matrix multiplication in the
conventional GRU is replaced by the diffusion convolution operation (named
as diffusion convolutional GRU).

The architecture of AGC-Seq2Seq-Att in Fig. 4 (b) includes two parts:
GCN layers for capturing the spatial characteristics based on the topology
of the road network and the Seq2Seq framework for extracting the temporal
features by encoding the spatially-fused time series from GCN and then de-
coding it to the targeted multi-step outputs. In addition, it also adopts the
attention mechanism to allocate different weights to the historical sequences
in the decoder of the Seq2Seq framework. This method makes historical traf-
fic data of each time interval with different probabilities to contribute to the
targeted outputs. AGC-Seq2Seq-Att employs GRU as the inner structure for
both the encoder and decoder under the Seq2Seq framework. Compared to
DRCNN in Fig. 4 (a) that uses Diffusion GCN (cf. Section 4.1.2), AGC-
Seq2Seq-Att adopts Traffic GCN (cf. Section 4.1.2) and also introduces
the attention mechanism into the decoder for capturing dynamic temporal
dependencies.

The architecture of STANN (Fig. 4(c)) consists of two convolutional gated
recurrent unit components and the attention mechanism. STANN employs
the attention mechanism on the spatial matrix, that concatenates k − hop
neighborhood matrices, to build the spatial attention matrix. This spatial
attention matrix is sent to the encoder consisting of a convolutional GRU un-
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(a) DCRNN

(b) AGC-Seq2Seq-Att

(c) STANN

Figure 4: Three stacked architectures from GCN-based models under the Seq2Seq frame-
work include (a) DCRNN – modeling fixed spatial-temporal features, (b) AGC-Seq2Seq-
Att – modeling spatial and dynamic-temporal features and (c) STANN – modeling
dynamic-spatial and dynamic-temporal features.
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der the Seq2Seq framework for spatial-temporal feature extraction. The last
hidden state in the encoder is considered as the context vector to connect the
decoder that decodes the context vector to the output via another convolu-
tional GRU and attention mechanism. While AGC-Seq2Seq-Att (Fig. 4(b))
adds the attention mechanism to model dynamic-temporal dependency in
the decoder, STANN instead applies the attention mechanism for dynamic-
spatial and dynamic-temporal features towards final prediction.

5.3. Hybrid Architectures

The third architectural approach is based on a mixed of both paralleled
and stacked approach. Fig. 5 and Fig. 6 show two models adopting this
hybrid architecture; namely SAGCN-SST [69] and GMAN [70], respectively.
The architecture of SAGCN-SST (shown in Fig. 5) consists of three blocks:
input block, spatial block and temporal block. From the figure, we can see
that both the spatial and temporal blocks have separate sub-blocks adopting
the paralleled approach while the these spatial and temporal blocks are seri-
ally connected (i.e., adopting the stacked approach). Specifically, the input
block is responsible for preparing the raw traffic and graph data into a train-
able format as input to the spatial block. The spatial block, which contains k
paralleled sub-spatial blocks, each corresponding to a k−hop neighborhoods,
extracts both fixed and dynamic spatial characteristics through GCN blocks
under the sub-spatial block. Each sub-spatial block consists of GCN layers
with the attention mechanism (named Self-AGCN layers) and a feed forward
neural network (named FFNN) layer. This attention mechanism is able to
learn the degree of influence of different individual neighbor to the targeted
node. The k spatially-fused time series from sub-spatial blocks are concate-
nated as input to the temporal block. The temporal block is built based on
the Seq2Seq framework with an encoder and a decoder for extracting the
long-temporal dependency of traffic data. GRU is considered as an inner
structure for both the encoder and decoder. Compared to AGC-Seq2Seq-Att
(cf. Fig. 4 (b)) that applies the attention mechanism into the decoder for
capturing dynamic temporal dependencies, SAGCN-SST adopts the atten-
tion mechanism into the GCN layers for extracting dynamic spatial features.
In addition, AGC-Seq2Seq-Att is only able to capture fixed-spatial features
from the k − hop neighborhood, but SAGCN-SST is not only capable to ex-
tract fixed-spatial features but also dynamic-spatial features from k − hop
neighborhoods through k paralleled sub-spatial blocks.
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Figure 5: The architecture of SAGCN-SST that extracts dynamic-spatial and temporal
features. It consists of Input Block, Spatial Block with an paralleled inner structure and
Temporal Block with a stacked inner structure.

The architecture of GMAN in Fig. 6 is also built based on the Seq2Seq
framework, and both the encoder and the decoder consist of L ST-Attention
Blocks adopting the stacked approach. Each ST-Attention Block contains
paralleled spatial and temporal attention mechanisms with gated fusions.
The spatial attention mechanism is used to adaptively capture the correla-
tions between sensors in the road network by dynamically assigning different
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weights to different sensors at different time intervals and then summing them
for the targeted sensor. If each sensor is targeted with different weights by all
sensors in the network, the time and memory consumption are very high. To
reduce the costs of time and computer memory, GMAN randomly partition
N sensors to G groups, and each group has M = N/G sensors and the learn-
able parameters inside of each group are shared with others. The temporal
attention mechanism is utilized to adaptively model the correlations among
different time intervals by assigning different weights to previous observations
and then summing them for the future time intervals. Both spatial and tem-
poral features are fused by a gated fusion based on gated mechanism in GRU
[100]. A transform attention layer is used to connect the encoder and the
decoder by converting the encoded features to the decoder. Besides, GMAN
also includes a Spatial-Temporal Embedding (STE) module consisting of a
spatial embedding part and a temporal embedding part, which are used to
encode vertices into vectors as spatial embedding by the node2vec approach
[91] and encode each timestamp into a vector as temporal embedding by
the one hot encoder. The spatial embedding features describe correlations
among traffic sensors on the road network and the temporal embedding fea-
tures contain timestamps of the day-of-week and time-of-day. Furthermore,
the temporal embedding features include both historical and future times-
tamps.

6. Public Data Sources

To help researchers further develop more valuable works, we summarize
below commonly used public data sources for traffic prediction from our
review of the literature.

• Caltrans Performance Measurement System (PeMS): The traf-
fic data from PeMS is collected in real-time from over 39,000 detectors
across major metropolitan areas in the State of California. It includes
traffic speed, flow, occupancy, vehicle miles traveled (VMT), vehicle
hours traveled (VHT) and Q (VMT/VHT). The time step in PeMS is
5 minutes [117]. The traffic datasets provided by this system and used
in the recent literature include PEMS03 [118], PEMS04 [118], PEMS07

[118], PEMS08 [118], PEMS-SF [119] and Pems-Bay [33].

• UK traffic data: This data source provides average journey time,
traffic speed and flow information for 15-minute periods since April
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Figure 6: The architecture of GMAN that consists of an encoder and a decoder. Both
encoder and decoder have the same structure and consists of a spatial-attention block and
a temporal-attention block in a paralleled way.
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2015 until now on all motorways. “A” roads are managed by Highways
England, known as the Strategic Road Network in England [120].

• Beijing traffic data: This is a large-scale real-world traffic speed
prediction dataset (named Q-traffic dataset) collected through Baidu
map. It consists of three sub-datasets: 1) query sub-dataset recording
the starting timestamp, coordinates of the starting location, coordi-
nates of the destination and estimated travel time; 2) traffic speed
sub-dataset recording traffic speed from 15,073 road segments covering
approximately 738.91 km; 3) road network sub-dataset recording the
topology of the road network [121].

• NYC traffic data: This dataset collected from taxi trips in New York
City includes pick-up and drop-off dates/times, pick-up and drop-off
locations, trip distances, itemized fares, rate types, payment types and
driver-reported passenger counts from 2009 to now [122].

• Los Angeles traffic data: This dataset is collected from 207 loop
detectors in Los Angeles, named Metr-La, and consists of traffic speed
data covering 4 months [33].

• San Francisco taxi traffic data: This dataset contains mobility
traces of taxi cabs in San Francisco and is collected from about 500
taxis over 30 days [123]. It is similar to NYC traffic data.

• Traffic data from the Illinois Department of Transportation:
This system provides traffic flow, speed and travel time [124]. These
traffic data can be used for the tasks of traffic flow, speed and travel
time prediction, similar to the functions of UK traffic data.

7. Comparative Experiments

Based on our taxonomy, we conduct a comparative study to evaluate the
performance of the recent hybrid deep learning models fairly under same con-
ditions. We select ten representative models covering the different branches
of our taxonomy including CNN-, GCN- and transformer-based models for
our experiments as well as the different architectural approaches including
paralleled, stacked and hybrid. We re-implement these selected models and
test them on two large public datasets. The following subsections will de-
scribe two datasets, evaluation metrics, and results and discussion.
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7.1. Data Description

For our comparison study, three real-world datasets, named Pems-Bay,
Loop-Seattle and Metr-La that were made available by Li et al. [33], Cui
et al. [35][125], and Li et al. [33] respectively, are used to evaluate the
performances of the selected models described in Section 5. Fig. 7 displays
the locations of loop detectors for (a) Pems-Bay, (b) Loop-Seattle, and
(c) Metr-La. Pems-Bay is collected from California Transportation Agencies
(CalTrans) Performance Measurement System (PeMS) [126] and contains the
traffic speed information from 325 detectors and the physical connections of
these detectors in Bay Area. Specifically, this dataset covers traffic informa-
tion for six months ranging from 1st Jan, 2017 to 30th Jun, 2017. A time step
is 5 minutes and the number of observed traffic data points are 16,937,700 (=
52116 × 325). Loop-Seattle is collected from 323 detectors in the Greater
Seattle area and covers the entire year of 2015. A time step is also 5 min-
utes and the number of traffic data points are 33953760 (= 105120 × 323).
Metr-La is collected from the highways of Los Angeles County during the
1st of March and the 30th of June in 2012 and consists of 207 sensors. Same
as the other two, a time step is 5 minutes and the number of traffic data
points is 7,094,304 (= 34,272 × 207). The difference to the other two is that
Metr-La missed 575,302 data points, accounting for 8.11% of all data points.

TABLE 3 summarizes the information regarding all three datasets in-
cluding maximum (Max), minimum (Min), mean value (Mean), standard
deviation (Std), variance (Var) and size (MB). Comparatively, Metr-La is
more complex with more fluctuations as its standard deviation and variance
are larger than the other two. In addition, the size of Loop-Seattle data is
twice of Pems-Bay and five times of Metr-La.

Table 3: Characteristics of both datasets

Dataset Max Min Mean Std Var Size

Pems-Bay 85.10 0.00 62.62 8.56 85.41 135.90 MB

Loop-Seattle 158.19 0.74 56.57 11.43 147.25 274.40 MB

Metr-La 70.00 0.00 53.72 19.19 374.85 57.00MB
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(a) (b)

(c)

Figure 7: Locations of loop detectors in (a) Pems-Bay, (b) Loop-Seattle and (c) Metr-La
datasets.

7.2. Evaluation Metrics

To compare the models, two performance metrics commonly used in the
literature [127][128], namely Mean Absolute Error (MAE) Eq. (28) and Root-
Mean Square Error (RMSE) Eq. (29), are used in our evaluation.
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2

] 1
2
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MAE presents the average absolute difference between the real and predicted
traffic data. It is used to measure absolute prediction error. RMSE is the
standard deviation of the residuals, which is the difference between the real
and predicted traffic data.

Furthermore, following [127][129], we also define the accuracy of traf-
fic prediction as (100 − MAPE)% where Mean Absolute Percentage Error
(MAPE) is given by Eq. (30).

MAPE =
1

N × T ′ ·
N∑
i=1

T ′∑
t=1

|xi
t − x̃i

t|
xi
t

× 100%. (30)

where MAPE is the percentage of MAE and is utilized to measure the pre-
diction error.

7.3. Comparison against Ground Truth Data

This section compares the predicted traffic against real data and analyzes
the CDF of MAEs from all representative models. Fig 8 presents the real
traffic condition based on the data (i.e., the black line) and the predicted
traffic condition (other colored lines) by the chosen models from 2015-12-31
15:10:00 to 2015-12-31 23:40:00 under busy traffic condition for Pems-Bay.
Fig. 8 (a), (b), (c), (d) and (e) are respectively corresponding to prediction
horizon, T ′ = {1, 3, 6, 9, 12} related to {5, 15, 30, 45, 60} minutes. The X-axis
and the Y-axis represent the time and traffic speed (miles/hour) respectively.
Traffic speed is lower between 16:10:00 and 20:40:00 due to congestion. From
the figure, we observe that all models can broadly follow the general patterns
of the real traffic. However, the abilities of models following the changes
of real traffic data decrease for long-term prediction (i.e., when prediction
horizon is increased).

Fig. 9 presents the CDF of MAEs for T ′ = {1, 6, 12} from all models on
Pems-Bay (Fig. 9 (a), (b) and (c)), on Loop-Seattle (Fig. 9 (d), (e) and (f))
and on Metr-La (Fig. 9 (g), (h) and (i)). For Pems-Bay, the best models for
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Pems-Bay

(a) T’=1 (b) T’=3 (c) T’=6

(d) T’=9 (e) T’=12 (f)

Figure 8: The real and predicted traffic from all models with busy traffic situation in
Pems-Bay.

T ′ = {1, 6, 12} are GMAN, SAGCN-SST and CLTFP, and SAGCN-SST re-
spectively. However, from TABLE 4 that presents experimental results of all
compared models for different horizons, the best model for T ′ = 1 is DCRNN.
Note that in TABLE 4, MAE is calculated by averaging individual MAEs
while Fig. 9 uses individual MAE directly. GMAN is better than DCRNN in
terms of MAEs (cf. Fig.9) but worse than DCRNN for the average of MAEs
(cf. TABLE 4). This implies that the ability of GMAN to predict abnormal
values, like noisy data or data with sudden changes, is worse than DCRNN
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so as to result in the large average MAEs. In addition, for T ′ = 1, the CDF
curves for all models are closer because short-term prediction is less complex
compared to long-term prediction. For T ′ = {6, 12}, the differences of per-
formances for all models are more obvious, especially for T ′ = 12. We can
observe three distinct groups: 1) SAGCN-SST, STANN and AGC-Seq2Seq-
Att; 2) DCRNN, GMAN and CLTFP; and 3) T-GCN, TGC-LSTM, SRCNs
and GLA. SAGCN-SST, STANN and AGC-Seq2Seq-Att that are built based
on GCN, Seq2Seq framework and attention mechanism, achieve the best re-
sults among the three groups due to their ability to capture dynamic-spatial,
dynamic-temporal and long-temporal features. For Loop-Seattle, most of
results are similar to Pems-Bay, but the obvious difference is that SAGCN-
SST is the best model for T ′ = 1 whereas GMAN is the best performer for
Pems-Bay. This is due to Loop-Seattle being larger and more complicated
than Pems-Bay (cf. TABLE 3), and these requires more complex models to
offer better results. For Metr-La, the trend of results are similar to the re-
sults achieved on Loop-Seattle while actual results are generally worse than
the results achieved on the other two datasets due to having higher number
of missing data points. Furthermore, GLA is considered as the worst across
three different prediction horizons.

From the above, we summarize the observations as follow:

• The performances of all representative models for traffic prediction de-
crease as the prediction horizon increases.

• The differences of performances for all compared models are more ob-
vious for larger prediction horizons.

• Models built based on GCN, Seq2Seq framework and attention mech-
anism could perform better for long-term traffic prediction.

7.4. Short- and Long-term Traffic Prediction

This section compares the performance for all representative models on
short- and long-term traffic prediction on both datasets. We show the pre-
diction accuracy (100%-MAPE) of all models for short- and long-term traf-
fic predictions for Pems-Bay (Fig. 10 (a)), Loop-Seattle (Fig. 10 (b)) and
Metr-La (Fig. 10 (c)). Here, the prediction accuracy for short- and long-term
are the average of (100%-MAPE) for T ′ = {1, 3} and the average of (100%-
MAPE) for T ′ = {6, 9, 12} respectively. For Pems-Bay, all models perform
better for short-term traffic prediction than for long-term, but the differences
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Pems-Bay

(a) T’=1 (b) T’=6 (c) T’=12

Loop-Seattle

(d) T’=1 (e) T’=6 (f) T’=12

Metr-La

(g) T’=1 (h) T’=6 (i) T’=12

Figure 9: The CDF curves of MAEs for all models on all three datasets for traffic prediction
with different prediction horizons.
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are small. Those small differences imply that the targeted traffic data with
longer horizon still has close relationship with historical traffic data. For
short-term prediction, CLTFP is the best model with 97% accuracy followed
by DCRNN, AGC-Seq2Seq-Att, STANN, GMAN and SAGCN-SST which
with over 95% accuracy. SRCNs is the worst performing model with 87%
accuracy. For long-term prediction, SAGCN-SST is the best model (96%
accuracy) and SRCNs is still the worst.

For Loop-Seattle, SAGCN-SST, AGC-Seq2Seq-Att and STANN achieve
best results and keep similar accuracy between short- and long-term predic-
tions. Similar to Loop-Seattle, for Metr-La, SAGCN-SST, AGC-Seq2Seq-
Att and STANN are still the top three achieving best results. Other models
obtain lower accuracy for long-term prediction than for short-term predic-
tion. It indicates SAGCN-SST, AGC-Seq2Seq-Att and STANN built under
the Seq2Seq architecture are more capable of dealing with long-term depen-
dencies. In addition, among three datasets, the difference of accuracy for
short- and long-term are larger on Metr-La and smaller on Pems-Bay, which
suggests that Pems-Bay exhibits more obvious long-term temporal dependen-
cies when compared to Loop-Seattle and Metr-La.

The findings by comparing short- and long-term traffic prediction could
be summarized as follows:

• The differences of performances for all models for short-term traffic
prediction are smaller than for long-term traffic prediction.

• Traffic has longer temporal dependencies for Pems-Bay when compared
against Loop-Seattle and Metr-La.

• All representative models perform better on Pems-Bay than on Loop-Seattle

and on Metr-La.

7.5. Model Architecture and Constituent Modules

This section discusses the results from the perspective of model’s archi-
tecture design, in which all compared models are grouped as follows:

(a) CNN-based models including CLTFP and SRCNs.

(b) GCN-based models including T-GCN, TGC-LSTM, DCRNN, GLA,
AGC-Seq2Seq-Att, STANN and SAGCN-SST.

(c) Transformer-based model including GMAN.
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(a) Pems-Bay (b) Loop-Seattle

(c) Metr-La

Figure 10: The prediction accuracy (100%-MAPE) of short- and long-term traffic predic-
tion from all models on three datasets.

TABLE 4 presents the detailed results of all models on all three datasets
based on the three error metrics (i.e., MAE, MAPE and RMSE).
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Table 4: Results from all models on both datasets

Model Pems-Bay Loop-Seattle Metr-La

Name MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

(a) 5-min future prediction (T’=1)

CLTFP 1.1069 2.24 1.7428 2.2525 5.52 3.1492 2.3416 5.57 3.2713

SRCNs 3.0012 7.88 4.9425 3.6932 10.39 5.5424 3.8341 11.02 6.1523

T-GCN 3.0045 8.19 5.1369 3.9918 11.87 6.0916 6.3234 15.67 9.2888

TGC-LSTM 3.0378 7.79 4.9819 3.6507 10.85 5.4992 4.6806 11.21 7.5362

DCRNN 0.9232 2.26 1.6350 2.3905 5.73 3.5506 2.3325 5.77 4.0161

GLA 4.3009 9.95 5.9600 4.2039 12.88 6.3319 11.8797 23.59 13.6322

AGC-Seq2Seq-Att 1.5656 3.29 2.2695 1.5146 3.54 2.0184 1.9618 3.95 2.9543

STANN 1.9643 4.30 2.9029 1.4434 3.34 1.9099 1.0892 3.66 2.8919

GMAN 0.9468 2.85 2.9861 2.4510 6.15 3.7890 2.5358 6.54 4.6822

*SAGCN-SST 1.4093 3.13 2.0184 1.0468 2.46 1.3695 1.5165 3.23 2.1047

(b) 15-min future prediction (T’=3)

CLTFP 1.5640 3.19 2.3709 1.6257 4.00 2.2290 2.7933 4.12 4.1738

SRCNs 5.8743 16.34 9.3951 3.8732 11.07 5.9035 4.6913 13.02 8.8659

T-GCN 2.9609 8.05 5.0348 4.0576 12.12 6.1988 6.4863 15.94 9.7750

TGC-LSTM 3.0190 7.73 4.9323 3.7321 11.02 5.6377 4.8676 11.71 8.2545

DCRNN 1.3489 3.29 2.7286 2.8787 7.70 4.7072 2.7776 7.38 5.3535

GLA 3.7579 9.41 5.7377 4.1712 12.81 6.4248 11.2571 22.70 13.2856
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AGC-Seq2Seq-Att 1.5562 3.29 2.2689 1.4629 3.49 1.9738 2.0400 4.13 3.1442

STANN 1.7678 3.85 2.5972 1.4327 3.32 1.8908 1.8351 3.70 2.8343

GMAN 1.3494 2.81 2.9138 2.8577 7.72 4.8653 2.8493 7.68 5.6404

*SAGCN-SST 1.4364 3.14 2.0448 1.0258 2.39 1.3358 1.5216 3.26 2.1322

(c) 30-min future prediction (T’=6)

CLTFP 1.1921 2.83 1.5834 1.4690 2.91 2.1000 3.1638 6.81 6.9471

SRCNs 3.4198 9.05 5.5118 4.0975 12.05 6.3305 4.3469 12.61 6.9237

T-GCN 2.9909 8.09 5.0879 4.1756 12.49 6.4046 6.8020 16.56 10.5514

TGC-LSTM 3.0845 7.87 5.0698 3.8981 11.53 6.0007 5.3022 12.73 9.3802

DCRNN 1.6670 4.20 3.6067 3.3235 9.72 5.7323 3.1839 8.95 6.4789

GLA 3.7895 9.60 5.8467 4.3120 13.20 6.6893 11.6708 23.63 14.1950

AGC-Seq2Seq-Att 1.5840 3.36 2.2989 1.4577 3.45 1.9635 2.2958 4.71 3.4912

STANN 1.7589 3.83 2.5658 1.4740 3.41 1.9420 1.8659 3.74 2.8085

GMAN 1.6402 3.63 3.7687 3.2183 9.25 5.7687 3.1499 8.91 6.5055

*SAGCN-SST 1.4224 3.14 2.0381 1.0188 2.38 1.3316 1.5405 3.34 2.1539

(d) 45-min future prediction (T’=9)

CLTFP 2.4238 5.22 4.0115 3.4425 9.70 5.1973 6.1009 10.49 10.9485

SRCNs 5.8642 16.34 9.3799 4.3141 12.82 6.6889 6.2910 10.76 11.21

T-GCN 3.1179 8.37 5.3479 4.3779 13.14 6.7734 7.1467 17.34 11.2733

TGC-LSTM 3.2477 8.25 5.4156 4.1632 12.40 6.5318 5.7707 13.90 10.3859

DCRNN 1.8438 4.72 4.0444 3.6521 11.14 6.3940 3.4493 10.02 7.1828
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GLA 3.8586 9.77 5.9953 4.5164 13.78 7.0570 12.0324 24.43 14.9598

AGC-Seq2Seq-Att 1.5147 3.21 2.1976 1.4898 3.53 2.0057 2.4807 5.10 3.7515

STANN 1.7967 4.03 2.6325 1.4835 3.44 1.9612 1.8728 3.78 2.8972

GMAN 1.7917 4.08 4.1664 3.4745 10.32 6.3433 3.3546 9.75 7.0569

*SAGCN-SST 1.4269 3.14 2.0503 1.0224 2.40 1.3378 1.5610 3.32 2.1661

(e) 60-min future prediction (T’=12)

CLTFP 2.6475 5.98 4.5727 3.9472 11.82 6.1794 7.6731 13.25 13.2743

SRCNs 3.5731 9.86 5.9204 8.4099 30.35 11.7965 9.0269 17.65 14.38

T-GCN 3.3143 8.82 5.7469 4.6508 14.08 7.2687 7.4969 18.24 11.9422

TGC-LSTM 3.4793 8.80 5.8997 4.4880 13.53 7.1516 6.2545 15.16 11.3245

DCRNN 1.9685 5.06 4.3070 3.9242 12.26 6.8891 3.6755 10.91 7.7280

GLA 3.9793 10.05 6.2410 4.7786 13.78 7.0570 12.3956 25.26 15.6969

AGC-Seq2Seq-Att 1.6141 3.41 2.3051 1.4551 3.45 1.9575 2.1084 4.28 3.2115

STANN 1.5066 3.25 2.1560 1.4857 3.44 1.9550 1.8802 3.79 2.8996

GMAN 1.8892 4.36 4.3754 3.6786 11.16 6.7498 3.5033 10.35 7.4248

*SAGCN-SST 1.4229 3.14 2.0291 1.0292 2.42 1.3455 1.5636 3.39 2.1585
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7.5.1. CNN-based models

CLTFP and SRCNs are two CNN-based models. Both use CNN for spa-
tial feature extraction and LSTM for temporal feature extraction. However,
CLTFP adopts the paralleled architecture while SRCNs follows the stacked
architecture.

From TABLE 4, we see that both models achieve better results on Pems-Bay.
CLTFP consistently outperforms SRCNs on all datasets across different pre-
diction horizons. The MAPEs of CLTFP for T ′ = {1, 3, 6, 9, 12} are {2.24,
3.91, 2.83, 5.22, 5.98} on Pems-Bay, {5.52, 4.00, 2.91, 9.70, 11.82} on Loop-Seattle

and {5.57, 4.12, 6.81, 10.46, 13.25} on Metr-La. The main reason is that
CLTFP has the ability to capture more features including short-term varia-
tion, long-term periodicity and spatial relation of traffic data by three inputs
corresponding to a CNN and two LSTMs. In comparison, SRCNs only has
an input used to capture spatial features first and then its output is treated
as the input of LSTM for temporal feature extraction. In addition, CLTFP,
built with the paralleled architecture, analyzes different patterns of traffic
data separately. This could reduce the temporal information distortion as
opposed to SRCNs, adopting the stacked architecture, the temporal features
are extracted after the spatial feature extraction.

7.5.2. GCN-based models

T-GCN, TGC-LSTM, DCRNN, GLA, AGC-Seq2Seq-Att, STANN and
SAGCN-SST are seven GCN-based models. From TABLE 4, GLA, T-GCN
and TGC-LSTM generally achieve larger errors (MAPE) compared to the
other four models on all datasets for all different prediction horizons. Both
GLA and TGC-LSTM are built using GCN and LSTM but GLA has an extra
attention layer. On the other hand, T-GCN is built based on GCN and GRU.
Between T-GCN and TGC-LSTM, the main difference is that TGC-LSTM
captures spatial features from k − hop neighborhoods instead of only using
a single specific k − hop neighborhood in T-GCN. Since traffic data from
more neighborhoods can offer more features, TGC-LSTM achieves better
results than T-GCN. In addition, GLA only uses the 1 − hop neighborhood
for spatial feature extraction. This limits the consideration of the prediction
to adjacent stations only. Compared to T-GCN (k = 3), the region limit to
capture spatial features is smaller for GLA (k = 1). This is likely the reason
why the predictions achieved by GLA have largest errors.

The four models achieving better performance, namely DCRNN, AGC-
Seq2Seq-Att, STANN and SAGCN-SST, all share a common design decision -
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i.e., they are built with Seq2Seq framework. This seems to be the main reason
for them to achieve more accurate predictions compared to the previous three
models. Among these four models, DCRNN’s performance worsens when
the prediction horizon is increased while the other three models maintain
stable level of prediction accuracy over different prediction horizon. This
observation is valid for all three datasets.

On Pems-Bay, DCRNN obtains the best results for T ′ = 1 and the worst
for T ′ = {6, 9, 12}. This indicates that DCRNN is more suited for short-term
prediction. We also observe that the results for AGC-Seq2Seq-Att, STANN
and SAGCN-SST are similar on both short- and long-term predictions. These
models share a common feature, i.e., they all use the attention mechanism
in some manner. AGC-Seq2Seq-Att included the attention mechanism in its
decoder for dynamic-temporal feature analysis while STANN included the
attention mechanism in both its encoder and decoder for dynamic-spatial
and dynamic-temporal feature extraction. SAGCN-SST integrated the at-
tention mechanism in its GCN layers for dynamic-spatial feature analysis.
Furthermore, SGCN-SST has the ability to deal with different k−hop neigh-
borhoods as opposed to only using one specific k − hop neighborhood as in
AGC-Seq2Seq-Att. The above suggests that attention mechanism allows bet-
ter predictions at longer prediction horizon. SGCN-SST achieves the most
accurate predictions when T ′ is larger. We attribute this to its ability to
consider multiple neighborhoods.

The larger Loop-Seattle dataset recorded more complex traffic patterns
with higher volatility. For this dataset, DCRNN achieves the worst accuracy
across all prediction horizons, suggesting that DCRNN did not manage to
cope with the complexity of the traffic in Loop-Seattle even at short pre-
diction horizon (i.e., T ′ = 1) when it performs the best in Pems-Bay dataset.
For more challenged Metr-La with many missing data points, DCRNN is
also worst when compared to AGC-Seq2Seq-Att, STANN and SAGCN-SST.
At the other end of the spectrum, we see that SAGCN-SST consistently
performs the best across different prediction horizons. This indicates that
SAGCN-SST is able to handle data of different complexities and thus, offer
robust prediction performance. Moreover, we also observe that both SAGCN-
SST and STANN achieve better results on Loop-Seattle than on Pems-Bay

while the opposite is true for DCRNN and AGC-Seq2Seq-Att. All these four
models perform worse on Metr-La than the other two. We conjecture that
this may be due to (1) DCRNN concentrates on spatial-temporal features
and neglects the dynamic-spatial and/or dynamic-temporal features analysis
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and (2) that dynamic-spatial feature analysis seems more important than
dynamic-temporal analysis for traffic prediction on road network with more
complex traffic patterns.

7.5.3. Transformer-based model

GMAN is a transformer-based model. Compared to GCN-based models
that use GCN for the spatial or dynamic-spatial feature extraction, GMAN
makes use of the attention mechanism to directly analyze dynamic-spatial
features. For dynamic-spatial features, individual weights are assign to the
different sensors on the road network for attributing the different contri-
bution of each location to the targeted sensor. This incur higher costs in
terms of computer memory and computation time. To reduce these costs,
GMAN randomly partitions all sensors into several equal-size groups and use
them for analyzing local spatial features instead of global spatial features.
This is conceptually similar to the GCN-based models that define the size of
neighborhood using k for local spatial feature analysis. However, since group
membership is random, there is no specific focus on nodes’ neighborhoods.

This could be the reason that GMAN perform worse than AGC-Sqe2Sqe-
Att, STANN and SAGCN-SST, especially for long-term prediction. In addi-
tion, similar to DCRNN, the three errors achieved by GMAN (cf. TABLE 4)
increase with longer prediction horizon. For instance, its MAPE increases
from 2.85% for T ′ = 1 to 4.36% for T ′ = 12 on Pems-Bay. On Loop-Seattle

and Metr-La, the MAPEs improve in the same trend but in larger magnitude.

7.6. Prediction Robustness

In this section, we focus on the robustness analysis of all representative
models. According to [130], the robustness of deep learning model is evalu-
ated by measuring how effective the model is when tested with new indepen-
dent but similar datasets. Therefore, we analyze the robustness of all com-
peting models by comparing their performances on different datasets. TA-
BLE 5 presents the difference of MAPE between (1) Pems-Bay (top row) and
Loop-Seattle (i.e., |MAPEPems-Bay − MAPELoop-Seattle|) and (2) Metr-La

(bottom row) and Loop-Seattle for all prediction horizons. AGC-Seq2Seq-
Att obtains the averagely smallest difference of MAPEs between Pems-Bay

(Metr-La) and Loop-Seattle and the average of differences for all prediction
horizons is only 0.561% (= (0.180% + 0.942%) / 2). It is followed by STANN
(0.441% = (0.538% + 0.344%)) and SAGCN-SST (0.813% = (0.728% + 0.898
/ 2)). This implies AGC-Seq2Seq-Att is the most robust among all models,
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followed by STANN and SAGCN-SST. Although the differences of AGC-
Seq2Seq-Att and STANN are smaller than SAGCN-SST, the three types of
error achieved by SAGCN-SST are smaller than the other two. Considering
the three types of errors, prediction accuracy for short- and long-term pre-
dictions and the differences of MAPEs between three datasets, our results
suggest SAGCN-SST offers a balance trade-off among the models used in
our comparative experiments. Finally, models that are developed based on
GCN, attention mechanism and the Seq2Seq architecture (AGC-Seq2Seq-Att
and SAGCN-SST) achieves more accurate predictions and more robust on
different datasets.
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Table 5: The differences of MAPE between Pems-Bay(top) / Metr-La(bottom) and Loop-Seattle for different prediction
horizons.

Model
Name

Data CLTFP SRCNs T-GCN TGC-LSTM DCRNN GLA AGC-Seq2Seq-Att STANN GMAN SAGCN-SST

5-min
Pems-Bay 3.28 2.51 3.68 3.06 3.47 2.93 0.25 0.96 3.30 0.67
Metr-La 0.05 0.63 3.80 0.36 0.04 10.71 0.41 0.32 0.39 0.77

15-min
Pems-Bay 0.81 5.27 4.07 3.29 4.41 3.40 0.20 0.53 4.91 0.75
Metr-La 0.12 1.95 3.82 0.69 0.32 7.89 0.64 0.38 0.04 0.87

30-min
Pems-Bay 0.08 3.00 4.40 3.66 5.52 3.60 0.09 0.42 5.62 0.76
Metr-La 4.62 0.56 4.07 1.20 0.77 10.43 1.26 0.33 0.34 0.96

45-min
Pems-Bay 4.48 3.52 4.77 4.15 6.42 4.01 0.32 0.59 6.24 0.74
Metr-La 0.79 2.06 4.20 1.50 1.12 10.65 1.57 0.34 0.57 0.92

60-min
Pems-Bay 5.84 20.49 5.26 4.73 7.20 3.73 0.04 0.19 6.80 0.72
Metr-La 1.43 12.70 4.16 1.63 1.35 11.48 0.83 0.35 0.81 0.97

average
Pems-Bay 2.898 6.958 4.436 3.778 5.404 3.534 0.180 0.538 5.374 0.728
Metr-La 1.402 2.324 4.010 1.076 0.704 10.232 0.942 0.344 0.274 0.898

variance Pems-Bay 4.721 46.647 0.299 0.362 1.800 0.130 0.011 0.063 1.472 0.001

Metr-La 3.550 35.760 0.035 0.290 0.323 1.871 0.220 0.001 0.218 0.006
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8. Summary, Conclusions and Future Directions

In this work, we first reviewed recent traffic prediction solutions employ-
ing hybrid deep learning models. In our review, we first put into context
the evolution of the traffic prediction solutions leading to these models be-
fore constructing a taxonomy of these hybrid models, broadly into three: 1)
CNN-based models; 2) GCN-based models; and 3) transformer-based mod-
els; based on the methodologies used for the spatial feature extraction. The
models in each of these category are further segregated and analyzed based
on their spatial-temporal feature extraction methods (i.e., either fixed or dy-
namic as defined in Definition 1 and 2). We then highlight and discuss com-
mon architectural choices of the reviewed models as well as the constituent
sub-models frequently exploited in these hybrid models. In addition, we also
summarize commonly used public data sources to facilitate future researches
in developing and evaluating new solutions.

We then chose ten representative models covering all types of models
based on our taxonomy and conduct an extensive comparative study. Since
in the literature, different datasets and settings are used in evaluation, it is
then difficult to compare the performance of different models fairly. In our
study, we reconstructed the chosen models and compare their performance
under identical experiment setup and using the same datasets. We consider
both short- and long-term predictions to offer better overview of the strength
and capabilities of the different models. From our study, models that can
achieve high prediction accuracy for traffic predictions on large-scale road
networks have characteristics summarized as follows:

• Using GCN module to analyze spatial or dynamic-spatial feature de-
pendencies.

• Building under the Seq2Seq framework that is effective for long-term
temporal feature extraction.

• Using the attention mechanism for dynamic-spatial or/and temporal
feature analysis. It is noted that applying the attention mechanism for
dynamic-spatial feature analysis can obtain marginally better results
compared to applying it for dynamic-temporal feature analysis.

We summarize the observations from our study on model architectures
and constituent modules as follow:
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• Between the paralleled and stacked architecture, the former achieves
better prediction when same constituent modules are used to build the
model.

• Considering larger neighborhood and/or more neighborhoods offers
better performance when the models are built based on same modules
and have the similar architecture.

• Models that include the Seq2Seq architecture achieve more accurate
predictions, especially for long-term traffic prediction.

• Models that are built based on both attention mechanism and the
Seq2Seq architecture obtain small differences of performances between
short- and long-term traffic prediction.

• Models that are able to extract dynamic spatial features offer better
performances than models that concentrate on dynamic temporal fea-
ture analysis.

Furthermore, we identify two directions that could potentially offer sig-
nificant improvement in the prediction accuracy.

• For spatial feature analysis, the attention mechanism allocates differ-
ent weights to sensors in the neighborhood of the targeted sensor for
contributing to the targeted sensor. However, existing works mostly
consider fixed neighborhood region (i.e., all the neighborhoods are of
the same size). In real world, the neighborhood size having influence on
the targeted sensor is dynamic along both the space and time domains.
For example, at the same time step, the neighborhood size that im-
pacts traffic state in the targeted sensor during period of serious traffic
congestion is larger than under normal traffic situation. In addition, at
different time steps, the neighborhood size for the same targeted sen-
sor should be treated differently because traffic state constantly evolve
over time. Therefore, how to define a dynamic neighborhood for each
sensor over time is one challenging aspect for building a deep learning
model to analyze real-world spatial dependencies.

• For the temporal feature analysis, future traffic state relies more on
previous time steps under the abnormal traffic situation such as serious
traffic congestion than when under normal traffic situation. Therefore,
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the length of historical traffic data used to predict future traffic data
should be dynamic rather than fixed for each sensor along the time
domain.
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