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Abstract

Segmentation of a road portion from a satellite image is challenging due to its complex background, oc-
clusion, shadows, clouds, and other optical artifacts. One must combine both local and global cues for an
accurate and continuous/connected road network extraction. This paper proposes a model using fractional
derivative-based weighted skip connections on a densely connected convolutional neural network for road
segmentation. Weights corresponding to the skip connections are determined using Grunwald-Letnikov
fractional derivative. Fractional derivatives being non-local in nature incorporates memory into the sys-
tem and thereby combine both local and global features. Experiments have been performed on two open
source widely used benchmark databases viz. Massachusetts Road database (MRD) and Ottawa Road
database (ORD). Both these datasets represent different road topography and network structure includ-
ing varying road widths and complexities. Result reveals that the proposed system demonstrated better
performance than the other state-of-the-art methods by achieving an F1-score of 0.748 and the mIoU of
0.787 at fractional order 0.4 on the MRD and a mlIoU of 0.9062 at fractional order 0.5 on the ORD.

Keywords: Remote Sensing, Road Network Extraction, Image Segmentation, Fractional-Order
Derivative

1. Introduction

Remote sensing images acquired through satellites are of high resolution and contain large coverage
of the geographical region. These images provide accurate topographical information about the earth’s
surface [11,12,3]]. Roads can be extracted from these images, which can help in urban planning, emergency
rescue, autonomous driving etc. Semantic segmentation is needed to extract roads from such images. It
is equivalent to a classification setup that assigns a class of either being road or non-road to every pixel
of the image. After extracting the pixels depicting roads, the extracted roads can be further used for
extracting their centerline using morphological thinning-based algorithms [4]]. This study is focused
on extraction of all the pixels corresponding to roads. Traditional automatic road segmentation methods
involve the usage of machine learning techniques like Bayesian [5] and heuristic methods [6,7]]. Heuristic
methods semantically combine roads and group them using hypothesis and testing paradigm, while the
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Figure 1: Visual representation of references arranged in chronological order that is helping in better understanding
of the progress in road segmentation

Bayesian approach involves stochastic process models which extract roads by probabilistic modeling [8|,
4]. Ambient challenges such as shadow, variable road width, complex surroundings, occlusion arising due
to traffic and trees etc. pose serious challenges to these methods and significantly reduces their accuracy
[9, [10]. Most of the machine learning algorithms fail to achieve high precision in the road network
segmentation due to their inability to handle multi-scale road sections, particularly narrow road segments
with substantial width variability [11}[12]. Road extraction models based on road features, automation,
problems arising while extraction and type of methods adopted, are comprehensively reviewed in [13]].

To overcome the challenges of road network segmentation, several deep-learning approaches have
been developed [29, 44, 69]. Convolutional neural networks (CNN) are popular filters for extracting
useful features from an image. A network with multiple layers of CNNs called deep convolutional neural
networks (DCNNs) can be devised to build a hierarchy of features from the multi-scale remote sensing
data sets [S7, 50]. The mainstream segmentation networks like Fully Convolutional Neural Networks
(FCNN) [26], U-Net [24], U-Net++ [45], Deeplabv3 [34], deep residual U-Net [42] etc are successfully
being used for the road extraction. The FCNNs with skip connection architecture can combine semantic
information from deep, coarse layers and appearance information from shallow, fine layers to improve
the segmentation performance. This fusion of fine layers and coarse layers intends to preserve global
structure while making local predictions. Further, U-Net [24, 45] uses an end-to-end training approach
by concatenating the pair of corresponding cropped feature maps from the encoder and decoder that
prevents the loss of information and helps in the precise localization. ResNet [76, 42] uses the past
feature maps using skip connections that help to prevent vanishing gradient problems and avoid any loss
of information. DenseNets [49]] also uses skip connections to get inputs from each preceding layer of a
dense block, which increases the input variability and the network performs more accurately.

The architectures of networks mentioned above can efficiently perform the segmentation task, but
complex backgrounds and occlusion due to buildings, cars, trees , etc., overlapping, interlacing, and
shadowing of the clouds, trees etc. in satellite images affects the accuracy of road network extraction.
Long-term feature interactions are required to extract roads from the images with complex backgrounds,
since such interactions can preserve semantic/appearance information. Thus to improve the forward
propagation of the features, it is better to reuse the feature extracted at preceding states. Several works
related to combination of local and global information exist [[/7, [78]. For instance, a self-weighted
technique of combining local and global motions has been proposed in [[/9] for crowd detection. The
architecture of some DCNNSs such as DenseNet [49]], SDUNet [[74], CondiNet++ [[67]], RoadVecNet [65]]
and multiview-based parameter free approach [79] have been designed to address the problem of long-
term memory and preservation of global & local cues, but without any solid theoretical explanation of
memory exploitation. These works extract global and local features separately, while fractional derivative
based methods inherently compute global and local features. FOCNet [S3] has been proposed in the



literature for image denoising to address the memory issue, where the network is designed by solving
a system of fractional differential equations and, the global and local features are extracted inherently.
Some relevant works involving road segmentation are compared in Table [1| on the basis of architecture
and results. Figure |l{shows the arrangement of references in chronological order to show how over time,
frontiers of mathematical background have developed and the work on the road network segmentation
has gained research attention from the community. It can be noted that earlier fractional calculus was an
abstract area of research with vigorous calculations and recently with the introduction of new definitions
of fractional derivatives, the applications of fractional calculus is being seen in several domains of science
and engineering including image processing. It can also be seen that the arrival of deep learning has
motivated the growth of automatic road extraction techniques and researchers are engaged in overcoming
the challenges through the development of new models.

The automatic way of finding the network parameters treats the system as a black box, which lacks
interpretability [80, 81]]. Due to this, understanding the conceptual basis, potential advantages, and lim-
itations of methods become difficult [82]. Moreover, it is not feasible to tune the additional parameters
when handling different databases. If the process of decision-making by the network is known, then this
provides the flexibility of adjusting human preferences through parameters. Thus it is recommended to
decide these parameters on a mathematical basis. Some recent studies have shown that the forward prop-
agation in DCNNs can be treated as a dynamic system which can further be characterized by a differential
equation [36, |15, 46]]. The forward propagation of ResNet is shown to be equivalent to the forward Euler
numerical discretization of an ordinary differential equation (ODE) in [46]. They also showed that other
recent architectures like RevNet [35], and FractalNet [30] can be designed by the discretization of some
ordinary/ partial differential equation [S6]. The ordinary/partial differential equations systems are local,
due to which only short-term feature interactions are possible, whereas fractional differential systems are
non-local and have long-term memory. Numerous dynamic systems have been demonstrated to be better
characterized by FODE than ODE [83]]. Therefore, designing the road segmentation network using ODE
is not enough. We have modeled the propagation of the deep road segmentation network as a dynamic
system using fractional differential equations to enhance the memory of the network. Fractional differen-
tial equations are non-local and incorporate memory into the system by adding fractional weights to the
skip connections between the layers. These fractional weights can be interpreted using the mathematical
framework of Grunwald-Letnikov fractional derivatives [17]. The memory of a dynamic system obeys
the power law [23]], which means the recent stage will have more weightage than the older ones, and
Grunwald Letnikov fractional derivatives also follow the power-law memory property [23)47]].

In this paper, the road segmentation network has been designed naturally by solving a fractional opti-
mal control. The forward propagation of the proposed network is constructed by discretizing the system
of Grunwald-Letnikov based FODEs with control variables. As a result, the output of each layer of the
proposed network becomes dependent on the weighted sum of features of previous layers at the same
level where weights are controlled by fractional order and state of the network. To summarize, the ad-
vantages of using FODE-based dense road segmentation networks over ODE-based dense segmentation
networks are: 1) The power-law memory mode can be described by the FODE and has been proven
effective in preserving memory. 2) The output of each layer of the proposed network is dependent on
the weighted sum of features of previous layers at the same level instead of the concatenation of the
features, which reduces the number of learning parameters. The main contributions of the manuscript are
highlighted below:

1. This paper proposes a road segmentation network with weighted skip connections which is mod-
elled as a dynamic system using G-L fractional derivative. This work has exploited the memory



property of fractional derivatives in designing the road extraction network.

2. The proposed fractional derivative-based dense network takes into account all past feature vectors
and reuse them at forward states, but with a lesser number of parameters and with mathematical
interpretations behind it . The weighted sum of outputs of the previous layer is computed in place
of their concatenation to reduce the number of parameters. Weights corresponding to these skip
connections are dependent on the chosen order of derivative .

3. Experiments have been carried out on two open source databases (Massachusetts Road Database
(MRD) and Ottawa Road Database (ORD)) with different road structures and backgrounds. Results
show that the proposed model has achieved state-of-the-art performance in terms of recall, F1-
score, and mean IoU.

The manuscript has been structured as follows: Section [2] discusses some work related to the study
including the basics of fractional calculus and the advantages of using it in the DCNNSs. The proposed
approach has been explained in Section [3] followed by the experimental results obtained in Section {]
and the conclusion and future scopes are presented in Section 3]

2. Background

This section briefly introduces fractional calculus by providing relevant definitions and the motivation
behind its application in modelling real-world problems. It also explains the approach for dynamic system
modelling of the forward propagation of Deep Convolutional Neural Networks (DCNNs).

2.1. Fractional Calculus

Fractional calculus is a branch of mathematics that deals with derivatives and integrals of arbitrary
order. Fractional calculus is as old as calculus, but due to the involvement of vigorous calculations, this
area was considered as the area of theoretical research only [16]]. With the introduction of new definitions
of fractional derivatives and the availability of software, and computational support, fractional calculus is
now being enormously used for modeling real-world problems [84.|85]] and thus in Neural Networks [86],
Image Processing [S3]] and various biological evolution [85) [87] based optimization techniques. There
exist several ways of defining fractional derivative, but the Grunwald Letnikov derivative which is given
by (I) has been used in this study due to its discrete nature.

Grunwald Letnikov derivative. Anton Karl Griinwald and Aleksey Vasilievich Letnikov has given the
limit definition of fractional derivative in 1867 and 1868 respectively [17]. Without any assumptions on
differentiability of the function forav : n—1 < a < n > 0, the GL derivative of order « for any function
g(t) is expressed as

oDeg(t) = fim 1 S-(-1) (@ )gte = o) n
nh=t r=0

a\ I'(a+1)
where (1) = Ta—rt D) (1)’

function for non-integers).

h is the step size and I'(.) is the Gamma function (extension of factorial

Memory Property. It has been found that memory equipped systems are related with power-law memory,
i.e., while defining the current state ¢ of the system, weights of previous states ¢; of a system are directly
proportional to (¢ — ¢;)*~* where 0 < o < 1. These power-law memory systems can be described with
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Table 1: Comparison of State-of-the-art Road Segmentation Methods with Respect to Architecture and Results on

ORD and MRD

SNo. Methods Architecture Database Results

1. ResUnet: encoder decoder ~ U-Net like architecture with residual skip ~MRD [21]] breaking point=0.9187 and outperformed
architecture [42] (2018) connections SOTA methods : U-Net [24], Saito-CNN

[27]] and Mnih-CNN [[19]

2. D-linkNet encoder  pretained ResNet34 as encoder, and decoder ~DGRD Achieved best IoU scores 0.6466 and 0.6342
decoder architecture [39]  of original linkNet with dilated convolutions on the validation and the test set resp.
(2018)

3. GL-DenseUNet : encoder  DenseUnet architecture with global attention ~ Google Outperformed U-Net [24], FCN [26] and
decoder architecture [40]  unit earth im-  DeepLabV3+ [38] with higher F1-scores
(2018) ages

4. End-to-End road center- The model adopted 13 VGG layers to create ~ MRD [21]] The model achieves 0.92 on completeness
line extraction using acon-  an encode-decode network architecture.The metrics and 0.87 on correctness matrics
fidence map [43] (2018) model generates multiple scale outputs.

5. DenseUNet : encoder and  UNet with dense blocks MRD [21] Outperformed UNet [24], SegNet [32], GL-
decoder architecture [49] DenseUNet [40] with F1-score and mIoU of
(2019) 74.07% and 74.47% resp.

6. A Two-Step Deep Con-  Used two continuous Unet: high precision ~ MRD [21] The model achieved significant results in
volution Neural Network  first Unet and then high recall second Unet. terms of accuracy, precision, Recall and F1-
[51] (2019) score.

7. VNet:  Fully Convolu-  Similar to Unet model, but the left part of the =~ ORD The model achieved high F1 scores on MRD
tional Neural Network network is splitinto various phases operating ~ MRD[21]] and ORD.

160] (2020) at different resolutions, with new CEDL loss
function.

8. Generative ~ Adversarial ~ Used GAN based approach with Modified =~ MRD the approach achieved 91.54 precision, 92.92
Network [64] (2021) UNet as generative part recall, MCC of 91.13, mIOU of 87.43 and a

Fl-score of 92.20.

9. RoadVecNet: encoder and  Used two encoders, two decoders, basically  ORD &  Achieved high Fl-scores, MCC and mean
decoder architecture [65] two U-nets with dense connections MRD ToU on both databases
(2021)

10. BMDANet: encoder de-  with multi-dimensional attention module ORD Outperformed S-O-A methods like UNet
coder [[71] (2021) [24], D-linknet [39] with 0.9363 Fl-score

and 0.8802 mIoU.

11. ConDinet++ : encoder and  Pretrained VGG16 as encoder for the feature ~ MRD [21] the model outperformed several SOTA with
decoder architecture [67]  extraction. feature fusion in decoder part by high precision, recall, mIOU and F1-Score
(2022) adopting the conditional dilated convolution

blocks (CDBs) with the joint loss of cross-
entropy loss and Lovasz loss
12. SDUNet: encoder and DenseUNet with DULR Module, loss func- MRD [21] Outperformed SOTA like UNet [24], D-

decoder architecture [74]
(2022)

tion as sum of binary cross entropy loss and
dice coeff loss

linknet [39]] with 0.7410 F1-score & 0.7840
mloU.




the help of FODE [23,47]. It can be seen from the above expression (I]) that the value of the function at
all past points ¢; are taken into account while calculating the fractional derivative at a point ¢. Hence, the
fractional derivatives are non-local and incorporate memory into the system which is highly significant
for a dynamic system.

2.2. Underlying Dynamics and Architecture of DCNN

The output of any layer of a CNN is dependent on the input of that layer and the parameters of the
convolution kernel. Thus the propagation of a simple DCNN with 7" number of layers can be represented
by the following evolution process:

zii1 =00 xz) t=1,2,---T (2)

where z; € R" is the input of the t;, layer, z;.; € R" is the output of the t;, layer of the network and
0; € R™ is the matrix of parameters of the convolution kernel and ¢ : R — R" is a non-linear activation
function dependent on the input z; and convolution parameters ;. The optimal parameters of the neural
network are obtained by minimizing the sum of the loss function and the regularization function of the
parameters over all layers. Mathematically, the optimal solution 6(¢) is evaluated by solving the following
expression

T
{511}29 > R(6;) + L(®(zr),u), 3)
Hi=1 4=1

where R(-) is the regularization function dependent on convolution parameters, ®(z7) : R" — R? is the
output of the final layer, u is the expected output of the network and L(-,-) : R — R is the loss function.
The forward propagation of a DCNN is equivalent to a dynamical system and a dynamic system can
be described by an ODE [[15,[36]. If z(¢) is the corresponding trajectory of the system, then the dynamics

of the deep neural network can be represented by the following ODE:

2(t) = F(2(t),0(1)), 2(0) = 2, t€[0,T] )

where zq is the initial condition of the dynamic system and 6(¢) is the control parameter [18]] and that
system can be solved by the optimal control method. The target is to find the best control §(t) for the
system at time ¢. Thus for that the payoff P has to be maximized which is shown in the following equation

P(6) = /OTH(Z(t), 0(t)) + J(®(0(t)))do (5)

where H(-) and J(+) are the running payoff and the terminal payoff respectively [14} [18] 20], which act
like the loss and regularization function in (3).

3. Proposed Approach

This section describes the proposed methodology from a mathematical perspective. The proposed
architecture has been designed by solving an optimal control problem comprising fractional differential
equations. The fractional optimal problem view of road segmentation is presented in this section. More-
over, the architecture of the network has been well explained with the help of mathematical equations.



Table 2: Scalewise Architecture Details of the Proposed Road Segmentation Convolutional Network: The size of
input features, number of layers and filters at each level are presented in this table.

Level InputSize Number of layers Number of Filters

1 512 x 512 4 (both sides) 64

2 256 x 256 5 (both sides) 128
3 128 x 128 7 (both sides) 256
4 64 x 64 10 (both sides) 512
5 32 x 32 12 1024

3.1. Modeling as Fractional Optimal Control

In this manuscript, the dynamic system corresponding to the propagation in DCNN for road seg-
mentation is represented with the help of a fractional differential system and the optimal control is to be
evaluated after solving the corresponding system. Consider the following fractional differential system
[16] describing the propagation of deep CNN in which the feature trajectory z(t, s) is assumed to be
continuous in time and space:

win / L(®(=(T, 5)), u(s)) ds ©)

S.t.
oD z(t,s) = f(2(t,5),0(t)), 2(0,s) = ¥(I(s)), t€[0,T] (7

where s € () is the 2-D spatial position, /(s) is the input road image, u(s) is the ground truth segmented
road image and ®, W are linear transformation , e.g. convolution. The proposed network is designed
by solving the above fractional optimal control problem as the fractional-order differential equation has
long-term memory. The problem aims to find the optimal control §(¢) such that the objective loss,
i.e., dice coefficient loss in (6) is minimized [31].

INPUT OUTPUT

O BN + Relu + Conv @ summation ~Wi..» Weighted Skip Connections

Figure 2: Forward Propagation of features in Densely Connected Fractional Block (DCFB) with 4 layers. The
layers of the network are densely connected with the help of fractional-weighted skip connections. The general
evolution of the network is represented by (I4). BN stands for batch normalization and N stands for number of
layers. The layer ¢ is connected with (t — 1), (t — 2)*".. layers via skip connections with weights w1, ws..
respectively.
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Figure 3: Diagram of the proposed architecture for road segmentation. The architecture is built from the DCFBs
shown in Figure 2] with N number of layers . The network is composed of a downsampling path with 4 Transitions
Down (TD) shown with blue arrows and an upsampling path with 4 Transitions Up (TU) shown with orange arrows.
Black horizontal arrows represent skip connections, the feature maps from the downsampling path are added to the
corresponding feature maps in the upsampling path. The propagation in between the layers at left are represented

by and by for the layers at right with initial conditions given by (I3).

3.2. Architecture

The architecture of the proposed model has been designed by discretizing the multi-scale system. In
each transition, all the features given by the output of the historical states are being used at each state,
and thus the features are being used for a long time. Due to the application of fractional derivatives in
the evolution process, the network gets embedded with weighted skip connections and those weights are
dependent on the fractional order of differentiation and the current state. The order « is positive and less
than 1, due to which the weighted sum remains positive and doesn’t explode. For discretization, the step
size, h is set to be 1. Then definition (refl) takes the following form for order 0 < o < 1:

VRIS Y eI (AR ®

k=0



Table 3: Layerwise Architecture Details of the Proposed Road Segmentation Convolutional Network: The network
is U-shaped with four transitions down and correspondingly four transitions up. Layer at each level is addresses as
Dense Fractional Block (DFB) layer.

Layer Description Kernel Stride Regularizer Padding Dropout Pool Pool
Size  Length Size Stride
Transition Up Conv2DTranspose 2 x 2 2 L2 - - - -
Transition Down BN+Conv2D 1x1 1 - - - - -
Dropout+MaxPool - - - - 0.2 2x2 2
DFB Layer BN+Conv2D 3x3 1 - same - - -
Dropout - - - - 0.2 - -

Thus after combining the above expression (8) with ¢ D*z(t, s) = f(z(t, s), 6(t)) of system (7), we get

£(0.9) = F(0,9,000) = Y0 ) st ko) ©)

k=1

t
241 = f(zt, 91&) + Z<_1)(t_k+l) ( “ )Zk (10)

p t—k+1

The proposed network is U-shaped, and thus it has four transitions down and correspondingly four
transitions up. The detailed scale-wise architectural details viz. number of layers and filters, and input
size at a particular transition is presented in Table [2] The multi-scale representation of evolution process
can be described by the following system:

ODtaZ(t’Svpli) :f(z(ts?pli))?epzi(t)) (11)
OD?Z(t7S7pT’j) = f(Z(t, s7p7'j))’0prj (t)) (12)
foreachi € [1,5], j € [1,4], t € [0,T] with the following initial conditions

Z(O, S?p”"j) = TTZ(nTj-Hv S7p7"j+1) + Z<nlj7 S7plj)7

Z(O,S,pll) = \Ij(]<s))7 Z(O,S,pli) = Tiz(nli—wsﬁpli—l) (13)

where 7' and T} is denoting max pooling operation, «9pli is convolution kernel at scale ¢ on the left and
6,, is convolution kernel at scale 7 on the right. Thus the evolution process of road segmentation network
is represented by (I4).

oy =Y wpzl + o0+ (21))) (14)
k=0

where ¢ is a non-linear unit denoting ’Convolution + Batch normalization + Relu’, 27, ; is the output of
t™ layer of scale p, wy, = (=1)*+1(,_ ), and thus w, = o The forward propagation at each level
of encoder/decoder of the network is shown in Figure 2| The architecture of the model can be seen in

Figure |3| and the corresponding architectural details related to any layer of the network are presented in



Figure 4: Sample Database Images. First row MRD, and second row ORD.

Table 3| If (z;,y;) represents the training set where x; is the input satellite image and y; is the corre-
sponding ground truth segmented image. So, if 2/-(©) is the final output and © represents the parameters
of the network. Thus dice coefficient loss (DCL) for a particular image sample is given by:

DOLEH©).) =1~ DOGHO) ) = 1~ (g i (15)

where T, F% and F; are true positive, false positive and false negative pixels respectively for i’ image
sample.

The optimized value of network parameters are obtained after solving the above set of fractional
differential equations that are representing the evolution process of the proposed network. At each level,
the features of each layer are connected with each other with the help of weighted skip connections in
accordance with the definition of G-L fractional derivative. This enhances the memory of the system
and the features of the present state become more expressive due to the preservation of the semantic and
appearance information of the road images.

4. Experimental Results

This section consists of descriptions of the database used, evaluation parameters chosen for assessing
the performance of the proposed model, experimental settings, and the results obtained after all the
experiments. To show the effectiveness of the proposed model in extracting the roads, experiments have
been performed on two benchmark databases. An ablation study has been done by taking the proposed
network with different fractional orders, and the performance of the proposed method is compared with
some recent road segmentation networks (with the same hyperparameters).

4.1. Database

Two remote sensing databases viz. MRD [21] and ORD [41]] have been used to show the performance
of the proposed model. Both the databases are open sourced and are being widely used. They have dif-
ferent topographical road maps with variable road-widths and complexities. The detailed information of

10



both databases is given below:

Massachusetts Road Database [21]. This database consists of 1171 aerial images with 0.5m spatial
resolution of the state of Massachusettﬂ Images cover a wide variety of urban, suburban, and rural
regions. Each image is 1500 x 1500 pixels in size covering a total of 2.25 sq km area of Massachusetts
with an approximate road width of 6-9 pixels. In this database, 1108 images are used for training, 49 for
testing, and 14 for verification. This database split is kept same as in [74] and other SOTA methods for
the comparison of segmentation results. The training images were further augmented by applying four
different operations: horizontal/vertical flipping, grid distortion and rotation at 90°. The number of train-
ing images became five times of the number of images in the original training database split. The model
was then trained using 5540 images. The first row of Figure[d]displays the sample images of this database.

Ottawa Road Database [41]. This database consists of 20 aerial images of several typical urban areas
of the Ottawa state, obtained using Google Earth. The images are of 0.21m spatial resolution per pixel
(zoom level 19) with variable size, some being of size 4500 x 5500 while others being of 1000 x 2000. To
compare the segmentation results with the SOTA [71]], the split of database is set to be as 14 images for
training, 3 images for validating, and 3 for testing the model. For training the proposed network, the 14
training images were randomly segmented into patches of size 512 x 512, then the obtained patches were
augmented by applying five different operations: horizontal / vertical flipping and rotation at 90°, 180°
and 270°. On an average, 280 patches corresponding to each image of the training set were obtained and
the model was then trained using 3946 images. This database is challenging as it has images with high
complexity and covers several urban areas. The second row of Figure f] shows some sample images of
this database.

4.2. Evaluation Parameters

Road segmentation can be viewed as a binary classification problem, i.e., pixels corresponding to
roads are positive and the rest of the pixels are negative. According to this, the pixels of the predicted
segmented output are divided into four categories in comparison with the actual segmented ground truth:
true positive (1'p), false positive (F'p), true negative (77y), and false negative (Fy). To assess the perfor-
mance of the proposed model for road segmentation, the standard evaluation metrics have been chosen,
which are briefly explained below.

Recall (R). It is the ratio of successfully retrieved relevant pixels to the total relevant pixels which can be
expressed as
Recall = Tp/(Tp + Fy) (16)

Precision (P). This metric is also based on relevance, which is given by the ratio of successfully retrieved
relevant pixels to the total retrieved pixels. Thus it can be expressed as
Precision = Tp/(Tp + Fp) (17)

Dice Coefficient/ F1-score. This metric is used for gauging the similarities between the output mask and
the expected output, it is defined as the harmonic mean of precision and recall of the classifier. The output
segmented road mask is a kind of Boolean data, thus dice coefficient can be expressed in the following

1 . . .
[Online]. Available: http://www.cs.toronto.edu/vmnih/data/
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Table 4: Comparison of Results Obtained by Proposed Road Segmentation Network with SOA methods on Mas-
sachusetts Road Database

Model Precision Recall mloU F1-score
U-Net [24] 0.747 0.721 0.722 0.682
Dlinknet [39] 0.767 0.741  0.737 0.717
HsgNet [52] 0.769 0.752 0.749 0.720
Dense-UNet [74] 0.780 0.731 0.739 0.714
SUNet [74] 0.798 0.736  0.753 0.721
SDUNet [74] 0.812 0.757 0.784 0.741

Proposed (o =0.4) 0.698 0.830 0.787 0.748

Table 5: Comparison of Results Obtained by Proposed Road Segmentation Network with SOA methods on ORD

Model Precision Recall mloU Fl-score
DeeplabV3 [34] - - 0.8362 09146
MACUNet [63] - - 0.8419 09142

DeeplabV3+ [34] - - 0.8473 09174
D-LinkNet [39] - - 0.8360 0.9107
UNet++ [45] - - 0.8523  0.9203
BMDANEet [71] - - 0.8802  0.9363

Proposed (o« =0.5) 0.8867 0.9374 0.9062 0.9110

ways
Fl-score/ Dice Coefficient = (2-P-R+1)/(P+ R+ 1) = 2Tp/(2Tp + Fp + Fy) (18)
where P and R are precision and recall respectively.

Accuracy (Acc). Itis a measure of the percentage of pixels predicted correctly.

Mean Intersection over Union (mIoU): The IoU is another metric like dice coefficient, that measures
the percentage of overlap for the target mask and the predicted output. It can be evaluated by the following
expression (I9). In other words, it is the ratio of the number of pixels that are common between the
expected output and the predicted masks, and the total pixels across both the masks.

IoU = (target N prediction)/(target U prediction) (19)
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Image Ground Truth

Figure 5: Visual results on Proposed Networks and other existing networks on MRD (top) and ORD (bottom):
Yellow and Red boxes show good segmentation results whereas results in the blue boxes are not good for ORD and
MRD.
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Image Ground Truth  Output (Ours) Image Ground Truth  Output (Ours)

Figure 6: Visual results obtained by Proposed Network on some mislabeled data of MRD. The red boxes are draw
over regions of interest. These areas are labelled as non-road in ground truth. The proposed network is correctly
labelling these roads in the boxes.

4.3. Experimental Settings

The performance of the model has been evaluated on two databases. The model has been trained
from scratch without using any extra data, post-processing module, or pre-trained weights. For MRD,
the training data has been generated by horizontal/vertical flipping and rotating the 1108 images and
then resizing to 512 x 512. The actual images of ORD are quite large, thus augmentation techniques
are applied after dividing the images into segments of size to 512 x 512. All the experiments have been
performed on a Linux-based operating system with NVIDIA GeForce GTX 1080 Ti graphic card with
graphic memory of 11 GB. The model has been initialized using the HeNormal initialization method [23]]
and the Adam optimizer [22] with default settings has been used for minimizing the loss function and
find the optimal control parameters. The learning rate is set to be 0.0001 with a decay of 0.1 every 20
epochs. The validation set has also been set for early stopping and the drop-out rate is set to be 0.2 to
avoid any over-fitting. The total number of epochs was set to be 200.

4.4. Results

To evaluate the road segmentation performance of the proposed network, the ground truth segmented
images are compared with the corresponding segmented outputs of the model. We have computed the
F1-score, recall, precision, and mean IoU on both databases to assess the quantitative performance. The
proposed network is dense, thus here, the comparison of the quantitative results has been made with
state-of-the-art road segmentation dense networks. The proposed network (o« = 0.4) on MRD are com-
pared with the benchmarking segmentation network U-Net [24], Dlinknet [39], HsgNet [52], and dense
networks viz. Dense-UNet [[74], SUNet /4], and SDUNet [/4]. The values of evaluation parameters cor-
responding to these SOTA methods are extracted from [74]. It can be noted from the Tabled]that SDUNet
model had achieved the maximum precision, recall, mean IoU and F1-score of 0.812,0.757, 0.784 and
0.741 respectively. The precision of the proposed network is found to be 0.698 which is comparatively
lower for MRD due to the extraction of some false regions, but the overall performance is significantly
good. The results in the Table 4| clearly show that the proposed network achieved 0.830 mean IoU, 0.787
F1-score and recall 0.748 and these metrics are higher than SDUNet [[7/4]] and hence than the other afore-
mentioned methods. From the visual results in Figure [3 it can be seen that extracted road networks are
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Table 6: Results of the proposed model with different fractional order on MRD and ORD

Model | Precision Recall F1-Score Acc mloU | Precision Recall Fl-score Acc mloU

Database: Massachusetts Road Database Database: Ottawa Road Database

o =0.2 0.686 0.810 0.741 0971 0.776 0.836 0.881 0.859 0962 0.851

o =03 0.682 0.802 0.737 0971 0.764 0.829 0.904 0.867  0.963 0.864

a =04 0.698 0.830 0.748 0.978 0.787 0.822 0.926 0.873  0.964 0.876

a =0.5 0.736 0.764 0.741 0973  0.772 0.887 0.937 0.911 0.976 0.906

o =0.6 0.675 0.811 0.735 0.970 0.758 0.829 0.936 0.882  0.966 0.879

o =0.7 0.679 0.821 0.721 0.970 0.783 0.868 0.921 0.864 0971 0.889

o =08 0.699 0.771 0.729 0.970 0.758 0.833 0.941 0.875 0.967 0.882

o =09 0.657 0.799 0.715 0.968 0.754 0.796 0.951 0.855 0962 0.874

mostly continuous with very few breaking points even in the presence of complex backgrounds. The
third row of images clearly shows the superiorty of our model than other existing models. The presence
of weighted skip connections in the proposed dense network has helped in gathering more global infor-
mation as compared to other dense networks viz. Dense-UNet [74], Dlinknet [39], SDUNet [74].

But the precision of the proposed model is less for MRD as compared other models. By lower preci-
sion, it means that the model returns comparatively more false positives than other models. But due to
high recall, the model has low false negative rate. Thus our model is more capable to extract the pixels
related to roads as compared to other models. But in the MR database, the driveways are of same color
as roads. Secondly, the MR database contain some errors, and imprecision in ground truth where some
of the road pixels are mislabeled as non-road pixels due to occlusion of trees, clouds and shadows. The
mislabeled data affects the pixel classification accuracy [88, [89]. Our model intends to label these road
pixels correctly. Thus these two issues lead to increase in false positives with respect to the ground truth.
Hence Precision metric is lower in our model. Few samples where road pixels are mislabelled and the
corresponding segmentation results obtained by the proposed model are shown in Figure [6]

The quantitative results of the final proposed network (o« = 0.5) on ORD are compared with other
state-of-the-art road segmentation networks viz. Deeplabv3 [34], MACUNet [63], DeeplabV3+ [34],
D-LinkNet [39], UNet++ [45], and BMDANet [71] and the results are reported in the Table [S| The
values of F1-score and mean IoU corresponding to the aforementioned methods are extracted from [71]].
It can be observed from the table that the BMDANet [/1] had achieved the maximum values of mean
IoU and F1-score as 0.8802 and 0.9363 respectively. The results clearly show that the proposed network
achieved a higher mean IoU of 0.9062 as compared to BMDANet [71] and hence than the other mentioned
segmentation methods. The proposed method improved the segmentation results of SOTA for ORD by
3% in terms of mean IoU. The Fl-score of the model is found to be 0.9110 which is comparable to
other SOTA methods. The model achieved precision and recall of 0.8867 and 0.9374 respectively which
depicts a significantly good performing binary classifier. From the visual results in Figure[5]it can be seen
that extracted road networks are continuous and the edge information are preserved even in the presence
of occlusions like trees and buildings. The effectiveness of using non-local fractional derivatives in the
proposed network can be observed from the segmented outputs as there is less loss of information.
Ablation Study. The performance of the proposed network depends on the feature extracted and thus on
the feature propagation between layers. The features obtained from each layer are being reused at future
states with the help of fractional weighted skip connections. Therefore, an ablation study has been done
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Figure 7: The receiver operating characteristic (ROC) curve shows the relationship between true positive rate
and false positive rate. ROC curves for both databases have been plotted at different fractional orders (hence
with different weighted connections). The curves are drawn and the corresponding area under the graphs is also
mentioned. The more the area under the curves, the better the segmentation performance of the network.

to see the effect of varying the fractional order o on the performance of the model. Experiments have
been carried on both databases for o« = 0.2,0.3,0.4,0.5,0.6,0.7,0.8 and 0.9. To analyze the performance
of the network with different fractional weights, we have computed mean loU, F1-score, recall, precision,
and pixel-wise accuracy on the databases. The Table [6] shows the obtained results on MRD and ORD.
The values of the evaluation parameters for MRD depict that the model performed well for fractional
orders o : 0.2 < a < 0.7. It has been found that the model achieved highest precision of 0.736 at
fractional order = 0.5 on MRD. However, the model achieved higher recall, F1-score, accuracy and
mean IoU of 0.830, 0.748, 0.978 and 0.787 respectively on order &« = 0.4 for MRD. Furthermore, the
model performed better at @« = 0.5 for ORD with higher precision, F1-score, accuracy, and mean IoU
of 0.887, 0.911, 0.976 and 0.906 respectively. The recall value at « = 0.5 is found to be 0.937 that is
close to the highest recall value of 0.941 attained at & = 0.8 for ORD. ROC curves shown in Figure[7are
also drawn to evaluate the performances of the models. It depicts the classification performance of the
model at different thresholds for different fractional orders. It is a graph with the false positive rate on
the x-axis and the true positive rate on the y-axis. Area under the curve are computed for each curve that
signifies the degree of separability of road and non-road pixels in the database. The more the area under
the curves, the better the segmentation (binary classifier). The curve corresponding to order a = 0.5
acquired the highest area of 0.965 under it for ORD. Thus all the evaluation metrics are aligned with
graphical results for ORD. The curves corresponding to order « = 0.2, 0.6 acquired the highest area
under them of 0.922 for MRD, but the rest of the evaluation metrics are found to be: precision 0.686,
recall 0.810, F1-score 0.741, accuracy 0.971 and mean IoU 0.776 for o = 0.2, and precision 0.675, recall
0.811, F1-score 0.735, accuracy 0.970 and mean IoU 0.758 for o = 0.6, which are lesser for these orders.
The curve corresponding to o = 0.4 acquired the second highest area of 0.913 under it with the highest
values of other evaluation metrics. Thus the model with order a = 0.4 and o = 0.5 are used throughout
the experiments for MRD and ORD respectively.
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5. Conclusion

In this manuscript, a dense network with weighted skip connections has been proposed for the seg-
mentation of roads from high-resolution satellite images. The proposed network has been designed by
solving a fractional optimal control problem. The proposed approach involves the weighted sum of the
output of previous layers at a particular transition, unlike basic dense networks where the output of the
previous layers are concatenated. Thus the proposed method is computationally efficient. Moreover, the
performance of the proposed network was found to be better than other state-of-the-art methods in terms
of Fl-score and the mean IoU at fractional order 0.4 for MRD and at 0.5 for ORD than the state-of-
the-art segmentation results. By exploiting the memory property of fractional derivatives, the forward
propagation of features has strengthened and lesser loss of information has been seen. The results show
that the extracted roads are more complete for both the databases. Moreover, the model has performed
better than other SOTA methods on MRD in terms of higher recall, Fl-score and mean IoU of 0.830,
0.748 and 0.787 respectively. In addition, the model achieved better mean IoU of 0.9062 that shows the
improvement of around 3 % in segmentation results with respect to the SOTA method on ORD.

Two possible areas for improvement have been identified: 1) The driveways are of same color as that
of the actual roads, due to which the pixels related to driveways are labelled as roads. This increases the
number of false positive pixels. 2) Several trees and their shades falling on the roads cause occlusion.
The proposed model capture local and global information simultaneously and is capable of extracting
the pixels of roads occluded by the trees. But while solving the issue of occlusion, the model labels
some pixels corresponding to trees nearby the roads as road-pixels and hence the sharpness of edges of
the roads gets affected. This again increases the false positive pixels. More false negatives affects the
segmentation performance of the model hence hampers the precision metric. In future, these problems
can be targeted to obtain continuous and accurate road structures.
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