
Forensic Science International: Reports 7 (2023) 100321

Available online 21 May 2023
2665-9107/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Predicted changes to the rate of human decomposition due to climate 
change during the 21st century 

Julius Strack a,b, Martin J. Smith a,* 

a Department of Anthropology and Archaeology, Bournemouth University, Fern Barrow, Poole BH12 5BB, United Kingdom 
b Institute for Legal Medicine, University Medical Center Hamburg-Eppendorf, Butenfeld 34, 22527 Hamburg, Germany   

A R T I C L E  I N F O   

Keywords: 
Post mortem Interval 
Climate change 
Decomposition 
Forensic Anthropology 
Modelling 

A B S T R A C T   

Estimating the post mortem interval is an important aspect of the work of forensic pathologists and forensic 
anthropologists. Whilst temperature is generally agreed as the most important variable affecting decomposition, 
some formulae also incorporate relative humidity for a more detailed estimate. Both these variables are impacted 
by anthropogenic climate change. This study aims to provide a first overview of the likely extent to which 
anthropogenic climate change will affect future rates of decomposition. The post mortem interval from death 
until skeletonization (PMIDS) was calculated using the formula by Vass [1], as well as temperature and humidity 
predictions from two different climate models, to predict changes in the speed of decomposition between the 
decades 2020–2029 and 2090–2099. The changes are calculated for different climate zones, and a global 
average, as well as different climate change scenarios, and for decomposition starting in January and July. The 
estimated PMIDS is significantly (p < 0.05) decreased in most scenarios, with the largest global decrease of 
33.5% in the SSP5–8.5 scenario, with decomposition starting in July, and the smallest decrease of 2.6% in the 
SSP1–2.6 scenario, with decomposition starting in January. The significantly accelerated decomposition in the 
SSP5- 8.5 scenario will increase the workload of forensic anthropologists, by decreasing the time until skeleto-
nization, after which the expertise of a forensic anthropologist is more likely to be needed. However, climate 
change is also predicted to decrease the accuracy of the formulae used for PMI estimation, even in regions where 
levels of precision are currently good. The present authors therefore argue, that the impacts of climate change 
will warrant increasing attention in the field of forensic anthropology, and that more research into PMI esti-
mation will be needed particularly in warmer and drier regions.   

Introduction 

Estimation of the post mortem interval (PMI) plays an important role 
in Forensic Death Investigations. The PMI can help with the identifica-
tion process, and is important for building a timeline, and testing alibis 
for potential suspects [2]. In forensic anthropology, the two most 
commonly used (self-acclaimed) ‘universal’ formulae for PMI estimation 
are the formulae by Megyesi et al. and Vass. Both formulae rely on the 
temperature, and Vass’ formula additionally relies on the relative hu-
midity [1,3,4]. 

Temperature increase is one of the most prominent features of 
anthropogenic climate change, but relative humidity is also affected [5]. 
These changes are very well documented, and the impacts of climate 
change on politics, society and the natural world are becoming 
increasingly well understood. The Anthropologies are an important 

scientific field, in which impacts of changing climate on society, medi-
cine, and human culture are increasingly recognised, with most sub-
fields of Anthropology now including research dedicated to climate 
change [6,7]. Forensic Anthropology has so far been exceptional in this 
regard, with almost no research into the effects climate change is likely 
to exert. The latter are likely to be particularly relevant to the estimation 
of the PMI, and therefore on forensic pathological and anthropological 
practice [8]. 

The current study presents a broad overview of the likely effects, of 
changing climate on the speed of decomposition, and therefore on the 
estimation of the PMI, in order to consider how such changes might 
impact the work of forensic anthropologists. 

With the 2015 Paris Agreement, there is a global agreement, to limit 
the increase in global mean surface temperature (GMST) to a maximum 
of 2 ◦C and do everything possible to try and limit it to 1.5 ◦C compared 
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to pre-industrial times. The social and political changes necessary to stay 
within those boundaries, however, have been so far slow to emerge [9, 
10]. 

The current study considers possible changes, in relation to two 
different climate change scenarios. The Shared Socioeconomic Pathway 
(SSP) scenarios are the most current summarised and published climate 
scenarios available at the time of writing [5]. This article considers the 
effects for SSP1–2.6 and SSP5–8.5 in detail. These two climate scenarios 
were chosen to cover a broad range of potential climate impacts. To the 
best knowledge of the authors, the work by Strack [8] is the only work to 
look into the effects of climate change on the speed of decomposition. 
This study utilised older climate scenarios. In order to best compare the 
work of this current study with the work by Strack, the SSP1–2.6 sce-
nario was chosen over the more optimistic SSP1–1.9 scenario. The data 
for all other SSP scenarios are shown in the supplementary files. 

As climate change is locally variable, the current study employs a 
strategy of averaging the effects across different climate zones, as well as 
across the globe. Furthermore, the effects of climate change are subject 
to seasonal variation, this is addressed by modelling the effects for 
decomposition starting in January and July [11]. To analyse the likely 
extent of these effects over time, projected post-mortem intervals from 
death to skeletonization (PMIDS) were calculated for the decades of 
2020–2029 and 2090–2099. 

Background 

Forensic anthropology 

The post mortem interval (PMI) is an important part of the forensic 
anthropologist’s work. This is because understanding the time of death 
is of immense importance to the work of the police, in a crime scene 
investigation [2]. In consequence, estimation of the PMI has been a 
frequent subject for published studies in the field [1–4,12–16]. Whilst a 
broad set of ‘stages of decomposition’ was established early on [17], 
further research continues into what factors can affect the duration of 
each of these stages, and how to improve the precision of PMI estimates 
[1–4,12,18–21]. 

Amongst the many factors shown to have an effect on the duration of 
different stages, those generally agreed as having the greatest impact 
include temperature, humidity and insect activity [21]. 

The temperature is the single most important factor in the estimation 
of the PMI. In general, a higher temperature will positively correlate 
with the rate of chemical reactions, insect patterns, and physical 
changes, and will lead to a faster decomposition. Furthermore, decom-
position is effectively halted if temperatures drop below 0 ◦C [4]. 

A higher humidity will also lead to faster decomposition impacting 
chemical reactions, as well as insect activity. A low humidity is linked to 
delay or cessation of decomposition and therefore natural mumification 
[12,13]. 

When accounting for different temperatures by measuring the PMI in 
Accumulated Degree Days (ADD), insect activity seems to have the 
largest impact on the speed of decomposition [21]. Increased insect 
activity will therefore lead to more rapid decomposition. 

To account for these factors in the estimation of the PMI, multiple 
different methods have been developed [1,4]. Using insect activity to 
estimate PMI is part of the scientific field of forensic entomology, which 
is outside the focus of this current study [22]. 

Using temperature as the most important factor in decomposition, 
Megyesi et al. [4] developed a mathematical model to estimate the PMI 
more precisely. The method is based on a more detailed description of 
the stage of decomposition, which is achieved by a descriptive 
point-based system called “Total Body Score” (TBS). The TBS is deter-
mined by a visual assessment of different parts of the deceased, based on 
a point score described in the article by Megyesi et al. [4]. Using the TBS, 
a PMI in ADD can be calculated. To calculate the PMI in days, one has to 
divide the calculated PMI by the average temperature during 

decomposition. This formula is easy to use, and shows small intra- and 
inter observer differences. It is currently the most widely used formula to 
estimate the PMI, although becomes less precise with regard to the later 
stages of decomposition [14]. 

Using temperature and humidity, Vass [1] developed a formula 
based on data from three decades of research at the Anthropological 
Research Facility in Knoxville, Tennessee. Using the stage of decompo-
sition as percentages, it is possible to calculate the PMI in days. The 
paper also includes a second formula for a more precise calculation 
when dealing with anaerobic decomposition [1]. It has been shown to be 
more precise than the formula by Megyesi et al., but it is still less often 
used [3]. 

Climate Change 

The term climate refers to an average stage of different factors, 
including temperature, humidity, and wind patterns. Those factors are 
commonly referred to as climate factors. Even though, there is no set 
time period, over which the mean is calculated, most publications use 
the guidelines by the World Meteorological Organisation, which rec-
ommends a period of 30 years [23]. 

Climate change then refers to the changes of those factors across 
time. This does include natural changes, caused by changes in the sun’s 
activity, or the tilt of the earth’s axis, among others. Over recent years 
the term has come to be widely used as referring to anthropogenic 
climate change. This means changes in those climate factors due to 
human activity, such as burning coal, oil, and gas, or intensive agri-
culture [24,25]. 

Specific molecules, such as carbon dioxide, methane or water 
vapour, can absorb and re-emit electromagnetic radiation in the infrared 
spectrum. This re-emission is spherical and does not have a specific di-
rection. This leads to an apparent reflection of infrared radiation back 
towards the earth’s surface, which increases the overall amount of 
infrared radiation at the surface and creates a warming effect. As a 
natural process, this so-called greenhouse effect is responsible for 
keeping the global mean surface temperature (GMST) above 0 ◦C, which 
allows water to exist in mostly fluid form and makes life on earth 
possible [25]. 

Human activity is now adding more of those molecules, or “green-
house gases”, at a record rate. This has led to a record breaking climate 
change, including an unprecedented temperature increase of about 1 ◦C 
in the past 150 years, a record low ice-extent in the arctic ocean, and a 
rarely before seen increase of sea level, amongst other effects [26]. 

The Intergovernmental Panel on Climate Change was founded in the 
late 1980 s, to provide a summarised overview of the current state of the 
climate as well as future climate change scenarios [5]. In order to be able 
to compare models from different institutions around the world, a 
standardised set of social and economic parameters was developed [5]. 
These sets are updated regularly, with the latest set being the Shared 
Socioeconomic Pathway (SSP) scenarios. Five of these SSPs were used 
for the summary in the most recent IPCC Assessment Report. The sce-
narios differ in climate impact. Whilst the most optimistic scenario 
(SSP1–1.9) would limit the temperature increase to about 1.4 ◦C by 
2100, compared to preindustrial times, the most pessimistic scenario 
(SSP5–8.5) would lead to an increase of about 4.4 ◦C [5]. 

The SSPs are clustered in 5 broader categories, relating to “scenarios 
following a green growth strategy (SSP1), a more middle of the road 
development pattern (SSP2) further fragmentation between regions 
(SSP3) an increase in inequality across and within regions (SSP4) and 
fossil fuel based economic development (SSP5)” [27]. For each of these 
broader categories a base line scenario was created. Based on these base 
line scenarios, adaptions in policy measures taken are used to incorpo-
rate more specific climate targets. These targets are measured by the 
expected added radiative forcing in Watts per square meter by 2100 and 
are adopted from the previous instalment of climate models, the 
Representative Concentration Pathways (RPCs). Specifically, these are 
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an addition of 2.6, 4.5, 6.0 and 8.5 W/m2 [27,28]. Further policy 
measures based off the SSP1 base line scenario led to an improved sce-
nario of an addition of only 1.9 W/m2, which has been adapted as the 
5th scenario for the current IPCC report [5]. 

In the current article, the SSP1 (specifically the SSP1–2.6) and the 
SSP5 (specifically the SSP5–8.5) are discussed, in order to account for a 
wide range of possible impacts, and comparability with existing litera-
ture (see Methods and Materials for more detail). 

The SSP1 base scenario sees a slight increase in overall energy de-
mand. This is caused by an increase in the demand for energy services 
due to rapid economic growth, which is mostly counteracted by im-
provements in efficiency. While there is a slight increase in coal use and 
a significant increase in natural gas consumption by mid-century, a 
substantial increase in renewable energy sources leads to an overall 
share of 65% renewables by 2100. In the agricultural sector, a global 
increase in food demand is seen to allow for a sustainable development 
and increased food availability by mid-century. Driven by a reduction of 
meat products in higher income countries, in combination with overall 
increase in efficiency and crop yield, as well as an overall population 
decline in the second half of the century this baseline scenario sees a 
decline in overall agricultural land use. This in term can be interpreted 
as an increase of natural land area. These changes in land use counter a 
slight increase in emissions from the energy sector. This SSP1 base 
scenario leads to an increase of ~5 W/m2 of radiative forcing [27]. The 
SSP1–2.6 scenario builds on this base line scenario and incorporates 
active policy measures, primarily in the form of a carbon tax. This can be 
achieved by a comparatively low pricing that peaks in the second half of 
the century. Incorporating this carbon tax will mostly drive a faster 
decarbonisation of the energy system, leading to net negative emission 
in the second half of the century [27]. 

The unmitigated SSP5 baseline scenario is equivalent with the 
SSP5–8.5 scenario. The SSP5 scenario is characterised by a rapid eco-
nomic growth in both high- and low-income countries, leading to an 
overall convergence. This convergence is also happening in the SSP1 
scenario, just at about half the level compared to the SSP5. Similarly 
global energy demand is about twice as high in the SSP5 scenario, 
compared to the SSP1 scenario. In the SSP5 scenario, most of the energy 
demand is covered by fossil fuels. Specifically, oil consumption peaks 
mid-century at about twice the current amount, Natural gas consump-
tion peaks in the second half of the century as four times the current 
amount and the current consumption pattern of coal is reversed to see an 
increase throughout the next century. Overall fossil fuel use is declining 
towards the end of the century. However, this is driven more by a 
depletion of assumed resources, rather than climate related reasons. The 
lack of support for renewable energy sources leads to a delayed imple-
mentation and shares start to increase only towards the end of the 
century. Despite a similar population development, food demand is also 
considerably larger in SSP5 compared to SSP1, while the reduction in 
animal products and food waste seen in SSP1 does not apply to the SSP5 
scenario. In combination with preferable conditions for international 
trade, this leads to an increase in deforestation and a general expansion 
of agricultural land, mainly in Africa and South America. The increase in 
agricultural land peaks in the second half of the century. As opposed to 
SSP1 biomass does not play a large role in meeting the energy demand in 
SSP5. Overall this leads to emission-levels that are roughly three times 
higher in 2100 in the SSP5 compared to the SSP1. This baseline scenario 
leads to an addition 8.7 W/m2 of radiative forcing and a temperature 
increase of 5 ◦C [29]. 

Even though the general connection between greenhouse gases 
(GHGs), like carbon dioxide, and the temperature has been known for a 
long time [30,31], there is still a wide range in the exact impacts of these 
greenhouse gases on the GMST. This relationship is described by the 
climate sensitivity of the GHGs. In climate science, this is the factor that 
describes the temperature response of the climate system to a doubling 
of the GHG, especially carbon dioxide. This factor is hard to accurately 
determine, as it is dependent on many different coupled factors, such as 

cloud coverage, that cannot yet be precisely predicted [32,33]. In the 
models used in the latest published IPCC report, the Coupled Model 
Intercomparison Project Phase 6 (CMIP 6) models, the climate sensi-
tivity is given as a best estimate of 3 ◦C with a range between 2.5 and 
4 ◦C. This is a narrower estimate than in the CMIP5 models [5]. The 
climate sensitivity is an important measure in the estimation of the in-
crease of temperature. The updated climate sensitivity is partly a reason 
for the fast increase of temperature in the CMIP6 scenarios compared to 
the CMIP5 scenarios [5]. 

Humidity may also be impacted by changes in the GHG concentra-
tion. The term humidity is here used to refer to the relative humidity. 
The relative humidity cannot be easily modelled from temperature 
changes, and is most commonly modelled on the basis of evaporation, 
atmospheric circulations and dewpoint temperature. There is good 
overall agreement between the models and the resultant observations, 
which support general confidence in the modulation [34–39]. 

In the observational data, a slight decrease in humidity is apparent. 
This decrease is more prominent over land areas, than over the ocean. 
The temperature has been observed to increase on a global scale. This 
increase is more prominent towards the poles as well as over land [40]. 

A combination of temperature and precipitation can be used to 
classify different climate zones. The most commonly used classification 
system was developed by Köppen and further refined by Geiger. This 
Köppen-Geiger classification divides the land mass into five broad 
climate zones. This classification uses plant species as a general proxy. 
The first letter in the Köppen-Geiger classification specifies these broad 
climate zones. There are tropical (A), dry (B), temperate (C), continental 
(D) and polar (E), climates. The second letter in the Classification in-
dicates the precipitation distribution, and a third letter classifies tem-
perature distribution. The classification incorporates both annual means 
in precipitation and temperature, and also their distribution throughout 
the year [41]. 

The distribution of these climate zones is expected to change. Many 
studies have shown, these changes to have already occurred, and have 
modelled future changes, based on the different climate change pre-
dictions [42]. 

Forensic anthropology and climate 

The current authors are aware of very few studies on the links be-
tween forensic anthropology and climate change. This is surprising as 
the importance of different climatic conditions is itself is recognised as 
an important factor [43]. The only studies we are aware of relating 
climate change to post mortem intervals are by Turchetto and Vanin 
[44] and Strack [8]. Turchetto and Vanin investigated changes to the 
distribution of forensically relevant insects. Their findings of pole-wards 
and upwards movement of insects is supported by findings of climate 
scientists [44–46]. Strack estimated the impacts that future climate 
change might have on the speed of decomposition. This latter project 
laid the groundwork for the current study which aims at addressing 
some of the limitations discussed by Strack and further exploring the 
possible future changes to the post mortem interval [8]. 

Methods and materials 

In order to minimize biases in the climate data, the current study uses 
an average across four different climate models in two different sce-
narios. These models are the MIROC6, MRI-ESM2–0, CanESM5, and 
IPSL-CM6A-LR model [36–39]. The data from each of these models for 
the SSP scenarios are freely available through the Earth System Grid 
Federation (ESGF) [47–54]. The models were chosen primarily because 
they provide continuous monthly data for at least January 2020 to 
December 2099 for the temperature and relative humidity. Most models 
available through the ESGF do not provide datasets for relative humidity 
at surface level. Of the models where these datasets were available, not 
all models provided data for all climate scenarios, or did not provide a 
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continuous dataset across the abovementioned timeframe. These limi-
tations were set to accommodate for the limited computational power 
available to the authors. These data are used to calculate a factor for the 
estimation of decomposition as T∗RH∗1.03

1285 . In order to better establish a 
mean value across the different models, they are interpolated onto a 
1◦x1◦ grid using the build in interpolation formula of the xarray python 
package (xarray Developers 2020). As human decomposition is mostly 
halted below 0 ◦C, the formulae for PMI estimation require temperatures 
of above 0 ◦C. In the current study this is accomplished by setting all 
values of T∗RH∗1.03

1285 that are below 0–0. 
The estimation of the post-mortem interval from death to skeleto-

nization (PMIDS) is done by using the formula by Vass [1] for aerobic 
decomposition. We chose the formula by Vass over the formula by 
Megyesi et al. as it has shown to be more accurate for later stages of 
decomposition and shows an overall similar error rate for different cli-
mates [3,12,55]. The formula is commonly used in forensic anthropol-
ogy to estimate the post mortem interval as 

PMI =
1285 ∗ decomp

100

T ∗ RH ∗ 0.0103
,

with PMI being the post mortem interval in days, decomp being the loss 
of soft tissue in percentages, T being the temperature in degrees Celsius 
and RH being the relative humidity in percentages [1]. 

In order to calculate a PMIDS, decomposition is set to 100%. With 
that the formula is 

PMIDS =
1285

T ∗ RH ∗ 0.0103
.

The temperature data, as well as the relative humidity data are 
available as monthly mean values from the climate models, as values for 
the complete atmosphere at a height of 2 m (set to be equivalent to 
surface values). 

To estimate a PMIDS, that is reflective of temperature and humidity 
changes throughout the year, instead of calculating the PMIDS using 
seasonal averages, the decomposition is recalculated for an increasing 
time period until the decomposition is above 100%. Then the PMIDS is 
estimated through linear regression. 

The PMIDS is therefore calculated as follows:  

1) Calculation of the decomposition until decomposition is above 100% 

PMI =
1285 ∗ decomp

100

T ∗ RH ∗ 0.0103  

With PMI = post mortem interval, decomp = decomposition in %, 
T being the temperature and RH the relative humidity, then 

PMI = decomp ∗
1285

T ∗ RH ∗ 1.03  

And 

decomp = PMI ∗ Df  

with 

Df =
T ∗ RH ∗ 1.03

1285
.

The decomposition is now calculated as: 

Decompn =
∑n

0
PMIn∗

∑n

0

(

Df n ∗
1
n

)

With n being the month, for which the decomposition is calculated, 
∑n

0(PMI) being the accumulated post mortem interval in days, 

calculated from the days of the respective month, 
∑n

0
(
Dfn ∗

1
n

)
being the average temperature times humidity across 

the respective PMI.  
2) Calculation of the PMIDS 

When decompn is above 100%, the PMIDS for a decomposition of 
100% is calculated by assuming a linear correlation between the last two 
calculated points. The PMI can now be calculated simplified as 

PMI = F ∗ decomp+C 

With PMI being the post mortem interval in days, F being some 
factor, decomp being the decomposition in percentages and C being a 
constant. 

The factor can now be calculated as 

F =
PMIn − PMI(n− 1)

Decompn − Decomp(n− 1)

And the constant can be calculated as 

C = PMIn − (decompn ∗ F)

With these information, the above formula can be rearranged to 
calculate the PMIDS as 

PMIDS = F ∗ 100+C 

As an example, we calculate the PMIDS, when every month is 30 days 
long, and each month the temperature is 15 ◦C and the relative humidity 
is 50%. 

Then 

Decomp1 =
∑1

0
30 ∗

(
∑1

0

(
15 ∗ 50 ∗ 1.03

1285

)

∗
1
1

)

= 18%  

Decomp2 =
∑2

0
30 ∗

(
∑2

0

(
15 ∗ 50 ∗ 1.03

1285

)

∗
1
2

)

= 36%  

…  

Decomp5 =
∑5

0
30 ∗

(
∑5

0

(
15 ∗ 50 ∗ 1.03

1285

)

∗
1
5

)

= 90%  

Decomp6 =
∑6

0
30 ∗

(
∑6

0

(
15 ∗ 50 ∗ 1.03

1285

)

∗
1
6

)

= 108% 

With this, 

F =
180 − 150
108 − 90

= 1.6667 

And 

C = 180 − (108 ∗ 1.6667) = 0  

and therefore, the PMIDS is calculated as 

PMIDS = 1.6667 ∗ 100+ 0 = 166.67 

In this example, the PMIDS would be 166.67 days. 
The PMIDS is only calculated for areas associated with a Köppen- 

Geiger classification. Thus, restricting PMIDS calculation to land-areas. 
Mean values are calculated for the climate zones, and a global average is 
calculated using area-weighting of the climate zones averages. 

Antarctica was excluded from the calculations, as the continent is 
mostly EF-climate with no decomposition due to sub-zero-degree Celsius 
temperatures. This large area would have distorted the global average. 
Furthermore, as there is currently only a minimal population in 
Antarctica, the calculation of a PMIDS in that area does not have any 
practical importance to the topic of this research. 
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Of the climate zones assessed, some have a geographical distribution, 
that is too small for the 1◦x1◦ grid-resolution used in this research. For 
the purpose of the current study, these climate zones are seen as non- 
existent. To account for the seasonal variability of decomposition and 
climate change, the PMIDS is calculated for a decomposition starting in 
January, and a decomposition starting in July. The complete code for 
this model is based on Python 3.0.1 (Python Software Foundation 2019) 
and is available upon request. 

Results 

Throughout almost all scenarios, there was a statistically significant 
difference (p < 0.05) between the PMIDS in the 2020 s and the PMIDS in 
the 2090 s. Notably, when there was no significant difference, it was 
only in some climate zones in the SSP1–2.6. 

This current study looked at 29 different climate zones, as well as the 
overall global changes. Out of the 29 climate zones analysed, seven had 
a spatial resolution that was too small for the 1◦x1◦ grid resolution. 
These are the Csc, Dsd, Dwa, Dwb, Dwc, Dwd, and Dfc scenarios. The 

Dwa scenario is excitant in the SSP5–8.5 scenario. Figs. 1 and 2. 
Worldwide the decadal mean for the 2020 s was 211.11 days and 

204.94 days in the SSP5–8.5 climate scenario for decomposition starting 
in January and July, respectively. The decadal mean for the 2020 s in 
the SSP1–2.6 was 212.29 days for decomposition starting in January and 
207.44 days for decomposition starting in July. These decadal means 
shrank to 175.88 and 136.22 days in the SSP5–8.5 scenario and to 
206.80 and 198.00 days in the ssp1–2.6 scenario, respectively. 

When looking at the individual climate zones, the difference is sta-
tistically significant (p < 0.05) in most of the climate zones and sce-
narios. There is no statistical significance in the PMIDS between the 
2020 s and 2090 s in 10 climate zones and scenarios, out of the 46 zones 
and scenarios (23 zones, 2 scenarios) that are analysed in this study. 
These were the Am (62.62 days in 2020 s, 62.23 days in 2090 s, 
p = 0.483), BWh (171.26 days, 170.03 days, p = 1.05), Bsh (135.41 
days, 134.37 days, p = 0.525), Cwa (127.68 days, 126.06 days, 
p = 0.117), EF (364.45 days, 364.44 days, p = 0.427) climate zones in 
the SSP1–2.6/Summer scenario. 

In the SSP1–2.6/Winter scenario the Af (56.93 days, 56.40days, 

Fig. 1. Yearly Changes in PMIDS. Climate Scenario: SSP1–2.6. Comparing Decomposition starting in July (top) and January (bottom).  
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p = 0.0758), BWh (209.86 days, 209.00 days, p = 1.39), BSh (127.65 
days, 125.56 days, p = 0.0740), Cwa (74.89 days, 74.31 days, 
p = 0.598), and EF (364.37 days, 364.27 days, p = 0.0716) climate 
zones showed no significance. Tables 1 and 2 shows a list of the changes 
in the PMIDS for SSP1–2.6 and SSP5–8.5 for all climate zones, respec-
tively. Figs. 3,4,5 and 6. 

With decomposition starting in January, in the SSP5–8.5 scenario, 
the largest decrease in the PMIDS was seen in the Cwc-Climate with a 
48.19% decrease between the 2020 s and 2090 s. The lowest decrease 
was seen in the ET-Climate, where the PMIDS decreased by 0.22%. With 
decomposition starting in July, in the RCP 8.5 scenario, the largest 
decrease was in the Dfd-Climate with 60.86% between the 2020 s and 
2090 s. This is also the largest decrease across all scenarios. The lowest 
decrease was again in the EF-Climate with 0.30%. 

In the SSP1–2.6 scenario, with decomposition starting in January, 
the largest decrease could be seen in the Cwc-Climate with 8.50% and 
the lowest decrease was in the EF-Climate with 0.03% (not statistically 
significant, p = 0.07). With decomposition starting in July, the largest 
decrease was 18.81% in the Dfd-Climate. In the ET-Climate nearly no 
change (− 0.0016%) was detected. This change was not significant. 

Discussion 

Limitations of the climate data 

To reduce the biases in the climate data, the mean value across four 
different models was calculated. This reduces the biases from individual 
models, however, there are still some general limitations to the climate 
data, that should be mentioned. While there are no extensive studies, the 
authors are aware of, that look into the prediction of the relative hu-
midity itself, many look into the modulation of the precipitation. This 
precipitation bias is used as a general indicator for the relative humidity, 
even though, this is not a perfect substitute. Looking into temperature 
and precipitation, all models seem to have a smaller bias for the northern 
hemisphere than for the southern hemisphere, and all models seem to 
have a smaller bias during the months of December, January, and 
February (DJF), than during the months of June, July, and August (JJA). 
In general, the temperature, seems to have a positive bias, which cor-
relates to a negative bias in the precipitation, as well as in the relative 
humidity, judging from the few individual models, that had a separate 
analysis for the bias in the relative humidity [56]. The selection of the 

Fig. 2. Yearly Changes in PMIDS. Climate Scenario: RCP 8.5. Comparing Decomposition starting in July (top) and January (bottom).  
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models is mostly based on the selection of available datasets, which 
provided a continuous dataset for both relative humidity and tempera-
ture at a surface level as a monthly mean for the January 2020 to 
December 2099 timeframe. Some biases might be further reduced by 
incorporating datasets which require a more extensive pre-processing. 

Limitations of the post-mortem interval calculation 

The post-mortem interval formula used in this current study to 
calculate the post-mortem interval from death until skeletonization 
(PMIDS) has been tested in multiple different locations, with different 
climate. These validation studies concluded, that the formula is not 
accurately predicting the PMI in climate zones outside of Knoxville, 
Tennessee, where it was developed. More specifically, drier and colder 
climates seem to lead to a wrongful estimation, especially in later stages 
of decomposition. Therefore, it is likely that the estimations in different 
climate zones may present an unknown bias [3,12]. Current literature 
comparing the formulae by Vass and Megyesi et al. show a wrongful 

estimation of the PMI in drier and colder climates for both. Overall the 
formula by Megyesi et al. seems to show a greater deviation from the 
real PMI for later stages of the decomposition, compared to the formula 
by Vass [3,12,55]. 

Overall assessment of the results 

Overall, the results are consistent with what was expected from the 
current literature on climate change. In general, it was expected, that 
there is an overall lower decline in the PMIDS in the SSP1–2.6 scenario, 
compared to the SSP5–8.5 scenario. Furthermore, the general trend 
visible in the results is that the climate zones of the tropical climate, the 
A-climates, are the least affected, and that the C/D Climates are more 
affected, are in accordance to climate research. Due to multiple effects, 
regions closer to the poles, are warming faster than the regions closer to 
the tropics. Changes in temperature are overall more prominent than 
changes in the relative humidity. Therefore, these effects of the tem-
perature changes are more prominently influencing the PMIDS 

Table 1 
Changes in the PMIDS for a global average and the different climate zones. Climate scenario: SSP5–8.5. Note the highest decrease and the lowest decrease (marked as in 
bold/italics).  

Climate 
Zone 

PMIDS, 2020–2029, 
Winter 

PMIDS, 2090–2099, 
Winter 

Diff. 
[%] 

p-value PMIDS, 2020–2029, 
Summer 

PMIDS, 2090–2099, 
Summer 

Diff. 
[%] 

p-value 

Global  211.11  175.88  -16.69 1.88E- 
18  

204.94  136.22  -33.53 7.37E- 
20 

Af  57.15  51.62  -9.68 8.64E- 
13  

56.22  50.80  -9.65 1.37E- 
10 

Am  66.27  60.92  -8.06 1.07E- 
11  

62.53  58.65  -6.21 1.95E- 
06 

Aw  74.76  67.72  -9.41 6.35E- 
16  

84.45  80.11  -5.14 4.87E- 
11 

BWh  208.99  187.23  -10.41 8.40E- 
10  

170.97  138.09  -19.23 8.92E- 
14 

BWk  312.53  242.06  -22.55 3.19E- 
17  

329.54  256.59  -22.14 6.65E- 
14 

BSh  128.70  112.80  -12.36 1.93E- 
12  

137.30  123.40  -10.13 1.47E- 
12 

BSk  252.29  201.36  -20.19 4.54E- 
15  

279.86  200.35  -28.41 6.27E- 
15 

Csa  177.83  150.68  -15.27 5.99E- 
13  

124.60  100.44  -19.39 2.53E- 
12 

Csb  171.05  139.74  -18.31 1.44E- 
12  

108.38  80.89  -25.37 5.19E- 
13 

Cwa  75.03  66.46  -11.43 2.25E- 
12  

124.26  114.62  -7.76 8.02E- 
12 

Cwb  135.21  92.94  -31.26 1.38E- 
17  

169.08  138.61  -18.02 5.49E- 
17 

Cwc  202.60  104.96  -48.19 2.24E- 
18  

209.28  138.87  -33.64 6.08E- 
15 

Cfa  133.72  113.67  -14.99 3.40E- 
16  

85.36  75.81  -11.18 1.65E- 
11 

Cfb  175.98  136.59  -22.38 2.23E- 
18  

129.15  104.81  -18.85 1.06E- 
15 

Cfc  263.68  157.73  -40.18 1.89E- 
18  

249.50  176.70  -29.18 1.65E- 
17 

Das  244.88  199.49  -18.54 5.88E- 
13  

260.68  162.82  -37.54 1.37E- 
15 

Dsb  267.74  214.96  -19.71 1.23E- 
15  

292.39  159.14  -45.57 2.27E- 
20 

Dsc  343.59  235.16  -31.56 7.78E- 
21  

362.28  171.60  -52.63 6.51E- 
20 

Dwa  204.21  185.92  -8.95 1.41E- 
11  

73.75  57.73  -21.72 4.53E- 
11 

Dfa  213.04  185.98  -12.70 3.86E- 
15  

150.48  85.54  -43.16 1.74E- 
14 

Dfb  236.18  201.64  -14.63 6.63E- 
16  

220.18  86.17  -60.86 6.61E- 
17 

Dfc  321.01  232.98  -27.42 2.36E- 
18  

353.88  169.21  -52.18 1.75E- 
18 

ET  362.01  336.20  -7.13 9.48E- 
16  

362.34  328.97  -9.21 4.38E- 
14 

EF  364.27  363.49  -0.22 2.11E- 
12  

364.43  363.34  -0.30 7.88E- 
08  
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calculation, than the changes in humidity. 
The E-Climate, which are defined by their number of days below 

zero, show a smaller difference in the modelled PMIDS, than the D or C 
climate, even though the E-Climates are warming faster than the C/D 
Climates. This apparent discrepancy between the climate change pre-
diction and the PMIDS modulation can be explained by the way human 
decomposition works. In general, human decomposition is thought to be 
halted if temperatures drop below 0 ◦C. At the very least it is slowed 
down extensively. Therefore, if the temperature of a region is below zero 
degrees Celsius, the model used in this current study will not advance 
the decomposition. This leads to a cut-off point, where even a large in-
crease in temperature will not be mirrored in the PMIDS, if the tem-
perature continues to stay below 0 ◦C. Secondly, PMIDS modulation is 
cut off at 365 days. This means, that any decomposition, that would take 
longer than 365 days (or one year) is going to be cut off and set to 365 
days. This cut off points means, that even areas with some above-zero 
months, will be cut off. This threshold temperature is further contrib-
uting to a smaller difference in the E-climates, than expected from just 
the changes in temperature. This is again, because even a large increase 
in temperature may not be mirrored in that extent, if that increase does 
not fully happen above this threshold temperatures. For example, a 
change in temperature from − 20–0 ◦C may be a temperature increase of 
20 ◦C, but will not result in any changes of the PMIDS, as there is still no 
composition calculated at 0 ◦C. 

Comparison of the results to previous work 

In the preliminary study [8] the PMIDS was calculated via a seasonal 
mean value, as opposed to the more direct calculation assumed in the 
current study. Furthermore, the values for temperature and the relative 
humidity included values from both, land and ocean areas. As noted in 
the discussion of that master thesis the ocean is functioning as a heat 
storage, and has a buffering function. Furthermore, the comparison in 
the master thesis was done for continents, not for climate zones. Lastly, 
the master thesis used the RCP SSPs [8]. 

Despite these differences, a comparison of the results for the global 
averages shows similar results. First of all, the results only differ by a few 
percentages, but have the same order of magnitude. In the RCP 8.5/ 
SSP5–8.5 scenario, this current study shows a higher increase in speed of 

decomposition. While the increase in speed of decomposition was 27.5% 
in JJA in the previous study [8], it is 33.5% for decomposition starting in 
July in this current study. For the DJF/decomposition starting in 
January, the increase was 12.6% in the master thesis and is 16.7% in the 
current study[8]. 

In RCP2.6/ SSP1–2.6 the differences between the two studies are 
smaller. For JJA/decomposition starting in July, the decrease in PMIDS 
was 5.2% in the preliminary project [8] as opposed to 4.6% in the 
current study. For DJF/decomposition starting in January it is 2.7% in 
the previous study and 2.6% in this current study [8]. These differences 
are easily explained by the different methodological approaches and the 
updated Climate data used. Most of the difference between the DJF/JJA 
values can be explained through the mean values used in the prior study, 
as these would lead to a slower decomposition in DJF and a faster 
decomposition in JJA, as opposed to the continuous calculation used in 
the current study. The overall higher rates of changes in the SSP5–8.5 
climate scenario in this current study are likely a results of restricting 
calculation to the land areas, as changes in temperature and humidity 
are more prominent on land than on ocean [8,26], as well as the usage of 
the updated climate modelling data, which shows a generally faster 
increase in temperature [5,57]. 

It should be noted, that the increase in the speed of decomposition, 
especially in colder climate zones may be directly impacting the work of 
the forensic anthropologist. The PMIDS calculated in the current study 
can also be seen as a proxy for environmental conditions. The decrease 
in the PMIDS is more severe in climate zones, that mirror environmental 
conditions, in which the most commonly used formulas for PMI esti-
mation are working accurately. This decrease on the PMIDS is mirroring 
a shift in environmental conditions towards conditions, where these 
formulae are currently less accurate. Therefore, climate change, espe-
cially in the SSP585 scenario, may negatively impact the accuracy of 
PMI estimation. 

Furthermore, an increase in the speed of decomposition may lead to 
a higher workload for forensic anthropologists. This is because faster 
decomposition will decrease the time needed for a corpse to skeletonize 
and for the expertise of forensic anthropologists to be needed. 

Table 2 
Changes in the PMIDS for a global average and the different climate zones. Climate scenario: SSPP1–2.6. Note the highest decrease and the lowest decrease (in bold and 
Italics). Also note the cells marked bold where no significant change happens.   

PMIDS, 2020–2029, 
Winter 

PMIDS, 2090–2099, 
Winter 

Diff. 
[%] 

p-value PMIDS, 2020–2029, 
Summer 

PMIDS, 2090–2099, 
Summer 

Diff. 
[%] 

p-value 

Global  212.29  206.80  -2.59 2.23E-07  207.44  198.00  -4.55 1.11E-07 
Af  56.93  56.40  -0.94 7.58E-02  56.24  55.34  -1.61 4.87E-05 
Am  65.89  65.08  -1.22 4.68E-02  62.62  62.23  -0.62 4.83E-01 
Aw  74.98  74.22  -1.02 2.66E-02  84.64  83.89  -0.88 1.32E-03 
BWh  209.86  209.00  -0.41 1.39Eþ 00  171.26  170.03  -0.72 1.05Eþ 00 
BWk  313.31  305.82  -2.39 1.33E-02  327.76  322.31  -1.66 1.50E-02 
BSh  127.65  125.56  -1.64 7.40E-02  135.41  134.37  -0.76 5.25E-01 
BSk  252.83  246.33  -2.57 3.08E-02  277.34  267.61  -3.51 1.52E-03 
Csa  178.09  172.68  -3.04 5.72E-03  124.69  120.74  -3.17 2.21E-02 
Csb  175.38  169.18  -3.54 3.35E-03  111.33  104.12  -6.48 1.87E-03 
Cwa  74.89  74.31  -0.77 5.98E-01  127.68  126.06  -1.27 1.17E-01 
Cwb  133.21  126.39  -5.12 1.98E-04  167.17  162.42  -2.84 8.73E-06 
Cwc  214.26  196.06  -8.49 2.92E-04  220.17  204.39  -7.17 7.29E-05 
Cfa  132.51  129.38  -2.36 4.92E-06  85.38  83.44  -2.28 1.32E-06 
Cfb  174.44  169.05  -3.09 1.93E-05  128.29  123.69  -3.59 9.26E-05 
Cfc  263.15  250.94  -4.64 1.88E-02  250.73  238.42  -4.91 6.53E-03 
Das  248.47  240.35  -3.27 8.79E-03  265.46  252.23  -4.98 1.85E-02 
Dsb  272.59  263.34  -3.39 8.13E-03  300.59  272.35  -9.39 3.72E-07 
Dsc  343.38  328.03  -4.47 3.78E-05  362.23  357.96  -1.18 1.48E-03 
Dfa  212.88  209.02  -1.81 1.48E-05  152.42  134.46  -11.78 3.65E-05 
Dfb  235.59  228.73  -2.91 8.45E-08  223.74  181.65  -18.81 9.37E-09 
Dfc  320.81  304.23  -5.17 7.99E-11  355.06  341.56  -3.80 1.37E-07 
ET  361.84  360.67  -0.32 1.02E-05  362.21  361.40  -0.22 7.56E-07 
EF  364.37  364.27  -0.03 7.16E-02  364.45  364.44  0.00 4.27E-01  
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Conclusion 

The current study shows that climate change is exerting multiple 
impacts on the estimation of the post-mortem interval (PMI). Specif-
ically, there are two main factors to consider. Firstly, the estimation of 

the PMI in the current study is based on the formula by Vass, which is a 
widely used, and currently regarded as the most accurate formula for 
estimating the PMI on a global scale. It is however important to note, 
that this formula is not accurately estimating the PMI in colder and drier 
climates. Looking at the PMI, it is obvious, that many places in the world 

Fig. 3. Spatial variation in PMIDS. Scenario: SSP1–2.6, decomposition starting in July. Note the minimal changes, most visible when comparing areas marked with 
the red circle. 2020 s are at the top, 2090 s at the bottom. 
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Fig. 4. Spatial variation in PMIDS. Scenario: SSP5–8.5, decomposition starting in July. Note the extensive changes, especially visible in the northern hemisphere. 
Top: 2020 s, bottom: 2090 s. 
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already are less accurately represented by this formula. The formula has 
been developed with data from Tennessee alone and may therefore be 
less precise when applied to other regions, particularly those where the 
climate reaches the greatest extremes such as parts of Africa and 

Australasia. The expected climatic changes, as shown in this paper, will 
lead to an extension of the area, where the formulae currently used for 
PMI estimation become less accurate. The current authors therefore 
recommend that more research should focus on developing a PMI- 

Fig. 5. Spatial variation in PMIDS. Scenario: SSP1–2.6, decomposition starting in January. Note the minimal changes, most visible when comparing areas marked 
with the red circle. Top: 2020 s, bottom: 2090 s. 
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formula that is more accurate in estimating the PMI in drier and warmer 
climates. This can be achieved by strengthening the research effort in 
different climatic conditions outside of the United States, which provide 
a closer approximation of expected future climates, especially under the 
SSP5–8.5 climate scenario. 

The current article does not purport to give an exact projection of the 

current state of decomposition, or future changes. Instead, the results 
presented here show, that the impact of climate change on the post 
mortem interval estimation, has long been underestimated. It is rec-
ommended, to further explore these impacts, including through incor-
poration of further revised climate predictions, alternative PMI – 
estimation formulae and the impacts that climate change may have on 

Fig. 6. Spatial variation in PMIDS. Scenario: SSP5–8.5 decomposition starting in January. Note the extensive changes, especially visible in the northern hemisphere. 
Top: 2020 s, bottom: 2090 s. 
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buried bodies. 
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