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Abstract 

Incidents of online harassment are increasing and can have significant consequences for 

victims. Witnesses (‘digital bystanders’) can be crucial in identifying and challenging 

harassment. This study considered when and how young adults intervene online, with the aim 

of understanding the applicability of existing theoretical models (i.e., Bystander Intervention 

Model; Response Decision-Making Framework). Thematic analysis of eight focus groups 

(UK community sample, N=67, 18-25 years) resulted in five themes: Noticing and 

Interpreting the Harassment, Perceived Responsibility for Helping, Consequences of 

Intervening, Perceived Ability to Make a Difference, and Deciding How to Help. The online 

context amplified offline preferences, such as greater preference for anonymity and perceived 

costs of intervention (e.g., social costs). Intervention strategies varied in visibility and effort, 

preferring ‘indirect’ micro-interventions focused on supporting victims. A new, merged 

model specific to digital bystanders is proposed, with implications for the design and 

messaging on Social Networking Sites (SNS) discussed.  

Keywords: Social Media, Social Networking Sites, Online Communities, Qualitative 

Methods, Young Adults, Bystanders 
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Lay Summary  

What influences someone to step in when they see harassment taking place online? We asked 

67 young adults about their experiences of online harassment using focus groups and 

identified key themes. We found that bystanders are generally reluctant to intervene unless 

the harassment is obvious, severe and when they knew the victim well. When they did 

intervene, participants preferred to step in discreetly through reporting (to Social Networking 

Sites, SNS) or private messaging to offer emotional support. Reporting was not always seen 

in a positive light, with participants describing it as an ‘empty’ experience due to the lack of 

feedback on what happened next. Bystanders were concerned about making the situation 

worse, becoming a victim themselves, and not having the right skills to intervene. In the case 

of celebrities and influencers, online harassment was seen as ‘part of the job’. This was 

amplified by a feeling of detachment due to the fact they cannot physically see the victim 

online. Our study highlights several barriers that discourage bystanders from intervening and 

suggests ways of removing these barriers through design and messaging. We propose a new 

way of conceptualising online interventions along a ‘spectrum’, varying in levels of visibility 

and effort.  
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To Intervene or not Intervene: Young adults’ views on When and How to Intervene in 

Online Harassment 

Abusive online behaviour, such as trolling and flaming, has been the subject of research for 

the past 40 years in the computer-mediated communication (CMC) field (Kiesler et al., 

1984). While online harassment is a much-disputed term (Marwick, 2021), we define it as 

targeted abuse or harmful behaviour directed at another individual user through CMC. Online 

harassment is often viewed as a spectrum of behaviours varying in severity (e.g., purposeful 

embarrassment, stalking, physical threats, sexual harassment; see Pew Research Centre, 

2021). Online harassment is now increasingly widespread and severe, with 41% of surveyed 

American adults experiencing some form of harassment (Pew Research Centre, 2021). 

Furthermore, compared against the 2017 survey, harassment has become more severe in 

nature (e.g., physical threats, stalking and sustained harassment) (Pew Research Centre, 2021; 

UK Council for Internet Safety, 2019). The public and ‘permanent’ nature of online abuse 

can lead to long term, and potentially devastating, consequences for victims (Dillon & 

Bushman, 2015). For example, victims of cyberbullying report higher levels of depressive 

symptoms than victims of traditional in-person bullying (Perren et al., 2010) and intrusive 

thoughts amongst Chinese adolescents (n=661) (Liu et al., 2020).  

Detecting and Tackling Online Harassment - Why Bystanders? 

Alongside increasing interest in both the prevalence and detection of online harms 

(Rosa et al, 2019), increasing attention has been focused on the role of ‘digital bystanders’ – 

that is, those who witness online abuse or harmful communications, and have the opportunity 

to intervene (e.g., Difranzo et al., 2018; Dillon & Bushman, 2015; Obermaier et al., 2016). 

Digital bystanders (also referred to as ‘cyber-bystanders’ in the cyberbullying literature) have 

a potentially crucial role in challenging and reporting online abuse and harassment, 
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particularly in light of reported challenges in the automated, real-time detection of 

problematic content (Rosa et al., 2019). Furthermore, publicly intervening (e.g., posting a 

direct challenge to the abuse) can role model intervention, thereby encouraging others to 

intervene (Anderson et al., 2014; Marwick, 2021).  

Social Networking Sites (SNS) offer opportunities for bystanders to intervene 

anonymously via reporting systems, and the capability to document an incident readily and 

easily (e.g., taking screenshots). For these reasons, we might expect that bystanders would be 

motivated to intervene. Yet, survey research suggests that this is not the case, with the 

majority of those questioned (70%) reporting that they opt not to intervene (Pew Research 

Centre, 2017). During the last decade, experimental research has also found consistently low 

levels of intervention in online settings (Dillon & Bushman, 2015; Difranzo et al, 2018, 

Bhandari et al, 2021), particularly in relation to ‘public’ interventions. The relatively low rate 

of bystander intervention is a phenomenon previously identified in offline settings (Latané & 

Darley, 1970) and was the focus of considerable early research in the 60s that culminated in a 

‘Bystander Intervention Model’ (Latané & Darley, 1970), which sought to identify the 

potential reasons for non-intervention. 

The Bystander Intervention Model 

Bystanders have been traditionally studied in relation to in-person emergencies, such 

as physical assault (Allison & Bussey, 2016). Empirical work in this field has largely centred 

around the well-established Bystander Intervention Model (BIM) (Latané & Darley, 1970) 

consisting of five underpinning stages (see Figure 1).  

[Figure 1 here] 

According to the model, each stage is associated with situational factors that can 

encourage, or deter bystander intervention (e.g., lack of skills or knowledge, ‘evaluation 
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apprehension’). In their meta-analytic review (k=7,700), Fischer et al (2011) synthesised this 

extensive field of research and found that bystanders are more likely to help in dangerous 

emergencies, when perpetrators are present and when the ‘costs’ to themselves are non-

physical. More recently, Robinson et al. (2022) conducted a qualitative interpretive meta-

synthesis of the bystander intervention in sexual violence literature, identifying five key 

themes: the impact of alcohol (acting as both an enabler or deterrent to intervention 

depending on the context), peer perceptions (e.g., rape myths acceptance as a key barrier), 

beliefs around responsibility (acting as both an enabler or deterrent depending on perceptions 

of moral duty), situational factors (e.g., the role of body language), and the role of friendship 

(as a key enabler of helping).  

Barriers and Enablers of Bystander Intervention  

In the last decade, research has moved towards understanding ways in which 

bystander intervention can be enabled or supported – both offline and online. For instance, 

Fenton et al. (2017) reviewed 67 studies of bystander intervention programmes and 

concluded that – alongside evidence that such programmes are effective in reducing offline 

abuse and harassment – active bystander intervention is associated with increases in victim-

empathy, confidence (and self-efficacy) and a willingness to accept personal responsibility to 

act. However, as is apparent in the Robinson et al (2022) qualitative meta-synthesis, some 

features can act as either an enabler or a barrier, depending on the context. For example, 

alcohol reducing inhibitions and increasing confidence of bystanders (facilitating bystander 

intervention), or it can act as a barrier by increasing ambiguity and impairing decision-

making (reducing bystander intervention).  

Studies in digital environments tend to replicate these same effects. For instance, and 

in keeping with the predictions of the original Bystander Intervention Model, increased 
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personal responsibility, incident severity, and number of offenders, have all been found to 

increase the likelihood of a victim receiving help in a digital setting (Butler et al, 2022; 

Kazerooni et al., 2018; Rudnicki et al, 2022; Wang, 2021). Notably, in their scenario-based 

study, Bastiaensens et al. (2014) found that incident severity and a prior relationship with the 

victim increased secondary school students’ (N=453) behavioural intentions to help. 

Similarly, Brody (2013) reported that closeness to the victim and the anonymity of the 

bystander increased intervention in both vignette-based and experimental studies.  

Replicating previous work in offline settings, empathy with the victim has 

consistently been found to predict online intervention (e.g., van Cleemput et al., 2014), 

although there may be differences in terms of cognitive vs affective empathy (Barlińska et al., 

2018). Wang (2021) found that those higher in dispositional empathy were more likely to 

intervene (both publicly and privately) in a scenario based cyber-bullying experiment, while 

Rudnicki et al. (2019) found that giving participants oxytocin to increase empathy led to a 

decrease in their reported acceptance of ‘celebrity bashing’ in online settings. However, in a 

three-day simulation study, Taylor et al (2019) found no evidence that higher empathic 

concern led to more ‘flagging’ (one of the intervention options within the study). 

Interestingly, seeing a ‘feeling prompt’ (e.g., “how is X feeling?”) predicted greater empathic 

concern which in turn did lead to higher intention to ‘like’ the victims’ posts, suggesting that 

different types of intervention may be motivated by different factors and perhaps the different 

findings can be explained by differences in the available intervention options.  

In offline settings, anonymity of bystanders is rarely discussed, but rather is conflated 

with discussions of responsibility (e.g., Yule & Grych, 2016) or variance in the risk to the 

bystander of intervention (e.g., Katz et al., 2016).  However, anonymity is potentially an 

important feature in online bystander decision-making. In one of the few studies to use 

naturalistic data from 400 existing chat groups (N=4833), Markey (2000) found that simply 
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using a bystander’s name in requests for help led to a significant increase in bystander 

intervention compared to a blanket request. Interestingly though, anonymity of the victim can 

also act as a barrier (Andalibi & Forte, 2018). Bystanders cannot see the victim’s distress 

first-hand, and this may reduce the perceived seriousness of the incident. Visual anonymity of 

the victim can therefore create an ‘empathy gap’ (Machackova et al., 2015), which may 

potentially limit intentions to help in school children.  

A sense of control or belief in one’s ability (‘self-efficacy’) is also a key enabler of 

helping in both online and offline scenarios (DeSmet, 2014; 2016). Song and Oh (2018), in 

their survey-based study with middle school children found that a sense of control led to a 

small but significant effect on ‘defending’ the victim. Similarly, Bell, Rogers and Pearce 

(2019) found that Critical National Infrastructure (CNI) employees were more reluctant to 

report concerns when they felt they did not have sufficient knowledge or skills.  

Bystander Intervention Online: Same Kind of Different? 

On first sight, many of the same processes that underpin bystander intervention in offline 

settings operate in similar ways in computer-mediated communication. However, it could be 

argued that bystander intervention online differs from offline in terms of: 1) scale (of 

victimization, of potential witnesses); 2) timing (i.e., victimization can be witnessed as it 

occurs, or some time afterwards); 3) intervention scope (that is, the ways in which a 

bystander can intervene varies online compared to offline), and 4) in nature (e.g. of the 

victim, perpetrator, act).  

1) Scale: In a major three-year survey of 50,000 people, Thomas et al. (2021) found that 

almost half (48%) reported being a target of online abuse, including being the 

recipient of insults or unkind comments (16%), bullying (5%), stalking (7%), and 

hostile account takeovers (6%).  At present we do not know if the sheer prevalence of 
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online abuse influences users’ decision making around intervention. Certainly, in 

some contexts, negative online behaviour is seen as normative (Hilvert-Bruce & Neill, 

2020), suggesting that as negative behavior in computer-mediated environments 

becomes more common, so the norms around what requires intervention may well 

change. 

2) Timing: The nature of CMC (and, in particular, social media) means that, for many 

people, abuse may be witnessed sometime after it has occurred (including in screen 

shot format following deletion). We would expect that this might influence the 

likelihood of intervention because it introduces uncertainty – in terms of whether the 

act has been ‘dealt’ with by others or the platform itself, and indeed if an intervention 

would be effective. Since efficacy is a strong predictor of actual intervention (and 

intention to intervene) in offline settings, we would expect post-hoc witnessing of 

abusive behaviour to decrease the likelihood of intervention.  

3) Scope: The scope for intervention in online spaces is wide, including the possibility to 

attempt to reduce abuse before it occurs (e.g., through platform rules and regulation); 

at the point of posting (e.g., by real time scanning and removal of problematic content 

and communication; and after the event (e.g., through reporting and removal 

mechanisms). Previous research (Marwick, 2021) has shown that not all interventions 

are productive, and some may even risk back-firing and amplifying the original abuse 

(leading to re-victimisation). Some initial research in the cyberbullying literature 

suggests that bystanders prefer ‘indirect’ forms of intervention (e.g., anonymous 

reporting) (Dillon & Bushman, 2015), presumably because it reduces the likelihood of 

becoming a target oneself. 

4)  Nature: Moving bystander intervention (and victimization) to a computer-mediated 

space allows for not only the replication of age-old methods of victimization (e.g., 
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insults), but also new modes of abuse (Thomas et al., 2021) – what might be termed 

‘cyber dependent’ actions (such as hacking into someone's account or zoombombing) 

rather than cyber-enabled re-imaginings of offline threats (such as sexual harassment, 

hate speech etc). Online environments such as SNS often lack crucial social context 

and cues (e.g., tone of voice, distress of victim). Since ambiguity is a key barrier to 

intervention, we may expect that ‘assessing an emergency’ is particularly challenging 

in online environments.  

Theoretically, and quite naturally, the majority of work seeks to identify the 

prevalence and causes of abuse online. Typically, this research tends to fall into either the 

psychologically oriented (e.g., that trolls show evidence of Dark Triad personality traits: 

Craker & March, 2016), or that computer-mediated environments ‘enable’ abuse through the 

affordances they provide (e.g., anonymity: Suler, 2004; Bastiaensens et al, 2015). A 

promising line of research has involved ‘designing in’ (and measuring the impact of) 

technological interventions (e.g., notifications) with the aim of increasing bystander 

intervention (Bastiaensens et al., 2014; Difranzo et al., 2018; Taylor et al., 2019; Bhandari et 

al., 2021). While the Bystander Intervention Model (BIM) seems to apply relatively well to 

understanding online intervention, it is not clear how changes in the scale, timing, scope and 

nature of bystander intervention within CMC might pose challenges, or extensions, to this 

model.  

In their review of bullying (offline and online), Lambe et al. (2019) found strong 

support for the applicability of BIM to online settings; with 84% of the 24 reviewed studies 

(dated 2012-2017) finding a strong fit / correlation with the model. Of these studies, the vast 

majority examined school aged children (only 5 studies looked at adults over 18) and adopted 

self-report methodology (18 of the 25 studies).  To truly understand BIM’s applicability to 

CMC, there is a need to interrogate each stage of the BIM in turn. Lytle et al. (2021) made a 



TO INTERVENE OR NOT TO INTERVENE 

 

11 

compelling start on this by proposing key differences around Step 1 (noticing) and Step 2 

(assessing/interpreting) in relation to the features that are unique to digital bystanding. 

However, there is still a need to elaborate on steps 3-5 of the original BIM in terms of it’s 

applicability to CMC. Furthermore, existing studies testing the applicability of the BIM have 

used offline intervention options (e.g., ‘telling a teacher’) and simply applied these to online 

spaces (Patterson et al., 2017).  Yet, we may expect that there are different, and perhaps more 

subtle ways of ‘intervening’ within CMC (e.g., likes / shares / reposts etc.) that have not been 

traditionally available offline during to the various differences around scope, nature, and 

scale highlighted earlier.  

Theoretical Perspective - A Decision Making Framework  

One theoretical model that speaks to this challenge is the Response Decision Making 

Framework (RDM). The RDM (see Figure 2) was developed by Andalibi and Forte (2018) to 

describe how users of social media respond to sensitive or socially stigmatised disclosures 

more broadly (e.g., mental health, pregnancy loss).  

[Figure 2 here] 

The RDM describes how various socio-technical features (e.g. privacy settings) 

influence decision-making. Whilst originating from outside the traditional bystanding 

literature, there are many parallels to bystander intervention – specifically, RDM 

acknowledges how various socio-technical features can influence someone’s response (e.g., 

an amplified sense of visibility online, sense of anonymity, the one-to-many nature of certain 

online postings). In particular, the RDM explains the unique pressures of responding on 

social media and the associated fear of social ‘backfiring’. The framework consists of three 

main elements: 1) ‘the self’ (e.g., their attitudes, impression management concerns), 2) the 
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‘poster' (e.g., type of disclosure, perceptions of their intentions), and 3) the context of the 

disclosure (e.g., relational, temporal, and social factors). 

We assess that applying this framework of social media users’ responses to socially 

stigmatising material is particularly applicable to digital bystanding since it focuses 

specifically on the unique features of social media. Bystanders also weighing up whether (and 

critically, how) to respond to something concerning they see online so they may be 

influenced by similar factors. The present study will explore the applicability of this 

overarching model to digital bystanding, which has yet to be examined in this context. Taking 

this one step further, we propose an integration of the original BIM and the RDM into one 

overarching model, entitled ‘The Bystander Response Decision Model’ (BRDM) (see Figure 

3).  

[Figure 3] 

Through our research, we aim to pinpoint specific socio-technical features that are 

relevant for each decision-making stage (this will be discussed later). In particular, we seek to 

develop our understandings of what different interventions look like within CMC (e.g., stage 

five of the BIM – ‘deciding how to help’), and possible design interventions targeted at each 

stage. We propose that there is a key gap in existing literature requiring further consideration. 

In other words, what is the full spectrum of options available within CMC, and what are the 

specific factors online which in turn influence decisions to select these different 

interventions? 

Target Population 

 In the current study, we will focus on young adult users (18-25) of social media since 

they are at highest risk of online harassment (UK Council for Internet Safety, 2019). As 

prolific users of social media platforms (Pew Research Centre, 2021) we would expect young 
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adults to witness more online harassment due to their greater exposure. Existing research has 

largely studied cyber-bullying in school aged populations (Barlinska et al., 2018; Brody & 

Vangelisti, 2015; Song & Oh, 2018) and sexual violence within University campus settings . 

We seek to understand the experiences of young adults in relation to online harassment on a 

day-to-day basis as users of Social Networking Sites (SNS).  Furthermore, Allison & Bussey 

(2016) highlight a lack of qualitative research in this field relative to scenario based and 

survey designs. By taking a qualitative approach, we will develop a more nuanced 

understanding of the various intervention strategies used by bystanders in CMC, allowing us 

to unpick their decision-making process. 

Research Questions 

The present research asks what it means to intervene in a digital world from the 

perspective of young adults who witness harassment taking place. The research has three, 

interrelated research questions: 

1. What are the barriers and enablers of helping or reporting in online contexts 

specifically?  

2. What intervention options are available to digital bystanders, and under what 

circumstances are they used? 

3. What are the perceived risks and benefits associated with these intervention 

options? 

A secondary aim of the research was to identify ways of increasing online intervention, to 

inform the way in which design and messaging can foster intervention.  
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Method 

Design 

This study adopted a qualitative methodology. As experience of online harassment is 

a potentially sensitive topic, focus groups were considered particularly suitable to facilitate 

disclosure through peer-to-peer interaction (see Guest et al, 2017). Additionally, online 

harassment is a social phenomenon by nature and therefore lends itself to a group-based 

methodology. 

Participants 

In total, 67 participants took part in eight focus groups with six to ten participants in 

each (N=67; 59.7% female, 40.3% male). A University-approved market research company 

recruited participants through a variety of methods (street, phone and via email) to ensure a 

diverse sample and a mixture of occupations across the community. In response to a call for 

more research examining online harassment in young adult populations (Department of 

Digital, Culture, Media & Sport and Home Office, 2019), all participants were screened on 

two key eligibility criteria; 1) aged 18-25 years and 2) users of social media. Seven focus 

groups were mixed male and female participants, the eighth was all female.  

Ethics 

Full ethical approval was granted for the study to take place through the [name 

removed for masked review] ethical committee. Several mitigations were put into place to 

ensure the anonymity and wellbeing of participants, and the limits of confidentiality were 

made clear (see Procedure). Participants provided verbal and written consent for their 

participation in the research and were fully aware of the aims of the research study from the 

outset. 
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Procedure 

Focus groups took place in-person, before COVID-19, at hotel and conference venues 

in two urban locations in the UK. The focus groups were professionally facilitated by a 

university approved supplier with 40 years’ experience. Focus groups were capped at one 

hour in length. Facilitators started by introducing the topic and clarifying key concepts such 

as a ‘bystander’ (e.g., a witness) and ‘interventions’ (e.g., reporting, blocking, challenging). 

Online harassment was described in plain terms as “harmful or abusive behaviour taking 

place online” and deliberately kept open-ended to capture participants own views on what 

constitutes harassment for them. Facilitators then checked the understanding of participants 

and, if necessary, provided some hypothetical scenarios (e.g., one involving a friend, one a 

celebrity/influencer). Given the sensitive topic of discussion, clear expectations were 

established at the outset about the limits of confidentiality should participants discuss 

criminal offences (e.g., death threats etc.). Facilitators impressed on participants the need to 

report such events through formal channels. After each focus group, participants were 

signposted to relevant resources, including information on how to report harassment in the 

future. Participants were compensated with shopping vouchers (£25) for their time. The 

research team followed secure data handling arrangements to protect the anonymity of 

participants including destroying original audio recordings following transcription.   

Data Analysis  

Focus group data was analysed thematically following the steps outlined by Braun 

and Clarke (2013). Thematic analysis (TA) was considered suitable due to the complex 

nature of the topic and the flexible and inclusive nature of the method. TA allowed us to 

“…theorize motivations, experience, and meaning in a straightforward way, because a 

simple, largely unidirectional relationship is assumed between meaning and experience and 
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language” (Braun & Clarke, 2006, p. 85). TA considers researcher subjectivity as a potential 

strength of the analysis (Braun & Clarke, 2013) and allowed us to combine diverse research 

backgrounds through a process of reflective practice.  

Two members of the research team were responsible for the initial analysis. These 

researchers are from diverse research backgrounds, with differing levels of familiarity with 

the surrounding literature. Their different perspectives complemented one another and 

allowed for a more nuanced interpretation of the data. The team took steps to increase 

trustworthiness of their analysis, in line with Nowell, Morris, White & Moules (2017)’s 

recommendations, such as having two researchers analyse the entire data set and clearly 

documenting decisions and adjustments using an audit trial. A proportion of the coding was 

then checked by the remaining authors, plus the resulting themes sense-checked in an 

iterative process. 

  The two researchers began by individually familiarising themselves with the data and 

noting initial ideas. This involved reading all focus group transcripts and noting coding ideas 

to inform the subsequent phases of the analysis. The transcripts were then imported into 

NVivo12. One researcher coded the entire dataset inductively, collated the codes and 

proposed seven initial themes. The other researcher then cross-referenced their observations 

against the proposed coding framework in NVivo12.  

 The next stage of the analysis was an iterative and reflective process, where the raw 

data and codes were reviewed until both researchers agreed upon the finalised themes and 

their descriptions. At several points in this process the research team came together to 

triangulate ideas, discuss alternative readings of the data, to refine themes, and construct 

mind maps.  
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Results 

Five themes were generated from the data: Noticing and Interpreting Harassment, 

Perceived Responsibility for Helping, Perceived Ability to Make a Difference, Consequences 

of Intervening, and Deciding How to Help / Type of Intervention. Mind maps for individual 

themes are included in Figures 4 to 7.  

Theme 1: Noticing and Interpreting Harassment 

According to participants, the nature and severity of harassment was a fundamental 

factor in a) noticing that abuse was taking place and b) deciding to take further action. Under 

this overarching theme, we generated two subthemes: 1) Nature of harassment; 2) Level of 

ambiguity (see Figure 4). 

[Figure 4 here]  

Nature of Harassment 

This subtheme related specifically to: a) immediacy and severity and b) personal 

resonance. The nature (e.g., ‘type’ of incident) and the severity of harassment influenced 

participants’ decision to intervene. Furthermore, severe or imminent threats resulted in more 

immediate bystander intervention. In line with existing literature (Fischer et al., 2011; 

Rudnicki et al., 2022), the majority of participants felt they would immediately report 

incidents relating to physical safety (e.g., death threats, terrorist threats and suicide risk). In 

these instances, the need for intervention was clear cut: “I think you just need to report that 

immediately because, like you say, it’s criminal isn’t it and that is immediately damaging to 

people” (FG 3). Participants also said they would be more likely to intervene if the abuse 

related to racial discrimination or sexual violence: “…you would have to step in” (FG 2). 

Abuse that occurs over time, such as cyber bullying, was also deemed more serious and 

worthy of intervention: 
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…if the abuser just posted one comment and you delete it, and they never do anything 

again, we can let it go. But if they constantly keep on doing it, by and by and by, then 

obviously we need to report it; it becomes a serious action. (FG 6) 

A few participants also commented that they would be more likely to respond to harassment 

that had personal resonance to them: 

It depends on the nature of things, so I guess it’s what is personal to you. So, if I see 

anything that is slut-shaming or racism, they are the two things that for me are 

triggers, so I would be like, no, shut it down. (FG 3) 

Ambiguity of Harassment  

Ambiguity related to a) the volume of harassment, b) time since post, and c) 

difficulties establishing intent. According to Fischer et al (2011)’s meta-analysis, individuals 

are much less likely to intervene if the incident is not considered urgent. In our study, the 

social media environment was described as highly ambiguous; making it difficult to 

disentangle what is an ‘emergency’ in a traditional sense: 

It’s also like when you’re online, you can take stuff out of the wrong context. Like 

they might not mean something in some way, but because you’re not face to face, because 

you are online, you might take it as the absolute opposite of what they meant, and then 

obviously that can escalate from there. (FG 4) 

Participants could not physically see the reactions of the victim, which added to the 

ambiguity (further emphasising the importance of body language signals; Robinson et al., 

2022). Participants reported being overloaded by the sheer volume of abusive content online: 

“It’s every day, all the time” (FG 3). Furthermore, participants found it difficult to know 

when an intervention was necessary, “There is a fine line of banter and then being serious. 

You might see it as a joke, but someone might take it too seriously. It depends on what it is” 
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(FG 8). Ambiguity was particularly pronounced when the victim and/or abuser were not 

known to the bystander, making it difficult to understand the intention behind a post. “To me 

it didn’t seem that bad…Then afterwards it was blindingly obvious I should have stepped in; 

I should have stopped it.” (FG 5). This participant articulates the challenge of identifying 

online harassment in the moment.  

Another important and related factor was the transitory nature of online harassment. 

Posts can quickly become outdated, lost, or replaced, leading to a ‘now or never’ approach to 

intervention. The longer the time lag, the less likely an intervention, “I am more likely to 

respond quite quickly or not at all.” (FG 3), and the perceptions that “…I guess that issue has 

been dealt with.” (FG 8). This time lag led some participants to assume that an intervention 

was not required, “If it had been three hours ago, this person’s probably gone, forgotten about 

this, and then there’s no point in replying to them.” (FG 4). There was also the practical point 

that, “It’s hard to find the same post twice on social media.” (FG 3).   

Theme 2: Perceived Responsibility for Helping 

For participants to help, they needed to feel personally responsible. Under this 

overarching theme were four key sub-themes: 1) Responsibility of the bystander, 2) Victim as 

Responsible, 3) SNS as Responsible, 4) Influence of Other Bystanders (see Figure 5). 

[Figure 5 here]  

Relationship With the Victim – ‘If it’s a Friend, it’s Different.’  

In line with predictions of the RDM (Andalibi & Forte, 2018), in every focus group, a 

commonly held view was that it was not their place to intervene when the victim was a 

stranger: “I guess that is the thing, isn’t it. If there is enough distance almost, in a way, it is 

not worth your time (FG 3). Consistent with both in-person and CMC literature (Allison & 

Bussey, 2016; Brody & Vangelisti, 2016, Lambe et al., 2019), when the victim was a close 
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friend or family member, bystanders were far more inclined to intervene in some way: “If it 

is someone close to me then no matter what it is, I will get involved.” (FG 2). There was high 

consensus that “if it’s a friend, it’s different” (FG 3).  

Further probing suggested that when the victim was a close friend, bystanders felt 

more able to 1) assess the likely impact of the harassment, 2) determine whether an 

intervention would help the victim, 3) choose a particular intervention. For example, knowing 

that a friend or family member suffered from self-esteem issues helped them assess that abuse 

relating to physical appearance would negatively impact them, and this in turn increased their 

likelihood of intervening.  

I think that I would immediately react for immediate friends and family, if they attack 

a vulnerable point I know of them. Because every person has their own 

vulnerabilities, and as close friends, you know that. So, if someone says something 

that I know will really affect them, but if it reaches something that I know they’re 

struggling with, there’ll be definitely an immediate answer.  (FG, 6) 

However, this was not always the case. A small minority of participants felt that they 

had a moral obligation to intervene regardless of their relationship, “I feel like there's almost 

a duty if you're a user …as users of the platform you should step in.” (FG 7). This supports 

the findings of Robinson et al. (2022) that some individuals for moral reason, regardless of 

the situation or the relationship with the victim.  

There was an interesting paradox when participants talked about the potential impact 

of online abuse on victims. Many participants highlighted the link between online abuse and 

mental health (citing high profile examples in the media such as the tragic death of Caroline 

Flack) and agreed that there was a need to support all victims. However, in regarding 

celebrities or ‘influencers’, participants consistently talked about online harassment as 
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somewhat expected and “part of their role for being famous” (FG 6) (discussed further in 

theme 2 - ‘Perceived responsibility for Helping’). It was clear that participants were aware of 

the potentially severe consequences of online abuse but felt that their role (as a bystander of 

this abuse) was limited in terms of stopping or minimising this abuse. 

Social Networking Sites (SNS) as Responsible - “Someone Else Deals With it, Don’t 

They?” 

Participants tended to agree that social media companies, as the original creators of 

these environments, should be responsible for tackling abusive behaviour that occurs within 

them: “…the social media platform that is overseeing and allowing people to have the 

profiles should be accountable for letting abusive individuals onto their site.” (FG 3). This 

finding is strikingly similar to Butler et al. (2022) recent work. Some recalled positive 

experiences of material being quickly removed from the public domain, especially when the 

abuse was severe. However, many participants felt that SNSs were not equipped with the 

right tools or resources to tackle harassment: “…I honestly feel like it’s a problem that our 

current technological advancements are not quite capable to fix. Because like you were 

saying, you can’t just use the robots because they’re not good enough.” (FG 4). Going one 

step further, other participants felt that SNS were not invested in tackling the issue in the first 

place: “I think the social media companies need to be more responsible. They sit back with 

their big pay cheques and don’t get involved enough. There need to be more regulations in 

place”. 

A combination of these factors led to participants feeling that the responsibility to 

intervene is passed onto them, as the users, instead: 
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I think the reality of the situation is that we do, as users, have the responsibility, now, 

to be the highest responsibility…I think it should be the company’s responsibility. But 

it isn’t because they can’t do that, so I think it is down to us (FG 3).  

Participants were clearly frustrated about this shift in responsibility. One participant 

articulated feelings of powerless: “we have no choice…they have no reason to listen to us 

because we use their Twitter anyway.” (FG 3). It was clear that participants believed that 

SNS’s should be doing more but lacked trust in their ability to do so.  

Victim as Responsible - “It’s Part of the job” 

Some participants discussed the inevitability of online abuse, particularly in relation 

to celebrities and influencers where harassment was framed as an expected ‘part of the job’ 

and their personal responsibility. “People should be responsible for themselves. You can’t put 

responsibility onto other people.” (FG 1). This is consistent with Weber et al. (2013)’s 

finding that ‘victim blaming’ is particularly pronounced when the victim is deemed to be 

particularly open and extraverted online, which is often the case with ‘influencer’ accounts. 

Participants mentioned examples where they felt victims had misinterpreted ‘banter’ as 

targeted harassment. Taking this one step further, some participants felt that efforts to tackle 

this issue should be targeted at increasing the resilience of victims, rather than tackling the 

harassment per se.   

Maybe the best way is to train people to not be offended as much by those things 

[laughter]. So, I know it’s hard to say, I know it’s really hard, but if you train people 

to not be offended by some random person’s comment that doesn’t know you and 

lives somewhere… (FG 4) 

Influence of Other Bystanders  
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Participants had mixed views on the influence of other bystanders, reflecting the 

somewhat contradictory findings we see in existing research (Allison & Bussey, 2016). 

However, in this study participants felt that presence of other bystanders impacted: 1) 

perceived necessity of intervene, 2) perceived ‘evaluation apprehension’. Several 

participants explained that it was easier to ‘follow the crowd’ and the difficulty of being the 

first to intervene due to personal repercussions if the intervention backfired: 

It depends on the amount of people because it can be really hard to put that first 

comment out there. If it is loads of people attacking someone because they done 

something bad, it is easy to send a hateful tweet. To stand against that if you are by 

yourself is really difficult. To be the first one, it is like the Me Too movement again. 

(FG 2). 

In contrast, others felt that the more bystanders reduced the necessity of their 

intervention, “If you felt that those 20 people had an impact, you could think there is no 

point. It is done, I don’t need to get involved” (FG 5). This finding is consistent with 

Kazerooni et al. (2018) who found that bystanders are less likely to intervene in retweeted 

content vs. original content. Similarly, our participants felt an increased responsibility and 

moral duty to intervene when others had not, “It’s like you were saying with the helping 

someone up in the street. If you saw it in the street and there was no-one else around, and it’s 

only you or a couple of other people, you have to do something.” (FG 2). Participants did 

agree, however, on the power of numbers in relation to the outcome of intervening. In fact, 

some participants intervened by mobilising others to report (discussed in Theme 5: Deciding 

How to Help). As a rule, it was felt that the more people who reported (e.g., to Social 

Networking Sites), the more seriously they would be taken: “I would say the more and 

more people, then the report becomes more and more visible, or they start taking action 

probably.” (FG 6).   
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Theme 3: Perceived Ability to Make a Difference 

A key consideration for participants was their perceived ability to make a difference. 

This perception of control, referred to as self-efficacy (Bandura, 1977) in the broader 

literature, is regularly highlighted as a key enabler of helping. In our focus group, this related 

to 3 key sub-themes: 1) Knowledge, Skills, and Confidence, 2) Lack of Trust and Clarity in 

the Reporting Process and 3) Sense of Helplessness (see Figure 6). 

[Figure 6 here]  

Knowledge, Skills, and Confidence 

 Having knowledge of the issue or topic at hand (e.g., racial discrimination, sexual 

harassment) led to increased confidence in their abilities and this in turn increased their 

likelihood of intervening: “…if I was educated in it enough to be able to hold my own.” (FG 

7). The RDM framework (Andalibi & Forte, 2018) talks about the role of prior experience on 

likelihood of responding to a post. The role of self-efficacy in bystander intervention is 

clearly acknowledged by previous research in both offline and CMC literature (Bell et al., 

2019, Jouriles et al, 2018; Song & Oh, 2018).  Enhancing self-efficacy is a key aim of many 

bystander intervention programs (Kleinsasser et al., 2015) and has been found to influence 

whether bystanders intervene and how they choose to intervene (DeSmet, 2014). A widely 

held belief was that bystanders needed to have specific skills in how to handle public online 

confrontations given the potential to backfire on a public scale. “I would end up making 

myself look silly then I would just leave myself more open to get abused then because I don’t 

have the right thing to say.” (FG 3). This again highlights the negative repercussions of 

helping and the preference for indirect interventions. 

If people were arguing about an issue or being abusive about something and I felt like 

I could hold my own in an argument about it, I might weigh in. [laughter] But if I was 
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like I'm just going to weigh in and they're going to completely wipe the floor, 

[laughter] I'm just reporting that. (FG 7). 

Lack of Trust and Clarity in the Reporting Process 

Lack of trust in reporting related to two main factors; 1) lack of clarity around where, 

and how, to report online harassment in the first place, 2) reporting as ‘empty’ process. Most 

participants were not aware of the regulatory bodies or possible reporting mechanisms where 

they could report abusive behaviour. “I think there is something that exists, I think there’s 

two or three that exist, but I can’t name them [laughter].” (FG 3). Participants felt that clearer 

instructions around reporting, and regular reminders, would encourage them to report in the 

future: “Instead of all the adverts you get, they could actually just promote how you report 

issues.” (FG 3).  

When it came to reporting abuse to SNS, participants agreed that this was often an 

‘easy’ or low effort option but were not convinced that reporting would help, “I think there is 

a lack of faith in the confidence of it being dealt with seriously.” (FG 1). For many 

participants, action from the SNS did not take place quickly enough. This time lag, as 

mentioned previously, meant that the abuse often continued to have impact on the victim. “It 

is easy to report, but sometimes I feel it takes quite a while for it to be taken down. It is not 

always instantly …it’s been over a year, and they still don’t do anything?” (F6).  

For other participants, reporting was described as an “empty process” (FG 4). SNS’s 

typically responded with a generic, computerised response to acknowledge the reporting 

rather than a personalised message: “…reporting is the most empty thing ever. I just gave up 

on it because it doesn’t feel like it makes a difference in any way.” (FG 4). Furthermore, 

participants rarely knew the outcome of their reporting, and whether it helped the victim: 

“Now if you were to report stuff that you had no feedback on, it will stop you from reporting 
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something.” (FG 4). Several participants noted that personalised feedback would increase 

their confidence and, in turn, increase the likelihood of an intervention in future.   

Sense of Helplessness – “They are not Going to Listen”.  

A general sense of helplessness related to three main elements: 1) Inevitability of 

online abuse, 2) ‘What will I do that makes a difference?’, and 3) Detachment and distance 

from the victim. Our focus groups suggested that when online, participants are inundated 

with potential opportunities to intervene. Online harassment against celebrities was 

particularly prolific against celebrities and influencers, “You see hate comments towards 

people that are well known like celebrities all the time and that is in such a volume that you 

can’t really do anything.” (FG 8). As such, online harassment was seen as a common and 

almost inevitable feature of their daily experience.  

There was a perception that they are unlikely to make a difference, regardless of how 

skilfully they approached an intervention: 

I picture it as you are in a crowd, people are shouting hate, you would get a 

microphone and say to them, ‘Everyone be quiet,’ and they will listen to you. On 

social media if there’s loads of people giving that person hate and one person says, 

‘Stop doing this,’ they are not going to listen.” (FG 5) 

Another participant used the powerful analogy of watching the news; that it was 

easier to passively watch the abuse unfold rather than playing an active role as a bystander. 

They went onto talk about the ease of ‘moving on’ from online harassment: “It is easier to be 

a bystander online than in person because you are online, you see something, flick past it, 

move on” (FG 5]. This sense of distance was further amplified when the victim was a 

celebrity or online influencers: “I follow quite a lot of celebrities and people I am interested 
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in. If I were to click on their photos there would be nine out of ten abuse on there. Do I spend 

my life reporting it all or do I report nothing?” (FG 4).  

Theme 4: Consequences of Intervening – Attitudes and Beliefs  

Participants were typically focused on the reasons not to intervene and the associated 

risks with intervention. However, some participants did talk about a sense of satisfaction 

from intervention. Bystander concerns were largely organised into two main subthemes, 1) 

High Personal Costs of Intervening, 2) Negative Attitudes Around Intervention, 3) Benefits 

of Intervention (see Figure 7).  

[Figure 7 here]  

High Personal Costs of Intervening 

As with Banyard and Moynihan (2011), our participants appeared to carefully weigh 

up the positive and negative implications of intervening. Personal costs of intervention 

related to 1) the energy and time expended and 2) the visibility of their intervention. The 

effort and time required to intervene online could be a deterrent, “it would be every single ten 

minutes, first it takes up some energy, but all at once, is it really useful?” (FG 4). 

Furthermore, participants spoke about the anxiety and fear associated with intervening online 

and the potential personal consequences: “If you get involved, it sucks you in and you spend 

your life thinking about what happened. When does it stop?” (FG 5). A widely held 

perception was that they could become a victim of abuse themselves if they intervened: “…I 

wouldn’t want the hate coming towards me, because they will be giving that person hate and 

all the comments, and then they’d switch and it would all be on you, for the same reasons” 

(FG 1).  

For many, the visibility of the online environment further amplified their concerns in 

that many potential observers could witness (and potentially judge) their intervention, a 
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finding shared with Andalibi & Forte (2018). We know from previous literature that fear of 

public humiliation can be amplified online, leading bystanders to prefer offline and discreet 

intervention (DeSmet, 2014). Our participants elaborated on this further. “You are giving a 

live feed to thousands of people that are going to have 10 million different views. You are 

putting yourself in the firing line.” (FG 2). Those who intervened (specifically, those who 

used public interventions) were largely viewed as ‘busy bodies’ – people who got involved in 

other peoples’ business. “Sometimes you're like ‘Go on girl’ [laughter], and other times 

you're like ‘Oh, you must have nothing to do.” (FG 7).  

In the short term, an online confrontation could lead to an increased state of anxiety 

for them personally until the dispute was resolved. “I think I wouldn’t be able to carry on my 

day; I'd be thinking what are they going to say next? I’d be looking every single time 

[laughter], what's my next argument… I don’t want to live like that.” (FG 7). Longer term, 

due to the potential permanence and visibility of their online actions, many participants felt 

they could jeopardise future career prospects. In some extreme circumstances, participants 

even talked about risking their personal safety if they could not remain anonymous. 

Negative Attitudes Around Intervention 

The concept of ‘evaluation apprehension’ is well established in the traditional 

bystander literature (Darley & Latané, 1968) and outlined in the RDM (Andalibi & Forte, 

2018). As expected, participants expressed a range of anxieties and negative beliefs around 

intervention including: 1) I’ll become the victim, 2) I’ll make it worse for the victim, 3) I’ll 

give the abuser recognition, 4) bystanders are ‘busy bodies’. For some, reluctance to 

intervene was underpinned by a sense that they would “fuel the fire” (FG 7). Elaborating on 

this further, participants explained that by responding to a comment, they would be shining a 

light on the harassment and drawing attention to it; “You feel like by ignoring it… maybe it 
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is what you say to yourself to make yourself feel better, but you feel like you are not giving 

them the satisfaction of rising to it” (FG 5). For these participants, intervention could be more 

harmful than the original act as it can further publicise the abuse. ‘Scrolling past’ (or 

privately reporting) rather than actively commenting allowed the online abuse to naturally 

fizzle out and disappear from the newsfeeds of others: “…if you ignore the comments or do 

your best to ignore the comments there is only so long someone can keep goading the same 

person” (FG 2).  

To mitigate this, some bystanders approached the victim to ask for their consent 

before they publicly interviewed. For others, they felt they were ‘doing their bit’ by not 

intervening and reducing the overall impact of the harassment. One participant drew on her 

own experience of being a victim of online harassment: 

When people started to privately message me saying, “Hope you’re okay,” or, “I 

heard what’s happened,” that made me feel worse in a way because I know who has 

seen it, who’s done what, what bigger platform it has been affected by. You feel more 

embarrassed. Because that is one of my worst things, being embarrassed … (FG 5) 

This participant clearly illustrates the complexities and potential pitfalls around 

bystander intervention. There is no ‘one size fits all’. In other words, different strategies work 

for different people, and some interventions have the potential to exacerbate the issue.  

Benefits of Intervention 

 A minority of participants discussed positive benefits, and these related to 1) doing 

the ‘right thing’, 2) having a personal sense of satisfaction. Participants felt that intervention 

can make a difference to the victim by minimising the harm that had been caused by the 

abuser: “And you know that you’re helping the victim. Just this feeling that by this little 

comment, Report thing, you’re doing much more than you think.” (FG 6). There was also a 
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personal sense of satisfaction and closure, “I think you know you’ve done your bit and 

you’ve not just ignored something that you can see is wrong. Your conscience, I suppose.” 

(FG 7). Another participant related this back to the importance of feedback from SNS’s 

(discussed in Theme 3), “And then if really some action is taken, then even you start feeling 

more confident, so there’s even self-development.” (FG 6). This further emphasises the 

importance of providing meaningful feedback to bystanders to encourage further 

intervention.  

Theme 5: Deciding How to Help – Type of Intervention 

In general, participants made careful and deliberate decisions regarding how to intervene; 

weighing up the potential impact of the intervention on the victim (i.e., whether it could ‘fuel 

the fire’) against the personal costs of intervening. Participants referenced the following 

strategies, varying in: 1) level of visibility (from public to private) and 2) expended effort 

(from passive to active) (Figure 8).  

[Figure 8 here]  

Public vs. Private Interventions  

The visibility of an intervention was a key consideration for our participants and 

related to: 1) preference for supporting victims privately, 2) nervousness around public 

confrontation, 3) online enablers additional opportunities to intervene. As with broader CMC 

literature into bystanding (Dillon & Bushman, 2015; Difranzo et al, 2018), participants 

preferred discreet and anonymous reporting options:  

 …because with reporting something on an anonymous basis there’s no repercussions 

for yourself whereas if you weigh in with a comment to go straight at the abuser then 

they will attack you as well and it will turn into a massive escalation. (FG 3) 
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Very few participants felt motivated to publicly comment on the original abuse or 

engage in any kind of public confrontation. There was an overall sense that public 

interventions had higher potential consequences for them personally. “So, by responding like 

some of you guys have said, it’s not going to change their mind, but it is then putting you in 

the firing line.” (FG 7). As with existing research (DeSmet et al., 2014; 2016), the vast 

majority of participants preferred indirect interventions such as contacting the victim 

privately: “Depending on what it is, it is always good to reassure and have a conversation 

with the person affected, make sure they are okay, get the full picture of the story and be 

there as a friend to say, it is alright.” (FG, 8). A large rationale for this was around supporting 

the victim and trying to reduce the overall consequences of the abuse: “…the victim is still 

going to feel bad regardless of what happens to the abuser.” (FG 8). We found that these 

strategies aimed to ‘intervene’ in different ways; for example, certain strategies aimed to 

boost a victims self-esteem whereas others aimed to encourage practical action (e.g. 

reporting). The full range of indirect interventions are captured in Table 1.  

[Table 1 here] 

A strong subtheme in our focus groups centred on the importance of anonymity. 

Participants felt much more inclined to help when their intervention would be less visible to 

others. For several participants, this related to a fear of public humiliation or judgement: “I 

don’t want the embarrassment of having an argument where everyone can see it. I don’t want 

somebody to tag me in a comment where everyone can see, and then that become visual to 

everybody else. I just want to keep my name quiet on it.” (FG 1). In other cases, this 

nervousness related to the fear of retaliation from the abuser, including a fear for their 

personal safety.  

Active vs. Passive Interventions 
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The level of involvement (and effort) from the bystander led participants to 1) remove 

opportunities to see harassment in the first place, 2) to ‘do nothing’ and the ease of moving 

on. Reporting or blocking was a relatively quick and easy option, in comparison to more 

complex interventions such as providing ongoing emotional support to a victim. As discussed 

in Theme 3 (‘Perceived Ability to Make a Difference’), participants often reported feeling 

helplessness, leading them to passively “watch” or scroll past harassment. Interestingly, 

rather than passively observing the abuse unfold, some participants removed opportunities to 

see abusive material in the first place (we refer to this as ‘avoidance strategies’). Previous 

research has highlighted the role of behavioural ‘avoidance coping strategies’ in relation to 

cyber-bullying (DeSmet at al., 2016). When asked to elaborate on this, participants described 

tailoring their online experience (e.g., filtering phrases on Instagram, or removing known 

abusers from their friends list). This was summarised effectively by one participant: “It is 

easier to be a bystander online than in person because you are online, you see something, 

flick past it, move on.” (FG 5).  

Avoidance strategies served a particular purpose for bystanders, allowing them to 

protect themselves from exposure to potentially distressing material and remove moral 

dilemmas over whether to intervene: “And that’s where, I think, in terms of hiding the 

comments, you would maintain your mental health…I could see it on the comments, it would 

really affect me. So, [laughs] then it’s all about, well, it’s behind doors…” [FG 4]. This 

participant alluded to the psychological discomfort that can be experienced when witnessing 

online abuse. Censoring, tailoring, and removing online content was considered to a potential 

way of alleviating this discomfort from the perspective of the bystander: “…so basically, if 

you see something, it means it’s still there [laughs], and you’ve got the choice about whether 

you get involved or not.” (FG 6). Whilst not considered an ‘intervention’ in the broader 
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literature, these strategies impacted whether the bystander comes across abuse in the first 

place.  

Discussion 

The findings in this paper appear broadly consistent with the Bystander Intervention 

Model (Darley & Latané, 1968) and largely mirror the original 5 step model (BIM). 

However, our findings also highlight specific and important nuances in relation to digital 

bystanding that are more consistent with the RDM (Andalibi & Forte, 2018). We therefore 

propose merging these two models together into one overarching framework (Bystander 

Response Decision Model, BRDM, see Figure 8). By doing so, we can identify specific 

socio-technical features relating to CMC that influence each of the 5 steps of the original 

BIM (see Table 2).  

[Table 2 here] 

In particular, this paper extends our understanding of the reasons why different micro-

intervention strategies are selected, and the strategic way in which they are used according to 

specific circumstances. In this sense, our paper extends Step 4 of the original Bystander 

Intervention Model (“Deciding How to Intervene) and the RDM. Only by acknowledging 

these nuances, which appear unique to individual platforms, can we design initiatives that 

target specific types of intervention. We will now highlight how many of our findings map 

on, and even further extend, the findings of the RDM (also see Table 2).  

This study has highlighted factors that appear amplified or altered within CMC; for 

example, an increased sense of ambiguity in determining what constitutes harassment. In the 

original Five Step model, a fundamental prerequisite of helping is that an emergency is 

noticed in the first place and interpreted as such. Robinson et al. (2022) found that bystanders 

often look to “signals” (e.g., victims body language) to support their decision making – and 
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these are not available within CMC. This begs the question of the online ‘signals’ that digital 

bystanders look for when deciding whether this is indeed an emergency, clearly an area 

worthy of further study. In our study, ambiguity and confusion was amplified due to a 

saturation of information, the transitory nature of postings, and an increased sense of distance 

(both physically and emotionally) between bystanders and the victim. Furthermore, as per the 

offline bystander literature, bystanders reportedly were reportedly less likely to intervene 

when the situation was ambiguous, the abuse was severe (Fischer., 2006) and when there was 

a closer relationship with the victim (Allison & Bussey, 2016; Levine et al., 2005).  

As predicted by the RDM (Andalibi & Forte, 2018), relationship closeness was a key 

influencer of bystander intervention. However, an important nuance should be noted around 

relationships and closeness in the present study. According to our participants, the closeness 

with the victim was less to do with sharing a group membership or common identity (as 

suggested in the Social Identity literature; Levine et al., 2005), and more about their ability to 

contextualise the harassment, reduce uncertainty and assess the likely impact of the abuse. 

Knowing the victim helped bystanders gauge the type of intervention that may be most 

effective and allowed them to tailor their message accordingly. For some, understanding this 

context helped minimise the potential risk of an intervention backfiring, or making the 

situation worse for the victim. 

This study also clearly reinforces the significance of bystander feelings of efficacy, 

echoing findings in the sexual violence literature (Bandura, 1997; Banyard & Moynihan, 

2011) and cyber-bystanding literature (DeSmet at al., 2016). We also found evidence that 

young adults carefully balance positive and negative consequences of intervening before 

deciding to intervene (Banyard & Moynihan, 2011). The underlying drivers of intervention 

were remarkedly similar to those identified by Andalibi & Forte (2018) in the RDM. In 

particular, a sense of having the right skills or expertise to respond (e.g., professional 
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background, or personal experience of the issue at hand), was a key enabler or barrier to 

intervention. Furthermore, a sense of being judged or misunderstood by others was a key 

impression management concerns – in both the RDM and our current study (Andalibi & 

Forte, 2018). In our study, participants also considered whether they were the first to respond, 

or whether the harassment had been reshared; as was the case in Kazerooni et al. (2018).  

In terms of taking responsibility for helping (Step 3 of the BIM) participants often felt 

it was the responsibility of platforms rather than users to address online harassment, a finding 

shared with Butler et al. (2022). This finding has important implications for SNS as it 

suggests that by advertising / promoting their tools they may actually be disempowering users 

from tackling harassment at the grassroots. In our study, the perceived costs of intervening 

appeared to be further amplified through CMC, and often vastly outweighed positive benefits 

of intervening. We found that young adults had a significant fear of repercussions (i.e., that 

there would be significant personal, safety, or social costs for them) due to the public and 

‘permanent’ nature of SNS. These findings mirror those outlined in the RDM, in particular 

‘self-related’ concerns such as impression management concerns, level of privacy, and their 

own personal wellbeing (Andalibi & Forte, 2018). They were also anxious that they would 

unwittingly exacerbate the abuse for the victim (i.e., “fuel the fire”) if their intervention 

backfired, or that they could become a victim themselves, a finding that is also reflected in 

Marwick’s (2021) qualitative work on harassment whereby other users can inadvertently 

perpetuate the abuse. Our findings highlight the need for SNS to equip young adults with not 

only the tools (e.g., quick and easy reporting options) but the skills and confidence in order to 

intervene. The benefits of intervention need to be made clearer to individual users, 

highlighting real examples of where a bystanders behaviour has stopped or reduced harm.  

Another striking finding in the current study was the range of potential interventions 

that bystanders can take online (see Table 1 and Figure 9: varying in complexity, effort / risk, 
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and level of visibility. As with the RDM (Andalibi & Forte, 2018), participants often used 

different levels of privacy (e.g., ‘liking’ rather than commenting) to alleviate some of their 

concerns (e.g., impression management concerns). Not all these interventions had an ‘offline’ 

equivalent (e.g., ‘downliking’ an abuser’s comments for example, to show a lack of support), 

perhaps suggesting that online environments can offer new and innovative ways for 

bystanders to intervene. Mirroring findings in the cyber-bullying literature, we also found a 

strong preference for ‘indirect interventions’ (see Table 1), such as reporting the abuse to 

SNS or supporting victims (Dillon & Bushman, 2015; Fischer et al, 2011). However, we 

found that online bystanders often remove and avoid opportunities to notice the abuse in the 

first place (e.g., tailoring and censoring their newsfeed). According to the original Bystander 

Intervention Model, awareness of an incident is a prerequisite of bystander intervention 

(Darley & Latané, 1968). Such avoidance behaviours could be described as coping strategies 

rather than active interventions, to deal with the high volume of online harassment that young 

adults have become so accustomed to. We therefore suggest a move away from binary 

conceptualisations of bystander intervention towards a continuum made up of a spectrum of 

behaviours (see Figure 9). According to participants, SNS and bystander initiatives could do 

more to remind users of the various intervention strategies along this spectrum.  

Taken together, these findings emphasise the importance of bystander training and 

education in equipping young adults with the relevant skills, confidence, and resources to 

intervene. These campaigns should consider the variety of ways in which digital bystanders 

can intervene within CMC. In addition, users need to understand the potential value of 

intervening through successful case studies, and by providing them with specific feedback on 

how their intervention helped. This finding again reinforces the importance of bystander 

training and education that is specifically tailored to mediated online environments, taking 

into account the barriers that young adults experience.  
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Limitations 

It is important to acknowledge some fundamental limitations to the current study. 

Firstly, as with focus group research of this nature, participants may have felt the need to 

converge their opinions, and this may have impacted the extent to which participants could 

candidly discuss their views. Whilst we made active attempts to minimise this through 

experienced mediation, it is possible that some participants censored their views. Another 

limitation is the self-report nature of the data and the lack of ground truth data (i.e., actual 

intervention). Specifically, there is a need to test whether the messaging, or design, of SNS’s 

can lead to an increase in actual intervention. Another productive line of research would be to 

look at the relative success of various online intervention strategies; investigating the notion 

of whether intervention is always the ‘right’ solution. 

Future Research and Applications 

By understanding the decision-making process underlying digital bystander 

behaviour, we are another step forward in terms of reducing the blockers and incentivising 

intervention. We argue that taken together, the RDM and the BIM, offer a more 

comprehensive model that can help us understand key drivers for digital bystanding. BIM 

offers a high-level sequential pathway underlying decision making, whereas RDM breaks 

down the socio-technical influences on these decision points. Through this research, we 

connect these two, traditionally separate models, into one overarching model (BDRM – 

Figure 3 and Table 2). We have identified the features of CMC that are relevant to different 

stages of the BIM, and believe this forms the basis for designing targeted and effective design 

interventions. Furthermore, we have identified a ‘spectrum’ of intervention options that are 

available online – and propose that simply applying traditional ‘offline’ models to describe 
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different types of intervention is no longer sufficient. We now encourage further testing and 

development of these models within the context of Digital Bystanding. 

According to our participants, there is a need to educate (and continually remind) 

users on the severe and potentially fatal consequences of online harassment; “Letting people 

know the effects of that, circumstances, consequences, what could potentially happen…” (FG 

8). The recent tragic death of a celebrity was mentioned by several participants as a stark 

reminder of the possible implications of online harassment. Participants impressed the need 

to educate users on what online harassment can look like and to encourage SNS to take more 

responsibility.   

The current paper emphasises the importance of ‘bystander friendly’ design features, 

such as the role of anonymous reporting options. One participant suggested the equivalent of 

a ‘stop, look, listen’ message to be instilled in users before posting. Being able to control and 

tailor their online experience was extremely important in terms of managing online 

harassment. This study has highlighted variables that could be ‘designed in’; building on the 

growing number of studies in the field (Difranzo et al., 2018., Dillon & Bushman, 2015).  For 

example, the research highlights the importance of feedback in creating a transparent and 

trustworthy reporting process.  

Conclusion 

Given the increased volume and severity of online harassment, and the limitations of 

automated tools (Rosa et al., 2021) there is an urgent need to focus efforts on human users, or 

bystanders. This study suggests that an interplay of socio-technical factors underpin decisions 

to intervene, and influence the way in which bystander intervene (see proposed model 

‘BRDM’, Figure 3). Traditional bystander models are relevant; however, this study highlights 

additional factors that are unique to CMC and therefore essential to incorporate into the 
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design of SNS. Building on early research (Difranzo et al., 2018., Dillon & Bushman, 2015), 

we call for CMC researchers to empirically test these qualitative findings through design and 

messaging, and for SNS’s to implement these features to incentivise different types of 

intervention. 
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Table 2 

A summary of key predictions of the RDM for each stage of the BIM. In addition, this highlights additional socio-technical 

features that were identified by the current research.  

Decision making 

process 

(BIM) 

Poster / victim 

related (RDM) 

Self / bystander 

related 

(RDM)  

Context related (RDM) Additional CMC factors 

(this study) 

Possible design 

interventions 

Step 1: Notice that 

something is 

happening 

/ / / - Ambiguity 
- Nature of 

harassment (e.g., 
volume, intent, time 
since post severity) 

- More 
guidance/training 
around what 
constitutes 
harassment 
within CMC 

Step 2: Interpret as 

an emergency 

(/harassment) 

- Posting 
frequency 

- Network-
level 
support 

- Perceived 
intentions/ 
Expectations 

- Original 
message 
content 

 

 - Relational 
(closeness) 

- Social (e.g. 
norms) 

- Temporal 
(necessity) 

- Ambiguity 
- Nature of 

harassment (e.g., 
volume, intent, time 
since post) 

- More 
guidance/training 
around what 
constitutes 
harassment 
within CMC 

Step 3: Take 

responsibility for 

helping 

 

 
- Attitudes 

towards 
topic 

- Relational 
(closeness) 

- Social (e.g., 
norms) 

- SNS as responsible 
- Influence of other 

bystanders 

- Reminder of the 
limits of SNS 
moderation and 
the 
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- Personal 
experience, 
professional 
expertise 

- Temporal 
(necessity) 

- Victim as responsible 
(e.g. influential 
users) 

responsibilities of 
individual users 

- Mandatory 
bystander 
training prior to 
sign up. Exposure 
to cases studies 
of harassment to 
increase sense of 
personal 
responsibility. 

- Feedback on the 
impact on victims 
(e.g., visual cue 
that victim has 
been offended).  

 
Step 4: Decide how 

to help 

 - Personal 
experience, 
professional 
expertise 

- Well-being 
concerns 

- Impression 
management 

- Privacy 
concerns 

- Relational 
(closeness) 

- Social (e.g., 
norms) 

- Temporal 
(necessity) 

- Lack of trust in 
reporting process 

- Sense of 
helplessness 

- Negative attitudes 
around intervention 

- High personal costs 
of intervening  

- Benefits of 
intervention 

- Efficacy nudges 
e.g., reminding 
users of 
intervention 
options through 
pop up 
messaging, 
clearer 
signposting to 
reporting 
options. 

- Incentivise 
intervention. SNS 
to provide 
feedback to 
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encourage future 
reporting 

Step 5: Provide help / / / - Active vs. passive  
- Public vs. private 
See ‘spectrum of 
interventions’ Figure 9.  

 

- Clear, easy and 
anonymous 
reporting options 
to reduce privacy 
concerns. 

- More ‘low risk’ 
options (e.g., 
down-liking) 
across all SNS 

- Easy collective 
reporting options 

- Education on 
more indirect 
strategies that 
can be used 
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Figure 1 

Bystander Intervention Model (adapted from Latané & Darley, 1970, as cited in Dillon & Bushman, 2015). 
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Figure 2 

Response Decision Model (RDM) (as cited in Andalibi & Forte, 2018) 
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Figure 3 

The Bystander Decision Model (BDRM) – An Integration of the BIM, RDM, With Additional Socio-Technical Insights From This Study 

 

 

The Bystander Decision Model (BDRM) 
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Figure 4 

Thematic map for Theme 1: ‘Noticing and Interpreting the Harassment’. 
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Figure 5 

Thematic map for Theme 2: ‘Perceived Responsibility for Helping’. 
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Figure 6 

Thematic map for Theme 3: ‘Perceived Ability to Make a Difference’. 
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Figure 7 

Thematic Map for Theme 4: ‘Consequences of Intervening’ 
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Figure 8 

Thematic Map for Theme 5 “Deciding How to Help (type of intervention)” 
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Figure 9 

A Conceptualisation of Bystander Intervention Types Within CMC 

 


