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Abstract: Breast cancer is among the most common cancers found in women, causing cancer-related 

deaths and making it a severe public health issue. Early prediction of breast cancer can increase the 

chances of survival and promote early medical treatment. Moreover, the accurate classification of 

benign cases can prevent cancer patients from undergoing unnecessary treatments. Therefore, the 

accurate and early diagnosis of breast cancer and the classification into benign or malignant classes 

are much-needed research topics. This paper presents an effective feature engineering method to 

extract and modify features from data and the effects on different classifiers using the Wisconsin 

Breast Cancer Diagnosis Dataset. We then use the feature to compare six popular machine-learning 

models for classification. The models compared were Logistic Regression, Random Forest, Decision 

Tree, K-Neighbors, Multi-Layer Perception (MLP), and XGBoost. The results showed that the Deci-

sion Tree model, when applied to the proposed feature engineering, was the best performing, 

achieving an average accuracy of 98.64%. 
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1. Introduction 

Breast cancer is a type of cancer among women caused by ecological risk factors and 

genetic interplay. This type of cancer is caused by irregular patterns of cells in breast tis-

sue, which creates tumours. Tumours can be both malignant and benign, where benign 

are not cancerous while malignant are cancerous [1,2]. A statistical report published by 

the International Agency for Research on Cancer (IARC) in 2020 reported that breast can-

cer has now surpassed lung cancer as the most commonly diagnosed cancer [3]. Similarly, 

the World Health Organization (WHO) in its report stated that there were 685,000 deaths 

related to breast cancer and 2.3 million women were diagnosed with breast cancer in 2020 

alone [4]. 

Breast cancer diagnosis is categorised into three types: biopsy, mammography, and 

physical examination. Among these diagnostic methods, mammography is the most com-

mon type, but professional radiologists must interpret the tests. However, one shortcom-

ing is that different radiologists have different inferences for the same mammogram, re-

sulting in multiple interpretations [5]. Moreover, the accuracy rate of mammography is 

65% to 78%. A biopsy is performed to measure breast cancer malignancy when mammog-

raphy distinguishes a tumour. It is imperative to mention that the accuracy rate of biopsy 

is almost 100%, but it is time-consuming, painful, aggressive, and costly. Due to these 

problems, doctors may find it difficult to determine whether a tumour is malignant or 

benign. For these reasons, machine-learning methods can play a significant role in diag-

nosis [2]. 
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In recent years, machine-learning (ML) algorithms have been used in healthcare sys-

tems, mostly for the diagnosis of breast cancer [6]. In the past, a patient’s diagnostic accu-

racy is depended on the physician’s expertise. This experience of a physician is built over 

many years of observations of a patient’s symptoms. Still, the accuracy cannot be reliable. 

With the arrival of computing techniques, acquiring and storing data has become easier. 

Intelligent healthcare systems are thus reliable and valuable domain. These systems can 

help physicians, and physicians diagnose patients with accurate and meaningful bench-

marks. Moreover, these advances can help individuals plan their future health conditions. 

In this way, machine-learning methods can control the difficult manual work of healthcare 

professionals [7,8]. 

Computer-aided breast cancer detection techniques generally classify patients into 

two classes: benign class (non-cancer patients) and malignant class (patients with cancer). 

Various intelligent techniques have been introduced to classify data, where some tech-

niques include feature selection approaches, and others perform classification without 

feature selection [9]. In [10], authors introduced a novel data mining method to accurately 

predict breast cancer (BC). The study aimed to develop an automated Expert System (ES) 

to offer an effective diagnosis of breast cancer. Therefore, the authors implemented Arti-

ficial Neural Networks (ANNs) and Support Vector Machines (SVMs) to examine breast 

cancer data. The study used Wisconsin Breast Cancer. In their first experiment, they tested 

the SVM technique using multiple values. They observed that adjusting regularisation 

parameters could significantly enhance the performance of conventional SVMs employed 

for breast cancer detection. The accuracy rate in the first experiment was 99.71%. In the 

next experiment, they conducted a novel breast cancer method based on two ensemble 

methods. They named their model CWV-BANN-SVM as they combined boosting ANN 

and two SVM algorithms. The study used well-known metrics, such as F1 score, AUC, 

Accuracy, FNR, FPR, and Gini. Their model reached an accuracy of 100%. A more recent 

study [11] developed a novel ensemble-based framework called Meta-Health Stack to en-

visage breast cancer efficiently. The novel framework Meta-Health Stack is comprised of 

two parts: feature selection and classification. In the first section, the Extra Trees classifier 

was used in their framework to extract the most appropriate features and to combine the 

attributes acquired from Information Gain, Pearson’s Correlation, and Variance Inflation 

Factor to detect hidden patterns of the tumour. In the second section, the study combined 

three methods, Voting, Bagging, and Boosting, with the same weights through the stack-

ing method. The findings of their study suggest that the proposed approach performed 

well when checked on the breast cancer dataset. The proposed approach reached a preci-

sion of 98% and resulted in a 97% F1 score when checked on the Wisconsin Breast Cancer 

(WDBC) dataset. The study offers worthy contributions to the breast cancer domain as 

this method considers various factors including tumour characteristics, medical history, 

and genetic testing to develop personalised treatment plans for patients. Moreover, the 

study utilises a stack of technologies that includes machine learning, patient data analysis, 

and genetics. By doing so the study aimed to overcome the shortcomings of conventional 

techniques to diagnose breast cancer. On the other hand, the study has a few limitations 

as well. For instance, the study considered only one case study, which limits the general-

isation of the findings. In addition, the addition of multiple methods and technologies can 

increase the overall costs associated with breast cancer care. This may limit the accessibil-

ity of this proposed approach to a certain group of patients. Moreover, it is unclear 

whether the method will have long-term advantages for breast cancer patients or not. Ma-

chine-learning methods can learn from previous data and enhance data accuracy, thus 

leading to improved prediction and early detection. This is particularly crucial for diag-

nosing breast cancer, as early detection can increase the chances of successful treatment. 

For the above reasons, we agree that machine-learning techniques play an important role 

in breast cancer classification and early detection. This study presents a detailed review 

and comparison of the application of six popular machine-learning models in the field of 

breast cancer diagnosis. These models are Logistic Regression, Random Forest, Decision 
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Tree, K-Neighbors, MLP, and XGBoost. It is imperative to mention that a number of clas-

sification approaches used in previous studies achieved high classification accuracy. The 

introduction of novel approaches is important to provide more options to the original 

breast cancer datasets. Moreover, researchers argue that different classification ap-

proaches have specific advantages and shortcomings. Hence, the introduction of novel 

approaches can further enhance the efficiency of existing approaches as well. 

The main contributions of this study are summarised below: 

• This study proposed the use of ML algorithms in the breast cancer domain. The study 

compared six popular ML algorithms: Logistic Regression, Random Forest, Decision 

Tree, K-Neighbors, MLP, and XGBoost, using the Wisconsin Diagnostic Breast Can-

cer dataset. 

• The study conducted a quantitative comparison of six classification methods. 

2. Previous Works 

In this section, the study reviews the existing literature on the classification of breast 

cancer data domain. Most of the reviewed works focused on the classification techniques, 

while some focused on the feature selection phase. 

The study in [12] compares classification algorithms for breast cancer diagnosis. The 

study used several deep learning algorithms to detect breast cancer and classify breast 

cancer types with activation functions: Rectifier, Tanh, Exprectifier, and Maxout. Moreo-

ver, machine-learning algorithms, such as Support Vector Machine, Decision Tree, Naïve 

Bayes, Vote (SVM, DT, and NB), AdaBoost, and Random Forest, were compared for breast 

cancer based on tumour cells. The study used the Wisconsin Breast Cancer dataset and 

Rapidminer, a machine-learning tool. The findings show that a high accuracy of 96.99% 

was achieved with deep learning by the Exprectifier activation function. The high accu-

racy rate indicates that it is a promising method to classify various types of breast cancer 

datasets accurately. Moreover, the study explored the robustness of their technique noise 

and variations and noted that deep learning methods are highly resilient and can classify 

the cells accurately. The findings indicate that machine-learning methods, specifically 

those utilising the Exprectifier activation function, are able to revolutionise the diagnosis 

and treatment of breast cancer. In addition, this study offers a deep insight into the appli-

cation of deep learning methods for breast cancer classification. However, the study has a 

few limitations, which cannot be ignored. For instance, detailed information about the 

framework and configuration of the techniques used in their study is missing. This would 

have helped readers to understand the technical aspects of this study. 

Similarly, Ref. [2] introduced exploratory data methods and proposed four predictive 

methods to enhance breast cancer diagnosis. The study delved deep into four-layered data 

exploratory techniques to identify the feature classification of enhanced into benign class 

and malignant class. The Breast Cancer Coimbra Dataset (BCCD) and Wisconsin Diagnos-

tic Breast Cancer (WDBC) datasets were used to check the proposed classifiers’ perfor-

mance and methods’ performance. Moreover, the study applied performance metrics such 

as K-fold cross-validation and confusion matrices to check each classifier’s efficiency and 

training time. The findings show that exploratory data techniques improved the overall 

performance as SVM attained 99.3%, Logistic Regression with 98.06%, and KNN achieved 

97.35% accuracy with the WDBC dataset. The implementation process and results can 

help physicians adopt an effective method to understand and prognose breast cancer tu-

mours. The high accuracy rates of the proposed approach have the potential to reduce 

false negatives and false positives, thus leading to advanced patient outcomes. Moreover, 

the findings of this study show that the proposed data exploratory technique outperforms 

conventional methods to diagnose breast cancer. The model can also be used for breast 

cancer screening in asymptomatic women, which can facilitate early detection and treat-
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ment. It is imperative to mention that additional research is required to validate the ap-

proach in much larger and more diverse datasets. Moreover, the study is unable to pro-

vide the precise reason for malignant features, which requires a domain expert. 

In [13], a combination of multiple classifiers was presented. The study investigates 

the utilization of various classifiers in breast cancer diagnosis on three benchmark da-

tasets. These classifiers include Multi-Layer Perception (MLP), J48 Decision Tree, Naïve 

Bayes (NB), K-Nearest Neighbor, and Sequential Minimal Optimization (SMO). Different 

combinations were used to determine the best combination of these classifiers on WDBC, 

WBCD, and WPBC benchmark databases using confusion matrix and classification accu-

racy. The study evaluated these classifiers based on classification accuracy and confusion 

matrix, by employing a 10-fold cross-validation technique. The study also introduced a 

fusion at the classification level to point out the most appropriate multi-classifier method 

for each dataset. The findings of this study showed that the combination of the J48 Deci-

sion Tree and MLP with PCA feature selection yields superior outcomes than other clas-

sifiers. In the WDBC dataset, the study finds that using single classifiers (SMO) or fusing 

SMO with MLP or IBK is better than other classifiers. Finally, the fusion of MLP, J48, SMO, 

and IBK is superior to other classifiers in the WPBC dataset. 

The study [14] compared six machine-learning frameworks, i.e., Linear Regression, 

GRU-SVM, Support Vector Machine, Nearest Neighbor, Softmax Regression, and Multi-

Layer Perceptron. The study examined these algorithms’ classification accuracy, sensitiv-

ity, and specificity on the Wisconsin Breast Cancer (WDBC) dataset. The WDBC dataset 

comprises features that were figured from digitalised images. Moreover, the study parti-

tioned 70% for the training phase and 30% for the testing process, respectively. The find-

ings of their study show that the machine-learning frameworks in the dataset performed 

well, as all of them exceeded 90% test accuracy. The MLP framework stood out among the 

compared frameworks with 99.04% test accuracy. Nevertheless, all the machine-learning 

approaches performed exceptionally well with accuracy exceeding 90%. The L2-SVM al-

gorithm used in the study showed superiority over the results from a previous study that 

used SVM with Gaussian Radial Basis Function (RBF) as its kernel for classification. The 

previous study had a test accuracy of 89.28%, while the L2-SVM in this study had a test 

accuracy of about 96.09%. However, the L2-SVM was based on a higher training data of 

10% compared to 70% in this study. The GRU-SVM algorithm had a mid-level perfor-

mance with a test accuracy of 93.75%. The study confirms that all the approaches dis-

played better performance on the binary classification of breast cancer. Nonetheless, to 

further substantiate the results of the study, a cross-validation technique such as k-fold 

cross-validation should be employed to provide a more accurate measure of model pre-

diction performance and assist in determining the most optimal hyper-parameters for the 

ML algorithms. Overall, the study demonstrates the effectiveness of machine-learning al-

gorithms in breast cancer diagnosis. 

The study in [15] explains that computer-aided detection methods based on machine 

learning give accurate breast cancer diagnoses. The study compared several algorithms 

with the help of various techniques, such as data mining methods, ensemble methods, 

and blood analysis. The compared algorithms are Random Forest, Naïve Bayes, Support 

Vector Machine, Artificial Neural Network, Decision Tree, and Nearest Neighbor on the 

WDBC dataset. The objective of the study was to choose the best-performing algorithm as 

the backend for their website. The purpose of the website is to classify cancer as malignant 

or benign. The proposed system involves a step-by-step process that starts with the pa-

tient booking an appointment using the website. The patient meets the doctor for the ap-

pointment and undergoes a breast mammogram or an ultrasound. The doctor then per-

forms a manual check of the patient and detects lumps through an ultrasound. If lumps 

are detected, a biopsy is performed, and the digitised image of the Fine Needle Aspirate 

forms the features of the dataset. The numbers obtained from the biopsy will be provided 

to the system by the doctor, and the model will detect whether it is a benign or malignant 

cancer. According to the study, the purpose of this proposed system is to offer a consistent 



BioMedInformatics 2023, 3, FOR PEER REVIEW 5 
 

 

and effective technique to detect breast cancer, which can increase the accuracy of diag-

nosis and reduce the possibility of misdiagnosis. However, it is important to mention that 

the proposed method can be further improved by considering innovative features. 

3. Materials and Methods 

According to [13], ML approaches in the healthcare sector are gaining much attention 

due to the efficiency of these algorithms in prediction and classification systems, more 

importantly, assisting healthcare practitioners in their decisions. Other than improving 

patients’ health-related issues, ML algorithms assist in enhancing medical studies and re-

ducing the cost of medicines. 

According to a report by Cancer Research UK, the survival rate of breast cancer is up 

to 100% if detected at its initial stage. However, the survival rate can be as low as 15% if 

detected in the latest stage [8]. More recently, machine-learning algorithms have played a 

key role in the diagnosis of breast cancer by utilising classification methods to spot adult 

women with breast cancer, discriminate malignant from benign tumours, and forecast 

prognosis [16]. Moreover, classification accuracy can help medical practitioners to pre-

scribe the most effective treatment regime. In addition, machine learning is a type of Ar-

tificial Intelligence (AI) that utilises a range of optimisation, statistical, and probabilistic 

tools to enhance performance from new data and past incidences, exclusive of explicitly 

programmed commands [8]. In addition, machine-learning approaches have the ability to 

deal with large, high-dimensional complex data and can extract important features, which 

cannot be extracted using conventional statistical tools [17]. The use of machine-learning 

(ML) algorithms and data science in the health sector shows prolific results as such frame-

works significantly assist medical practitioners [18]. The increasing trend of breast cancer 

cases has allowed scientists to use data that have great use in furthering clinical research. 

This also comes with machine learning and data science applications in this breast cancer 

domain [19]. Recent studies emphasised the significance of machine learning as research-

ers introduced the utilisation of ML algorithms to classify breast cancer using the Wiscon-

sin Diagnostic Breast Cancer (WDBC) dataset. 

Researchers argue that classification is a complex optimisation problem. Researchers 

applied various machine-learning methods to solve the classification problem. Research-

ers strive to find the most efficient framework to attain the most accurate classification 

outcome, though the data quality can also influence the classification outcome. Moreover, 

the rare occurrence of data instances will also impact the number of algorithm applica-

tions. In the past, most machine-learning frameworks were tested in open-source data-

bases. More recently, benchmark datasets have arisen in the literature. In the breast cancer 

domain, the Wisconsin Breast Cancer Diagnostic (WBCD) is a more commonly used breast 

cancer benchmark dataset. 

3.1. Machine-Learning Methods Used in This Study 

In this subsection, the study briefly describes the ML classification algorithms used 

in this research. These algorithms are Logistic Regression, Random Forest, Decision Tree, 

K-Neighbors, Multi-Layer Perception (MLP), and XGBoost. 

3.1.1. Random Forest 

Random Forest (RF) classifier is a category of ensemble learning method. It is a well-

known supervised learning model that is utilised to sort out various classification issues 

[20, 21]. Moreover, RF is an efficient ensemble that recognises non-liners data patterns. RF 

can handle categorical and numerical data effectively [22]. In addition, the RF method can 

handle issues, such as over-fitting. It is one of the most powerful methods for classifica-

tion, recognition of patterns, etc. 

3.1.2. Logistic Regression (LR) 
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Logistic regression, in terms of statistics, is used to solve binary classification issues 

to model events and classes probabilistically. It is a statistical method used to model bi-

nary classification challenges using logistic functions [5]. One of the assumptions of LR is 

that the data follow the linear function. It uses a sigmoid function to model the data [23]. 

3.1.3. Decision Tree (DT) 

The Decision Tree method conceives things just like humans, thus making it easier 

and more popular to understand the inputs with a reasonable interpretation of the prob-

lems [24]. In this ML framework, a decision tree signifies a tree, and its nodes denote the 

traits. Moreover, the decision tree links denote a decision rule, and the leaf nodes signify 

an output class [25]. The total size denotes the number of nodes of the tree [26]. 

3.1.4. K-Nearest Neighbor (KNN) 

The K-Nearest Neighbor is one of the simplest classification methods. In this method, 

the training samples are referred to as Nearest Neighbors [27]. Moreover, the class labels 

of the test sample of the K-Neighbors decide the classification of the test sample. The value 

of k is important and must be sensibly chosen if the k value is too small, then the classifier 

may suffer the over-fitting issue due to noise in training data. Moreover, when the k value 

is too large, the issue of misclassification may occur as a classifier [28]. 

3.1.5. The Multi-Layer Perceptron (MLP) 

The MLP algorithm is a feed-forward back-propagation network, a popular Neural 

Network (NN) method. It is a popular supervised learning algorithm that consists of input 

and output layers and single or multiple hidden layers which extract important infor-

mation during learning and assign modifiable weighting coefficients to the components 

of the input layers [29,30]. 

3.1.6. Extreme Gradient Boosting (XGBoost) 

The XGBoost is a high-scalability decision tree ensemble based on gradient boosting. 

XGBoost minimises the loss function to attain an additive expansion of the objective func-

tion [30]. The XGBoost algorithm has shown great classification results. It is one of the 

most effective algorithms for data classification. 

3.2. Experimental Dataset 

The Wisconsin Diagnostic Breast Cancer (WDBC) dataset is a benchmark dataset, 

publicly available in UCI machine-learning Repository [31] that contains details about 

breast cancer tumours. This dataset was originally collected by William H. Wolberg at the 

University of Wisconsin Hospital, Madison, in the early 1990s. Since then, several classi-

fication methods have been applied to analyse this dataset. The machine-learning frame-

works were trained on breast cancer detection using the Wisconsin Diagnostic Breast Can-

cer (WDBC) dataset. The dataset contains 569 instances: 357 benign and 212 malignant, 

each representing a tumour sample. There are 30 features, which are numerical measures 

of the characteristics of the cell nuclei present in the sample, including mean radius, mean 

texture, mean perimeter, mean area, mean smoothness, mean compactness, mean concav-

ity, mean concave points, mean symmetry, mean fractal dimension, and their standard 

errors, and worst values. The target variable is the diagnosis, which can be either benign 

(non-cancerous) or malignant (cancerous), indicated by the values 0 and 1, respectively. 

4. Experimental Setup 

This section deliberates on the dataset description, data analysis, confusion, and eval-

uation matrices for this research work. 

4.1. Data Analysing and Preprocessing 
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Data analysis is a process of inspecting, cleansing, transforming, and modelling data 

to discover useful information, inform conclusions, and support decision-making. This 

step is important to improve the classification accuracy. This step also involves useless 

columns. In our study, we found that two columns, ‘Unnamed: 32’ and ‘id’, contained 

irrelevant and redundant information. These columns were subsequently removed from 

our dataset in order to clean our dataset and improve overall data quality and ensure 

greater accuracy. In addition, another important step in the data analysis is analysing each 

variable separately. 

Analysing Our Target Feature 

In this study, our target variable has only two classes: M and B. Here, M represents 

malignant cases, and on the other hand, B represents benign cases, respectively. It is im-

perative to mention that the dataset used in this study is imbalanced, i.e., there are more 

benign cases in the dataset than malignant cases. Therefore, we kept the same ratio while 

splitting our dataset into training and testing sets. Upon counting the unique values in the 

‘diagnosis’ column, we found that there are 357 instances of benign diagnoses and 212 

instances of malignant diagnoses. This indicates that there are more cases of benign diag-

noses in the dataset than malignant ones. Understanding the distribution of diagnoses in 

the dataset is important as it can provide insights into the prevalence and severity of the 

condition being studied. In this case, the data suggest that most of the cases in the dataset 

are benign, but there is still a significant number of malignant cases that also need to be 

considered. 

As we can see from the summary statistics, malignant tumours are larger in size com-

pared to benign tumours. Furthermore, most benign tumours have a smaller radius than 

malignant tumours. This information is further supported by the boxplots shown in Fig-

ure 1a,b. The mean radius of malignant cancer cells is greater than the mean radius of 

benign cancer cells, indicating that malignant cancer cells are indeed larger than benign 

ones. Furthermore, the variance and standard deviation of malignant cancer cells are 

higher than that of benign cancer cells, implying that their size can vary significantly. This 

further emphasises the fact that malignant tumours are larger than benign tumours. It is 

clear from these findings that size plays an important role in classifying a cancer cell as 

either malignant or benign. The density plot allows us to reveal feature distributions. As 

shown in Figure 2, the distribution of all numerical features is consistent. All numerical 

variables have a clear leftward skew. 

  

(a) (b) 

Figure 1. This figure shows texture mean and radius mean for both cases: (a) box plot for radius 

mean and (b) box plot for texture mean. 
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Figure 2. Distribution of all numerical features. 

Figure 3 presents a correlation matrix for all features, also known as a heatmap ma-

trix. The correlation coefficient can vary from −1 to 1. Moreover, the correlation value 

nearer to 1 shows that the features are highly correlated and indicates that all features 

positively depend on each other. On the contrary, a correlation value closer to 0 signifies 

that the features are not dependent on one another and that the correlation is perfect. Cor-

relation measures the strength of the relationship between variables. In our dataset, only 

a few columns have a negative correlation with the ‘diagnosis’ column, while around half 

of the columns have a correlation of over 50% with the ‘diagnosis’ column. 
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Figure 3. Heatmap matrix for all selected features. 

5. Experimental Results 

In this section, the findings are analysed for several classification methods which are 

used in this study. Our study used six machine-learning techniques for effective feature 

extraction and classification of breast cancer diagnosis. These methods are Logistic Re-

gression, Random Forest, Decision Tree, K-Neighbors Classifier, Multi-Layer Perception 

(MLP) Classifier, and XGBoost. The findings are analysed using the confusion matrix. The 

dataset is divided into two parts: 80% for the training phase and 20% for the testing pro-

cess. 

5.1. Model Building and Performance Evaluation 

5.1.1. Logistic Regression (LR) 

The performance analysis of Logistic Regression is provided in Table 1. It is clear that 

the LR method gave an accuracy of 0.98%. Furthermore, the method achieved a precision 

of 0.96% for 0 and 0.97% for 1. Similarly, the experimental findings show a recall rate of 

0.99% for 0 and 0.93% for 1. The table also presents the accuracy, macro average, weighted 

average, and support scores. 
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Table 1. LR method output based on precision, recall, and F1 score. 

 Precision Recall F1 Score Support 

0 0.96 0.99 0.97 72 

1 0.97 0.93 0.95 42 

Accuracy   0.98 114 

Macro Avg. 0.98 0.98 0.98 114 

Weighted Avg.  0.98 0.98 0.98 114 

Table 1 presents 72 benign tumours, and the LR algorithm predicted 71 correctly. Out 

of 72 benign tumours, the algorithm considers that 1 case is malignant, but it is actually 

benign. In addition, there were 42 malignant tumour data, and the LR algorithm predicted 

39 correctly. Moreover, the LR algorithm considers that three cases are benign, but actu-

ally, these cases are malignant. 

5.1.2. Decision Tree 

The performance analysis of the Decision Tree method is given in Table 2. The Deci-

sion Tree method gave 0.98% accuracy. It is clear that the Decision Tree method achieved 

a precision of 0.99% for 0 and 0.98% for 1. Similarly, the experimental findings show a 

recall rate of 0.99% for 0 and 0.98% for 1. The table also presents the accuracy, macro av-

erage, weighted average, and support scores. 

Table 2. DC method output based on precision, recall, and F1 score. 

 Precision Recall F1 Score Support 

0 0.99 0.99 0.99 72 

1 0.98 0.98 0.98 42 

Accuracy   0.98 114 

Marco Avg. 0.98 0.98 0.98 114 

Weighted Avg. 0.98 0.98 0.98 114 

Table 2 presents 72 benign tumours, and the DT algorithm predicted 71 correctly. 

Out of 72 benign tumours, the algorithm considers that 1 case is malignant, but it is actu-

ally benign. In addition, there were 42 malignant tumour data, and the DT algorithm pre-

dicted 41 correctly. Moreover, the LR algorithm considers that one case is benign, but the 

case is actually malignant. 

5.1.3. Random Forest 

The performance analysis of the Random Forest method is given in Table 3. The Ran-

dom Forest method gave 97% accuracy. It is clear that the Random Forest method 

achieved a precision of 0.96% for 0 and 1.0% for 1. Similarly, the experimental findings 

show a recall rate of 1.00% for 0 and 0.93% for 1. The table also presents the accuracy, 

macro average, weighted average, and support scores. 

Table 3. RF method output based on precision, recall, and F1 score. 

 Precision Recall F1 Score Support 

0 0.96 1.00 0.98 72 

1 1.00 0.93 0.96 42 

Accuracy   0.97 114 

Macro Avg. 0.98 0.96 0.97 114 

Weighted Avg.  0.97 0.97 0.97 114 
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In the above table, there were 72 benign tumours, and the RF algorithm predicted all 

of them correctly. In addition, there were 42 malignant tumour data, and the RF algorithm 

predicted 39 correctly. Moreover, the LR algorithm considers that three cases are benign, 

but these cases are actually malignant. 

5.1.4. K-Neighbors 

The performance analysis of the K-Neighbors is given in Table 4. The K-Neighbor 

Classifier gave 0.89% accuracy. It is clear that the K-Neighbor Classifier achieved a preci-

sion of 0.86% for 0 and 1.00% for 1. Similarly, the experimental findings show a recall rate 

of 1.00% for 0 and 0.71% for 1. The table also presents the accuracy, macro average, 

weighted average, and support scores. 

Table 4. KN method output based on precision, recall, and F1 score. 

 Precision Recall F1 Score Support 

0 0.86 1.00 0.92 72 

1 1.00 0.71 0.83 42 

Accuracy   0.89 114 

Macro Avg. 0.93 0.86 0.88 114 

Weighted Avg.  0.91 0.89 0.89 114 

In the above table, there were 72 benign tumours, and the K-Neighbors Classifier 

predicted all of them correctly. In addition, there were 42 malignant tumour data, and the 

RF algorithm predicted 30 correctly. Moreover, the LR algorithm considers that 12 cases 

are benign, but these cases are malignant. 

5.1.5. MLP 

The performance analysis of the MLP is given in Table 5. The MLP classifier gave 

0.92% accuracy. It is clear that the MLP Classifier achieved a precision of 0.90% for 0 and 

0.97% for 1. Similarly, the experimental findings show a recall rate of 0.99% for 0 and 0.81% 

for 1. The table also presents the accuracy, macro average, weighted average, and support 

scores. 

Table 5. MLP method output based on precision, recall, and F1 score. 

 Precision Recall F1 Score Support 

0 0.90 0.99 0.94 72 

1 0.97 0.81 0.88 42 

Accuracy   0.92 114 

Marco Avg. 0.94 0.90 0.91 114 

Weighted Avg. 0.93 0.92 0.92 114 

The above table showed 72 benign tumours, and the MLP Classifier predicted 71 cor-

rectly. Out of 72 benign tumours, the algorithm considers that 1 case is malignant, but 

actually, it is benign. In addition, there were 42 malignant tumour data, and the MLP 

Classifier predicted 34 correctly. Moreover, the MLP Classifier considers that eight cases 

are benign, but these cases are actually malignant. 

5.1.6. XGBoost 

The performance analysis of the XGBoost is given in Table 6. The XGBoost Classifier 

gave 0.94% accuracy. It is clear that the XGBoost Classifier achieved a precision of 0.92% 

for 0 and 0.97% for 1. Similarly, the experimental findings show a recall rate of 0.99% for 

0 and 0.86% for 1. The table also presents the accuracy, macro average, weighted average, 

and support scores. 
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Table 6. XGBoost method output based on precision, recall, and F1 score. 

 Precision Recall F1 Score Support 

0 0.92 0.99 0.95 72 

1 0.97 0.86 0.91 42 

Accuracy   0.94 114 

Macro Avg. 0.95 0.92 0.93 114 

Weighted Avg.  0.94 0.94 0.94 114 

The above table showed 72 benign tumours and the MLP Classifier predicted 71 cor-

rectly. Out of 72 benign tumours, the algorithm considers that 1 case is malignant, but it 

is benign. In addition, there were 42 malignant tumour data, and the XGBoost Classifier 

predicted 36 correctly. Moreover, the MLP Classifier considers that six cases are benign, 

but these cases are actually malignant. 

5.2. Comparative Analysis of Classifiers 

In the previous subsection, the study presented a performance analysis of individual 

classifiers. In this subsection, the study presents a comparative analysis of all the methods 

and classifiers on accuracy, precision, and F1 score. The following table depicts the per-

formance analysis of these methods. 

Table 7 presents the classification performance of each algorithm based on accuracy, 

precision, recall, and F1 score. The K-Neighbor Classifier gave the lowest accuracy rate 

when compared with other methods. Moreover, the decision tree method gave the highest 

accuracy rate. The table also depicts each method’s recall, precision, and F1 scores. Over-

all, the decision tree method performed well with respect to all confusion matrices and 

other scores. 

Table 7. Classification performance of each algorithm. 

ML Algorithms 
Confusion Matrix 

Accuracy Precision Recall F1 Score 
0 1 

Logistic Regression  0.96%    

0 71 1  0.96% 0.99% 0.97% 

1 3 39  0.97% 0.93% 0.95% 

Decision Tree  0.98%    

0 71 1  0.99% 0.99% 0.99% 

1 1 41  0.98% 0.98% 0.98% 

Random Forest  0.97%    

0 72 0  0.96% 1.00% 0.98% 

1 3 39  1.00% 0.93% 0.96% 

K-Neighbor Classifier  0.89%    

0 72 0  0.86% 1.00% 0.92% 

1 12 30  1.00% 0.71% 0.83% 

MLP Classifier  0.92%    

0 71 1  0.90% 0.99% 0.94% 

1 8 34  0.97% 0.81% 0.88% 

XGBoost  0.94%    

0 71 1  0.92% 0.99% 0.95% 

1 6 36  0.97% 0.86% 0.91% 

The bold numbers indicate the best performance of the methods. 
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6. Discussion 

In this research, we used the WDBC dataset to examine the best machine-learning 

classification algorithm for effective feature extraction and classification of breast cancer 

diagnosis. For the purposes mentioned above, we analysed the performance of six ma-

chine-learning techniques for effective feature engineering and classification of breast can-

cer diagnosis. These methods are Logistic Regression, Random Forest, Decision Tree, K-

Neighbors, Multi-Layer Perception (MLP), and XGBoost. Our study suggests that the De-

cision Tree method was the most effective and successful method, with an accuracy value 

of 0.98 when we analysed it according to the settings of this study. The Random Forest 

method remained the second most effective and successful method, with an accuracy 

value of 0.97. The Random Forest was followed by the Logistic Regression method with 

an accuracy value of 0.96. This is followed by the XGBoost with an accuracy value of 0.94. 

In addition, the MLP achieved an accuracy value of 0.92%. Moreover, the study also con-

firmed that K-Neighbor achieved the lowest accuracy value of 0.89. 

The findings of our study were mostly analysed by considering the accuracy value. 

However, the study also utilised cross-validation methods. These cross-validation meth-

ods are precision, recall, and F1 score. These methods were used to check the crucial val-

ues of TP, FP, TN, and FN to deal with the predicted and actual classes. They presented 

the precision, F1 score, and recall values to examine the performances of these ML classi-

fication algorithms. The findings show that the Decision Tree method performed better 

than other methods in terms of these values. This shows that the Decision Tree method 

successfully identified the tumour cases and classified the cancerous features as malig-

nant. 

In a 2017 study [32], the WBCD dataset was analysed using a voting classifier, an 

ensemble technique. This ensemble approach combines multiple models with a strategy 

that considers the varying predicted reliability of each classifier across different output 

classes. This technique combined the strengths of Support Vector Machines (SVMs), Naive 

Bayes, and J48 classifiers to achieve a highly impressive accuracy rate of 97.13%. Notably, 

this accuracy rate outperformed each classifier used in the technique. These findings offer 

promising insights into the potential of ensemble techniques to improve classification ac-

curacy across various datasets. However, our study achieved better accuracy rates than 

this study. 

Similarly, in [33], the study used four machine-learning approaches, SVM, KNN, Na-

ïve Bayes, and Decision Tree, and evaluated their performance on two datasets. The mod-

els were trained using features selected at various threshold levels and validated using 

independent gene expression datasets. The results of this study indicated that the Support 

Vector Machine algorithm outperformed the other three algorithms in accurately classify-

ing breast cancer into triple-negative and non-triple-negative types. The SVM method 

achieved an accuracy level of 73%. The study concludes that ML algorithms can be used 

as an effective tool for identifying the two types of breast cancer. However, compared to 

our study, their study achieved inferior accuracy rates. 

In [34], the study used the WDBC dataset to predict breast cancer accurately. The 

study implemented multiple machine-learning algorithms: SVM, Logistic Regression, 

KNN, Decision Tree, Naïve Bayes, and Random Forest. The study calculated and com-

pared these algorithms’ accuracy to determine the most suitable one. Notably, both Ran-

dom Forest and Support Vector Machine classifiers outperformed other classifiers with 

an accuracy rate of 96.5%. The study was able to achieve higher accuracy rates for each 

method. However, in terms of better accuracy rates, our method outperformed the 

method used by their study. The findings of our study highlight the importance of feature 

engineering techniques on datasets to enhance prediction accuracy. 

In [35], the study conducted a comparison between various machine-learning ap-

proaches, such as Decision Tree, Support Vector Machine (SVM), Naïve Bayes, and KNN, 

on the WBDC dataset. The study’s objective was to check these methods’ precision, accu-

racy, sensitivity, and specificity to check their efficiency and effectiveness in classifying 



BioMedInformatics 2023, 3, FOR PEER REVIEW 14 
 

 

data. According to their study, the SVM approach outperformed the other algorithms with 

a remarkable 97.13% accuracy and the lowest error rate. However, our findings yielded 

insightful results when compared with the findings of [36]. However, our study outper-

formed in terms of better accuracy. Our objective of achieving better accuracy rates in 

breast cancer prediction was met when compared with the method used in this paper. 

The higher the accuracy, the more reliable the algorithm makes predictions. Our 

study, therefore, provides valuable insights into the best machine-learning algorithm for 

the Wisconsin Breast Cancer dataset. Overall, the findings of this study demonstrate the 

importance of choosing the right algorithm for a particular dataset. 

Compared to previous studies, our study gave a better performance in terms of ac-

curacy. The objective of our study was achieved when compared with other methods in 

the literature in terms of a better accuracy rate in breast cancer prediction. Table 8 presents 

the result comparison of our study with previous studies. 

Table 8. Summary of comparison of results involving the utilization of machine-learning algo-

rithms. 

References Sampling Strategies Highest Classification Accuracy 

[32] 10-fold cross-validation 97.13% 

[33] Feature selection at different thresholds  73% 

[34] 75−25 training–testing 96.5% 

[35] 10-fold cross-validation 97.13% 

Our study 80–20 training–testing 98% 

7. Conclusions 

Early detection of breast cancer is of the utmost importance, as breast cancer is one 

of the major causes of mortality in women. However, early detection of breast cancer can 

play a significant role in averting a high death rate. Recently, with the advent of advanced 

machine-learning classifiers, the process of detecting breast cancer tumours at an early 

stage has become more accurate and efficient. These classifiers use various algorithms to 

analyse data and identify abnormalities that may indicate the presence of breast cancer. 

These methods have not only improved the accuracy of diagnosis but also reduced the 

need for invasive procedures. Therefore, modern machine-learning techniques can play a 

great role in detecting breast cancer. In this study, we explain several machine-learning 

methods and their scope in breast cancer diagnosis. This study combined classifiers with 

feature selection for breast cancer diagnosis. We applied six classification algorithms to 

the WDBC dataset to check the classification accuracy of these algorithms. The findings of 

our study show that the Decision Tree model was the best-performing one, achieving an 

average accuracy of 98.64%. 

Moving forward, there are several avenues for further research and development in 

the field of machine learning for breast cancer diagnosis. One potential area of focus is the 

integration of multiple machine-learning algorithms to improve the accuracy and reliabil-

ity of breast cancer detection. In addition, further investigation into feature selection meth-

ods could help to identify the most relevant features for breast cancer diagnosis, ulti-

mately leading to more efficient and accurate diagnoses. Additionally, exploring the use 

of deep learning techniques, such as convolutional neural networks, could potentially 

lead to even higher accuracy rates in the detection of breast cancer. Furthermore, it is im-

portant to consider the potential implications and ethical considerations of integrating 

machine-learning tools into clinical settings. Continued research into the impact of ma-

chine learning on patient outcomes and healthcare delivery will be essential in ensuring 

that these tools are used in responsible and effective ways. Overall, the findings of this 

study highlight the tremendous potential of machine learning in breast cancer diagnosis 

and underscore the need for continued research and development in this field. With fur-
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ther investigation and refinement, machine learning could ultimately improve the accu-

racy and efficiency of breast cancer diagnosis, leading to better outcomes for patients and 

improved public health. 
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