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Abstract.  Persuasive design techniques have often been presented where the 

desired behaviour is primarily within personal boundaries, e.g., one's own health 

and learning. Limited research has been conducted on behaviours that require 

exposure to others, including correcting, confronting mistakes and wrongdoing.  

Challenging misinformation in others’ posts online is an example of such social 

behaviour. This study draws on the main persuasive system design models and 

principles to create interfaces on social media to motivate users to challenge mis-

information. We conducted a questionnaire (with 250 participants from the UK) 

to test the influence of these interfaces on willingness to challenge and how age, 

gender, personality traits, perspective-taking and empathy affected their percep-

tion of the persuasiveness of the interfaces. Our proposed interfaces exemplify 

seven persuasive strategies: reduction, suggestion, self-monitoring, recognition, 

normative influence, tunneling and liking. Most participants thought existing so-

cial media did not provide enough techniques and tools to challenge misinfor-

mation. While predefined question stickers (suggestion), private commenting (re-

duction), and thinking face reactions (liking) were seen as effective ways to mo-

tivate users to challenge misinformation, sentence openers (tunneling) was seen 

as the least influential. Increasing age and perspective taking were associated 

with increased likelihood of perceived persuasiveness and increasing openness 

to experience was associated with a reduction in the likelihood of perceived per-

suasiveness for “predefined question stickers”. Increasing openness to experience 

was associated with increased likelihood of perceived persuasiveness for “think-

ing face reaction”, while increasing age was associated with a reduction in the 

likelihood of perceived persuasiveness for “private commenting”. 

 

Keywords: Persuasive system, misinformation, fake news, online social behav-

iour, social media design,  

1 Introduction 

The growing proliferation of misinformation has raised interest in devising ways to 

combat it. Since social media plays a paramount role in disseminating misinformation 

[1, 2], technology-based solutions to detect and mitigate misinformation are being pro-

posed and used. Such solutions rely on artificial intelligence (AI) and machine learning 
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[3, 4]. Despite offering promise, the existence of misinformation in recent events such 

as the COVID-19 pandemic [5] and Ukraine-Russia War [6] demonstrates that these 

techniques have limitations. In addition to algorithmic approaches provided by digital 

platforms and legislative measures taken by governments and social media platforms, 

individual attempts to correct misinformation have also been effective [7].  

Although challenging misinformation is effective in reducing the spread of misin-

formation [7, 8], research shows that when people encounter misinformation in the 

online sphere, they tend to remain silent [9-12]. However, challenging others helps the 

poster correct or delete the shared information and helps others in the network adjust 

their perceptions about the content [13]. Therefore, users’ silence contributes, albeit 

unintentionally, to the propagation of misinformation. 

Studies on why people remain silent when they encounter misinformation indicate 

that users have interpersonal, intrapersonal and institutional concerns such as fear of 

being harassed, fear of conflict or lack of institutional support [10, 14]. Gurgun et al. 

[15] identified six reasons that might impact users’ decisions to challenge others who 

post misinformation: self-oriented, relationship-oriented, others-oriented, content-ori-

ented, individual characteristics, and technical factors. While it is necessary to over-

come the barriers that hinder users from challenging misinformation, it is also worth-

while to design social media platforms that are more persuasive and encourage users to 

challenge misinformation. 

In a digital environment, information systems may be designed to influence behav-

iour change [16]. Such systems are often referred to as persuasive systems [17] or per-

suasive technology [18]. These systems address behaviour change in areas where the 

intended behaviour is primarily within personal boundaries such as one’s own wellbe-

ing [19] and academic performance [20]. However, to the best of our knowledge, a few 

studies have addressed behaviours including interactions with other people. One study 

found that persuasive technology can promote acceptable workplace behaviour and et-

iquette [21]. As incorporating persuasive techniques into social media has been shown 

to lead to greater behaviour change and more engagement [22, 23] they could be applied 

to motivate users to challenge misinformation. 

In this paper, we aim to develop an understanding of which persuasive techniques 

may aid users in challenging others in an environment where algorithms and a homo-

geneous network impede exposure to adverse opinions [24-26]. Given the lack of re-

search on users' reluctance to challenge misinformation on social media, we aimed to 

provide a starting point and investigate potential solutions based on persuasive design 

principles, linking them to user characteristics such as personality traits, perspective-

taking, and empathy. While we do not claim completeness in our coverage of design 

techniques and user characteristics, our choices were informed by theory. Personality 

traits have been shown to influence the willingness to participate in discussions, e.g. 

extroverts are typically more willing to do so [27]. In addition to that, evidence from 

the literature suggests that there is a significant relationship between persuasive strate-

gies and personality traits [28, 29] To the best of our knowledge, no attempt has been 

made to examine the associations between perspective-taking, empathic concern and 

persuasive techniques. Perspective-taking refers to the ability to adopt the perspective 

of other people [30]. According to research, perspective-taking influences attributional 
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thinking and perceptions of others. For example, those who with a higher perspective-

taking tendency made the same attributions to the target as they would have had they 

been in the same situation [31]. As giving negative feedback, disagreeing and confront-

ing are related to the perception of others (e.g., whether they perceive it as futile or 

harmful to their relationship), we also examine whether perspective-taking has an as-

sociation with the perception of the persuasiveness of the proposed interfaces. Empathic 

concern signifies the development of emotions of compassion and concern for those 

experiencing negative events [30]. Individuals with higher level of empathic concern 

are more likely to acquire positive attitudes toward being a decent and moral person 

and not to harm others [32]. Therefore, since empathy might be a useful component for 

challenging misinformation, we also investigated whether the interfaces we presented 

are associated with users’ empathic concern. This insight may help for the future inter-

face design to motivate users to challenge misinformation. In this paper, we aim to 

answer the following research questions: 

RQ1: To what extent do users think that current social media design helps them to 

challenge misinformation? 

RQ2: Can we increase users’ willingness to challenge misinformation on social media 

through introducing persuasive interfaces? 

RQ3: Do age, gender, personality traits, perspective-taking, and empathy have an im-

pact on users’ acceptance of these interfaces? 

2 Method 

Our work aims to investigate whether we can design new persuasive interfaces in social 

media to increase users’ willingness to challenge misinformation. To achieve this goal, 

first, based on relevant literature, we explored effective persuasive tools that aid in in-

creasing engagement or participation in the online social sphere. To stay within a man-

ageable scope, we selected seven strategies (Table 1). Then, we created a high-fidelity 

prototype of a possible implementation of each strategy in the context of challenging 

misinformation. We then conducted a survey to assess users’ perceptions of the influ-

ence of each prototype on their willingness to challenge misinformation. 

2.1 Prototype Design 

In order to create interfaces for challenging misinformation, we started with reviewing 

the pertinent literature regarding the tools and techniques that have a positive impact 

on motivating people to engage more in online discussion environments. We reviewed 

literature regarding the design recommendations suggested for promoting healthy dis-

cussions [33], strengthening engagement in discussions [34] and increasing participa-

tion in online communities [35]. We selected seven techniques based on their practical-

ity and possibility to embed within social media design with no costly requirement. The 

interfaces have been deemed face valid through a combination of expert review and 

pilot testing with users. Descriptions of the techniques applied in this study, which were 
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adapted from [36] are shown in Table 1 and prototypes are available on Open Science 

Framework (see https://osf.io/3x74c). 

Table 1. Persuasive Strategies, corresponding descriptions and implementations 

Strategy Description Our Implementation 

Reduction A strategy of reducing com-

plex behaviour into simple 

tasks 

Private Commenting (PC): This option 

makes private messaging easier. Instead of 

copying the link to the post in the private 

message section to refer to it, users can com-

ment privately on the post directly by click-

ing the "send privately" button. 

Suggestion A strategy that offers fitting 

suggestions  

Predefined Question Stickers (PQS): A 

sticker set with pre-written questions for us-

ers to choose from when they want to chal-

lenge, e.g. stickers with labels like “what is 

your source” 

Self-monitor-

ing 

A strategy that enables mon-

itoring of one’s own status 

or progress. 

Tone Detector (TD): An emotional scale 

mood indicator that enables users to visual-

ise how their comments are likely to sound 

to someone reading them. As the user com-

poses a comment, the indicator on the scale 

starts to move based on the word selections, 

writing style and punctuation, e.g., aggres-

sive vs friendly.  

Recognition A strategy that provides 

public acknowledgement 

for following certain behav-

iour 

“Fact Checker” Badge (FCB): A badge 

that provides public recognition for users 

who correct misinformation occasionally. 

Normative in-

fluence 

A strategy that displays 

norms regarding how most 

people behave and what be-

haviour they approve of. 

Social Norm Message (SNM): A pop-up 

prompt regarding other users' acceptance 

and positive disposition towards correcting 

misinformation on social media. 

Tunneling A strategy that guides users 

or provides means to per-

suade.  

Sentence openers (SO): Pre-generated sen-

tence openers to guide users to challenge 

misinformation, e.g. “My argument is…” 

Liking A strategy that highlights 

the persuasiveness of visu-

ally attractive  

Thinking Face Reaction (TFR): A fun and 

appealing reaction that implies questioning 

the content. 

 

Recommended techniques were visualised to mimic Facebook’s current user inter-

face in the survey. The content displayed to participants was about an asteroid that will 

be possibly hitting Earth. This news was a misinformation article that appeared in 

CNN's iReport news hub in 20141 and was widely shared. We presented the interfaces 

 
1 https://www.cnet.com/science/cnn-posts-asteroid-to-hit-earth-article-people-take-it-seriously/ 

https://osf.io/3x74c
https://www.cnet.com/science/cnn-posts-asteroid-to-hit-earth-article-people-take-it-seriously/
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to participants as a scenario. Before showing the interfaces, we informed the respond-

ents about the scenario that the news is false, as this study was not to determine whether 

individuals can discern misinformation but rather to assess perceptions of the persuasive 

techniques. Additionally, care was taken not to include any political or social issues as 

these topics may influence users’ decisions to challenge the misinformation regardless 

of the persuasive technique used [37, 38]. To make the scenario more realistic and pre-

vent participants from perceiving the account as anonymous, we intentionally did not 

obscure the name and photo of the Facebook user sharing the content. The account 

holder was named Alex to avoid gender confounding as it is a gender-neutral name. 

Facebook was selected as the social network site for this study as it is the most used 

online social network worldwide with approximately 2.91 billion monthly active users 

[39] across all age groups [40]. The questions were about challenging an acquaintance, 

as previous research showed that it is more difficult to debate or challenge weak ties 

than strong ties [41]. Before presenting the interfaces we also explained that Alex is a 

contact who is known but not as close as a friend or family member, which also con-

trolled for familiarity and personal ties. 

Below, we explain each of the interfaces that we used and how they exemplify the 

persuasive design principles.  

Private commenting (Reduction) A private mode of communication such as direct 

messaging (DM) or private messaging (PM) can be  preferred by users who hesitate to 

counteract misinformation due to fear of embarrassing the sharer [42]. Although Face-

book provides private communication channels (e.g., Facebook Messenger), private 

commenting is proposed as it simplifies the challenging process. Private messaging re-

quires effort. In contrast, private commenting allows users to engage with the content 

while scrolling through their feeds. 

Pre-defined question stickers (Suggestion) By suggesting to users some questions 

to challenge, we aimed to aid users who struggle with starting challenging misinfor-

mation. We developed three exemplar questions based on Toulmin’s model of argu-

mentation [43] which we implemented as stickers. As stickers are impersonal re-

sponses, they may alleviate the psychological and social costs associated with confront-

ing, questioning and challenging by typing directly [44]. 

Tone detector (Self-monitoring) Self-monitoring is one of the most popular per-

suasive strategies [45] and it helps people become more self-aware about their behav-

ioural patterns [46] which also helps them to self-regulate [47]. One potential reason 

people do not challenge misinformation is that they want to avoid being viewed as ag-

gressive [15]. A tone detector guides users to improve their self-awareness regarding 

how they sound to others, which would likely be helpful for those who are concerned 

about how their comments come across. 

Fact Checker Badge (Recognition) In addition to providing public recognition, 

badges can function as incentives for people who challenge misinformation. SNS like 

Foursquare or StackOverflow have also used badges as a tool to encourage users to 

increase their level of engagement [48]. 
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Social Norm Messages (Normative Influence) Normative social influence can be 

successfully used in persuasive technologies to alter existing behaviour [49, 50]. Social 

norms refer to the beliefs that individuals hold about others in a social group and what 

others in that social group do or think [51-53]. People are more likely to engage in a 

behaviour if they perceive it to be commonly accepted by others [54]. Taking that into 

account we proposed a hint prompt that provides information regarding injunctive 

norms (what most people approve of).  

Sentence openers (Tunneling) Tunneling is defined as guiding a user through a 

complex experience [36]. We used sentence openers to lead users to complete the sen-

tences. In many cases, it is rhetoric rather than facts that causes contradictory opinions 

[55]. Sentence starters have been shown to facilitate expression of disagreement [56] 

and enhance the quality of online discussions [57] as they can steer thoughts and con-

versation in such a way that they keep conversations grounded [58]. 

Thinking face reaction (Liking) Facebook launched the "Like" button to enable 

users to show their affection for the content and introduced the "Reactions" feature to 

provide users with more ways to express their reactions to content in a fast and easy 

way [59]. The reactions feature has positively influenced engagement levels on Face-

book [60]. As reactions are intended to be a way to express appreciation for the content 

with one-click, we used thinking face reactions to motivate users to challenge [61]. 

2.2 Data Collection 

The survey was conducted online using Qualtrics, an online survey design platform. 

Before survey completion, participants were informed about the study objectives and 

asked to provide their consent to participate. They were provided with information re-

garding the confidentiality of the data, their freedom to participate and the right to with-

draw from the study as well as their access to the study findings. Data was collected 

between 31st May and 7th July 2022 through ProlificTM (www.prolific.co), an estab-

lished online participant recruitment platform for research studies. 

2.3 Participants 

250 adults living in the UK completed the survey and received payment (around £4). 

The following inclusion criteria were used to recruit potential participants: 1) aged 18 

years or older; 2) using Facebook with an authentic identity 3) encountered misinfor-

mation on Facebook. Of those respondents who answered the demographic questions, 

57.2% (143) were female, 41.6% (104) male, and 1.2% (3) non-binary. 17.8% (44) 

were aged 18 to 24 years, 37.2% (92) were between 25-34, 26.7% (66) between 35-44, 

and 18.2% (45) over 45 years. Most respondents (62.8%, 157) had at least a university 

degree, 22.8% (57) had completed secondary education and 14.4% (36) had not com-

pleted secondary education. 

 



7 

2.4 Measures  

Demographic Characteristics 

Participants answered questions about their age, gender and educational level. 

 

Perceived prevalence of existing tools to challenge misinformation 

Participants were asked to rate the extent to which they think social media provides 

tools or ways for users to challenge misinformation on a seven-point scale (1= None at 

all 7= A great deal) (M = 3.37, SD = 1.6). 

 

Perceived persuasiveness on willingness to challenge 

For this study, we developed seven prototypes informed by PSD and presented the par-

ticipants eight high-fidelity prototypes including the standard comment box (SCB). Par-

ticipants were asked how much each interface influenced their willingness to challenge 

misinformation on a seven-point scale (1= Far too little 7= Far too much). Prototypes 

were presented in random order for each respondent.  

Personality traits 

The 10-item Big-Five inventory (BFI-10) [62] was used to assess the traits of extraver-

sion, agreeableness, openness to experience, conscientiousness and neuroticism-stabil-

ity. Each trait is measured by two items on a five-point Likert scale (1 = Strongly disa-

gree to 5 = Strongly agree). Higher scores imply higher levels of each personality trait. 

The BFI-10 showed good reliability and validity [62]. 

Perspective-taking and empathic concern 

Perspective taking and empathic concern were assessed with the seven-item perspec-

tive-taking and seven-item empathy subscales from the Interpersonal Reactivity Index 

(IRI) which assesses level of empathy and individuals’ capacity to understand and feel 

the emotions of others [30]. It is widely used to examine the impact of empathy on 

various outcomes, including prosocial behaviour [63] and intergroup relations [64]. The 

perspective-taking subscale consisted of seven items (α = .78) such as ‘‘I try to look at 

everybody’s side of a disagreement before I make a decision’’). Empathy subscale con-

sisted of seven items (α = .81) such as “When I see someone being taken advantage of, 

I feel kind of protective toward them.”).  The items are answered using a 5-point rating 

scale ranging from on a 0 (does not describe me well), to 4 (describes me very well). 

To get a single score for each participant for each construct, we averaged the answers 

to the items. 

2.5 Data Analysis 

Data were analysed using SPSS version 28. Descriptive statistics were used to report 

demographic information and the extent to which users think social media provides 

them with tools or techniques to counteract misinformation. As the data was not nor-

mally distributed, non-parametric tests were used. Spearman’s rank-order correlation 
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was used to analyse the association between continuous and ordinal data. A Wilcoxon 

signed-rank test was conducted to investigate differences in willingness to challenge 

misinformation between the status quo (standard comment box) and PSD-based inter-

faces. Interfaces were considered persuasive when users rated them as more influential 

than the standard comment box in motivating challenging misinformation. Binomial 

logistic regression analyses were performed to determine whether age, gender, person-

ality traits, perspective-taking and empathy influence willingness to challenge misin-

formation. 

3 Results 

3.1 Social media tools to challenge misinformation 

Most participants (58%) agreed that current social media platforms do not provide 

enough tools or ways to challenge misinformation. Only 26.8% believed that tools so-

cial media provides for challenging misinformation are prevalent. A Spearman’s rank-

order correlation was run to assess the relationship between age and evaluation of the 

tools on social media to challenge misinformation. Age was negatively correlated with 

agreement that social media offers tools to challenge rs (248) = -.153, p < .05. Older 

participants were less likely to think that social media provide tools for challenging 

misinformation. 

3.2 Comparing the perceived persuasiveness of each interface 

A Wilcoxon signed-rank test asssessed the effect of the interfaces presented on users’ 

willingness to challenge misinformation. As shown in Table 2, “predefined question 

stickers”, “thinking face reaction” and “private commenting” elicited a statistically sig-

nificant positive difference (z = 2.43, p < .05, z = 5, p < .001 and z = 7.2, p < .001 re-

spectively) and “sentence openers” showed a statistically significant negative differ-

ence (z = -2.7, p < .05) in their influence on willingness to challenge misinformation 

compared to the standard comment box. Excepting sentence openers, most participants 

rated PSD-informed implementations as having more influence than the standard com-

ment box. 
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Table 2. The influence on willingness to challenge for each presented interface versus standard 

comment box (N = 250)  

Predefined 

Stickers (PQS) 
N Mean Ranks Sum of Ranks Z P 

Negative Ranks 80a 110.84 8867.50 -2.430* < .05 

Positive Ranks 129b 101.38 13077.50     

Ties 41c         

Thinking Face 
Reaction (TFR) 

N Mean Ranks Sum of Ranks Z P 

Negative Ranks 65d 93.04 6047.50 -5.005* < .001 

Positive Ranks 136e 104.81 14253.50     

Ties 49f         

Private Com-

menting (PC) 
N Mean Ranks Sum of Ranks Z P 

Negative Ranks 47g 99.67 4684.50 -7.239* < .001 

Positive Ranks 162h 106.55 17260.50     

Ties 41i         

Sentence Open-

ers (SO) 
N Mean Ranks Sum of Ranks Z P 

Negative Ranks 102j 96.22 9814.00 -2.714¶ < .05 

Positive Ranks 76k 80.49 6117.00     

Ties 72l         

Fact Checker 
Badge (FCB) 

N Mean Ranks Sum of Ranks Z P 

Negative Ranks 93m 102.62 9543.50 -.139* 0.89 

Positive Ranks 103n 94.78 9762.50     

Ties 54o         

Social Norm 

Message (SNM) 
N Mean Ranks Sum of Ranks Z P 

Negative Ranks 76p 111.68 8488.00 -1.821* 0.06 

Positive Ranks 123q 92.78 11412.00     

Ties 51r         

Tone Detector 
(TD) 

N Mean Ranks Sum of Ranks Z P 

Negative Ranks 91s 99.47 9051.50 -1.344* 0.17 

Positive Ranks 110t 102.27 11249.50     

Ties 49u         

a. PQS < SCB     b. PQS > SCB   c. PQS = SCB   d. TFR < SCB    e. TFR > SCB    f. TFR = SCB    

g. PC < SCB       h. PC > SCB      i. PC = SCB      j. SO < SCB       k. SO > SCB      l. SO = SCB   

m. FCB < SCB   n. FCB > SCB   o. FCB = SCB   p. SNM < SCB   q. SNM > SCB   r. SNM = SCB   

s. TD < SCB       t. TD > SCB      u. TD = SCB   

* Based on negative ranks.       

¶ Based on positive ranks. 
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3.3 Effects of age, gender, personality traits perspective taking and 

empathy 

We investigated whether the positive impact of “predefined question stickers”, “think-

ing face reaction”, “private commenting” and the negative impact of “sentence open-

ers” regarding perceived persuasiveness on willingness to challenge compared to the 

standard comment box were impacted by age, gender, Big Five personality traits, per-

spective-taking and empathy. We computed a difference score for each user and each 

interface by subtracting the level of the standard comment box reflected in users’ rat-

ings from the level of influence of presented interfaces. The difference score ranged 

from -6 to 6. Binomial logistic regression was performed using this score as a dependent 

variable to ascertain the effects of age, gender, personality traits, perspective taking and 

empathy on the likelihood that participants consider the presented interfaces to be more 

or less persuasive than the standard comment box. Positive difference scores were en-

coded as 1 which indicates that users found the presented interfaces more persuasive 

than the standard comment box. Any scores of zero or below were encoded as 0, which 

indicates either that there was no difference between the standard comment box and the 

interfaces or that users rated interfaces as less persuasive than the standard comment 

box. 

A binomial logistic regression was performed to ascertain the effects of age, gender, 

personality traits, perspective taking and empathy on persuasiveness ratings. Linearity 

of the continuous variables with respect to the logit of the dependent variable was as-

sessed via the Box-Tidwell [65] procedure. A Bonferroni correction was applied using 

all eight terms in the model resulting in statistical significance being accepted when p 

< 0.0027. Based on this assessment, all continuous independent variables were found 

to be linearly related to the logit of the dependent variable. The Hosmer and Leme-

show’s tests suggest that the models for PQS, TFR, PC and SO provide good fit to the 

data. The result of the binary logistic regression estimates for each interface are pre-

sented in Table 3. Age and perspective taking were significantly positively associated 

with “predefined question stickers” (b = 0.04, p < .01 and b = 0.08, p < .05 respectively) 

such that increasing age and perspective-taking were associated with increased likeli-

hood of positive influence of “predefined question stickers” relative to the standard 

comment box. However, increasing openness to experience was associated with a re-

duction in the likelihood of positive influence (b = - 0.21, p < .01). Openness to expe-

rience was associated with belief in the persuasiveness of the “thinking face reaction” 

such that as it increased, the positive influence of “thinking face reaction” of 1.24. (b = 

- 0.24, p < .01). Age was significantly negatively associated with “private comment-

ing,” such that as age increased, belief in the persuasiveness of private commenting 

decreased (b = - 0.0 4, p < .01) 
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Table 3. Binomial logistic regressions predicting the difference score between standard com-

ment box and presented interfaces 

 PQS  TFR 

Coefficients B SE Exp(B)   B SE Exp(B) 

Age 0.04* 0.01 1.04  -0.01 0.01 0.99 

Gender (Female) -0.38 0.31 0.68  -0.45 0.3 0.64 

Extraversion 0.11 0.08 1.12  0.01 0.08 1.01 

Agreeableness -0.18 0.1 0.84  0.01 0.09 1.01 

Conscientiousness -0.12 0.1 0.89  0.06 0.1 1.07 

Neuroticism -0.02 0.08 0.98  0.03 0.08 1.03 

Openness to experience -0.21* 0.08 0.81  -0.24* 0.08 0.79 

Empathy -0.03 0.04 0.97  0.01 0.04 1.01 

Perspective Taking 0.08** 0.04 1.08  -0.01 0.04 0.99 

Constant 1.14 1.54 3.14  1.75 1.53 5.75 

Modal summary        
Hosmer and Lemeshow X2 5.28    9.87   
df 8    8   
p Value .726    .27   
Nagelkerke R2 0.11       0.07     

∗p < .01.   ∗∗p < .05. 

Table 3. Continued 

 PC  SO 

Coefficients B S.E. Exp(B)  B S.E. Exp(B) 

Age -0.04* 0.01 0.96  0 0.01 1 

Gender  

(Female) -0.15 0.31 0.86 

 

-0.5 0.32 0.61 

Extraversion 0.06 0.08 1.06  -0.06 0.09 0.94 

Agreeableness 0.06 0.1 1.07  0.02 0.1 1.02 

Conscientiousness -0.09 0.1 0.91  -0.13 0.1 0.88 

Neuroticism 0.01 0.08 1.01  -0.04 0.08 0.96 

Openness to experience -0.09 0.08 0.91  -0.14 0.08 0.87 

Empathy 0.04 0.04 1.04  0.02 0.05 1.02 

Perspective Taking 0 0.04 1  0.04 0.04 1.04 

Constant 2.06 1.6 7.83  0.66 1.62 1.93 

Modal summary        

Hosmer and 

Lemeshow X2 9.22   

 

4.83   

df 8    8   

p Value .32    .77   

Nagelkerke R2 0.1     0.05     

∗p < .01.   ∗∗p < .05. 
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4 Discussion 

4.1 Lack of tools for challenging misinformation on social media 

While social media platforms such as Facebook rely on persuasive tactics to increase 

engagement with the platform which is important for commercial success [66], they do 

not seem to encourage critical thinking or enabling questioning of the content. On the 

contrary, several features they provide such as “hide post” or “unfriend” are used as 

tactics to discourage users from voicing concerns through facilitating less confronta-

tional, yet less constructive, alternatives [67] as users may more easily avoid, rather 

than confront content. Our results showed that the majority of participants thought so-

cial media did not provide enough tools or ways to challenge misinformation. Although 

some features such as “commenting” or “direct messaging” may be used as tools to 

challenge misinformation, it can be argued that users do not regard them as tools pro-

vided to challenge misinformation. This necessitates the development of more persua-

sive or engaging tools, and ones which users would also perceive to be explicitly avail-

able for such purposes. 

In our study, age was significantly negatively associated with reported lack of tools, 

such older participants were less likely to believe that social media offered tools for 

challenging misinformation. This might be because younger people, who were raised 

in an environment with a wealth of digital possibilities are more receptive to different 

social media features than older people [68]. This difference is to be expected given 

that young people were raised in an environment with a wealth of digital possibilities, 

whereas older people learned about such digital opportunities as adults [69] This may 

also explain why older adults are less likely to report correcting others [70], though we 

recognise that there are other potential explanations here, such as different perceptions 

of acceptable behaviours (see below). 

4.2 Influence of social media interfaces on challenging misinformation 

Social media interfaces may be considered as far more than just a means of providing 

access to information. They are also a way to alter users’ attitudes and behaviours by 

creating opportunities for persuasive interaction [17]. Previous research investigated 

persuasive technologies to motivate users to change behaviours relating to themselves 

such as diet [71] and physical activity [72]. However, as challenging misinformation 

also includes interpersonal relationships in the online environment, the results may shed 

light on the influence of these persuasive techniques in interactive processes. Our re-

sults showed that “predefined question stickers” (suggestion), “thinking face reaction” 

(liking) and “private commenting” (reduction) influenced users the most and “sentence 

openers” (tunneling) influenced users the least to challenge misinformation. The sug-

gestion technique was perceived as more persuasive than the standard comment box. In 

other words, people prefer the system to offer them prepared options to facilitate chal-

lenging misinformation, rather than having to write comments themselves. Along with 

providing suggestions to users, software-imposed interaction structures also make com-

munication more impersonal [73], which may affect users’ perceptions of information. 
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The effectiveness of the “thinking face reaction” shows that liking as a technique posi-

tively impacted users’ willingness to challenge misinformation relative to the standard 

comment box. In addition to being visually appealing, the thinking face also allows the 

user to provide an impersonal response by clicking a reaction, which may account for 

the positive influence. Our findings showed that people found “private commenting”, 

which is a preferred way to challenge misinformation [42], more persuasive than the 

standard comment box. In addition to simplifying the process, doing so in a private way 

may also contribute to its positive impact. As much as a reduction technique imple-

mented in the form of private commenting seems to be successful, the inability of others 

to view the interaction is a concern as research shows that observing corrections helps 

individuals change their own misperceptions [74]. 

Tunneling in the form of “sentence openers” was found to be less persuasive than 

the standard comment box. This might be because although participants are given the 

starters of the sentences, they still need to write their arguments which may require 

more effort on their side. Prior research identified the importance of perceived ease of 

use in users’ acceptance of information technologies [75]. In this case, solely guiding 

the user does not seem to be an effective strategy to motivate users to challenge misin-

formation. However, future work could investigate whether it helps users create more 

constructive responses. 

4.3 Effect of age, openness to experience, and perspective taking on influence 

of the interfaces on challenging misinformation  

Age, openness to experience, and perspective taking are moderated the effect of the 

interfaces that persuaded people more than the standard comment box. The positive 

association between age and “predefined question stickers” indicated that older adults 

found using prewritten statements more influential than the standard comment box. The 

negative association between age and “private commenting” shows that younger adults 

found it more influential to challenge misinformation in private. These findings suggest 

that as individuals age, concerns about self-presentation reduce and they feel more com-

fortable expressing themselves in public in line with previous research indicating that 

older adults tend to be less self-conscious and report fewer experiences of negative 

feelings such as shame, guilt and embarrassment relative to younger adults [76]. How-

ever, as people age, they choose to challenge misinformation in a more impersonal way, 

which may be an indication that they value their relationships with others. Perspective-

taking is another predictor for “predefined question stickers”. We found that users who 

have a greater tendency to consider events from the viewpoints, feelings, and reactions 

of others [77] find these stickers more persuasive than the standard comment box. As 

perspective-taking is related to make the same attributions to the target [31] , it could 

be argued that participants are more likely to accept these stickers if they receive them 

as a response. Openness to experience negatively predicted both “predefined question 

stickers” and “thinking face reaction,” such that users with higher levels of openness to 

experience did not feel that these two interfaces were more persuasive than the standard 

comment box. Individuals high in openness to experience, which refers to having an 

active imagination or artistic interests [62] may possess unique cognitive processes and 
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thinking styles that enable them to challenge misinformation effectively in their own 

ways or using innovative methods. Therefore we anticipate they may not need any ad-

ditional tools to challenge misinformation as they might already utilise their own meth-

ods of doing so. 

4.4 Threats to validity 

This study had several threats to validity that could affect the quality and generalisabil-

ity of our findings. Our sample consisted of users from the U.K only. Research has 

shown that in Western societies open discussions and direct confrontation are more 

socially acceptable [78, 79]. The measure we used to assess the influence of the inter-

faces on willingness to challenge misinformation was based on self-report meaning po-

tential biases such as social desirability bias. 

We chose Facebook as an example of a SNS to test our proposed persuasive tech-

niques, but it is possible that the results may differ for other SNS platforms. User cul-

tures, interface design and user experience may differ across social media platforms 

[80, 81].  

We acknowledge that our explanation of the results reflect one possibility. Alterna-

tive explanations can also be plausible. Therefore, future research is required to fully 

understand the results.  

5 Conclusion and Future Work 

We conducted a survey with 250 participants to assess how users perceived the per-

suasiveness of seven PSD-informed design interfaces compared to the standard com-

ment box on willingness to challenge misinformation. Our study provides novel contri-

butions to Persuasive Technology by identifying which interfaces users consider to be 

most persuasive in motivating individuals to challenge others on social media. In addi-

tion, these results provide insights into techniques that can be utilised to persuade peo-

ple who hesitate to confront the perpetrators in instances of racism, sexism or prejudice 

on social media. By demonstrating that particular techniques are perceived as persua-

sive in users’ willingness to challenge we pave the way for future social network design 

features to motivate users to challenge when they encounter misinformation. We also 

noted that users’ demographics and psychological factors impacted their evaluation of 

different techniques, with younger users tending to favour private messages more than 

their older counterparts.   

One of the study limitations was the use of self-reporting to assess the influence of 

each interface on the willingness to challenge, though further work could experimen-

tally assess changes in users’ levels of challenge with varying design implementation. 

Similarly, although we selected just seven techniques from the PSD framework, future 

research could investigate whether other techniques influence willingness to challenge 

misinformation. Another area for future work would involve examining whether other 

variables such as self-efficacy or self-enhancement are associated with the use of PSD-

informed techniques. Our results provide information regarding the level of influence 
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of each technique, but future research may further explore the reasons, or at least require 

users to provide a rationale, for the ratings they provided, and factors influencing their 

acceptance of persuasive techniques. Many people who witness acts of racism or prej-

udice refrain from confronting the offenders [82]. Future research could investigate 

whether these techniques might influence willingness to confront such perpetrators.   
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