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A B S T R A C T   

Psychotic disorder diseases (PDD) or mental illnesses are group of illnesses that affect the minds 
and impair the cognitive ability, retard emotional ability and obstruct the process of communi-
cation and relationship with others and are characterized by delusions, hallucinations and dis-
oriented or disordered pattern of thinking. Prognosis of PDD is not sufficient because of the nature 
of the diseases and as such adequate form of diagnosis is required to detect, manage and treat the 
illness. This paper applied the single-label classification (SLC) machine learning approach in 
mining of electronic health records of people with PDD in Nigeria using eleven independent 
(demographic) variables and five PDD as target variables. The five PDDs are Insomnia, Schizo-
phrenia, Minimal Brain dysfunction (MBD), which is also known as Attention-Deficit/ 
Hyperactivity Disorder (ADHD), Vascular Dementia (VD) and Bipolar Disorder (BD). The aim 
of using SLC is that it would be easier to detect some PDDs that are related to each other without 
the loss of information, which is a plus over multi-label classification (MLC). ReliefF algorithm 
was used at each experiment to precipitate the order of importance of the independent variables 
and redundant variables were excluded from the analysis. The order of the variables in feature 
selection was matched with feature importance after the classifications and quantified using the 
Spearman rank correlation coefficient. The data was divided into: 70% for training and 30% for 
testing. Four new performance metrics adapted from the root mean square (RMSE) were proposed 
and used to measure the differences between the performance results of the 10 Machine learning 
models in terms of the training and testing and secondly, feature and without feature selection. 
The new metrics are close to zero which is an indication that the use of feature selection and cross 
validation may not greatly affects the accuracy of the SLC. When the PDDs are included as pre-
dictors for classifying others, there was a tremendous improvement as revealed by the four new 
metrics for classification accuracy (CA), precision and recall. Analysis of variance showed the four 
different metrics differs significantly for classification accuracy (CA) and precision. However, 
there were no significant difference between the CA and precision when the duo are compared 
together across the four evaluation metrics at p value less than 0.05.  
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1. Introduction 

Psychotic Disorder Disease (PDD) is a state of impaired mental or cognitive functioning which results in the inability to coordinate 
physical activities and emotions [1]. Difficulty in sustaining interaction and maintaining relationships are also some of its manifes-
tations [2]. PDD has been described as the leading cause of disability [3] and the detailed epidemiology and prevalence can be found in 
Ref. [4]. According to the World Health Organization (WHO), PDD, suicide and neurological disorders are among the emerging causes 
of morbidity [5]. Low-and middle-income countries are home to a significant percentage of people living with PDD [6]. The burden of 
mental health compounds the challenges in the public health profiles of developing countries [7]. Avenues to diagnose, treat or 
manage them helps to reduce the social, psychosocial and economic losses caused by PDD [8,9], and generally improve the overall 
quality of life. 

The traditional methods of diagnosis of PDD are gradually being replaced with modern methods because of the heterogeneity and 
comorbidity of some of the diseases. The traditional methods of diagnosis are failing to capture the necessary features that can provide 
insights into the nature of PDD because the data generated are becoming larger and complex to analyze [10]. The heterogeneity 
underlying the nature of the human brain limits the ability of statistical methods to interpret or integrate different datasets generated 
from the analysis of brain function [11]. Furthermore, the multidimensional data obtained in the analysis of brain function with the 
aim of detecting PDD could better be managed using advanced methods that can create patterns by clustering, reduce dimensionality 
without loss of information, classify disease instances or predict the likelihood of disease occurrence with permissible error [12]. The 
accurate prediction could create room for a more focused intervention targeted at reducing the occurrence of psychotic episodes [13]. 

Advances in medical sciences have provided better alternatives such as applying machine learning (ML), evolutionary and opti-
mization algorithms and neuroimaging. ML techniques utilize the computational strength of algorithms in creating patterns that 
explain latent relationships within a given data [14]. The field of psychiatry has benefited from using ML in assistance with diagnosis, 
prediction of psychosis [15], prognosis and treatment of PDD [16]. An example of the predictive capacity of ML is predicting the 
cognitive brain for patients with Alzheimer’s disease [17]. ML has been able to unravel hidden patterns, hence deepening the un-
derstanding of the aetiology and pathogenesis of PDD [18], thereby opening new treatment options and better management of the 
diseases. ML can link disease symptoms to the part of the brain from a given data, thereby precipitating from a large quantum of data to 
hidden associations that maps symptoms to PDD with minimal human input [19]. Such interconnections and associations among 
different regions of the human brain could be modelled using different data mining models and network analysis [20]. Apart from 
symptoms, ML is routinely used to determine the nature, magnitude and order of the risks factors that predict a given mental illness 
[21]. Unsupervised (clustering), supervised, semi-supervised, and reinforcement learning are applied in different aspects of PDD. Deep 
learning (DL) which is a subset of ML models are increasingly used because their computational strengths are matched with the 
complex nature of the brain. For instance, predicting the onset of schizophrenia has been an unmet diagnostic challenge until recently 
[22,23]. The knowledge gaps in extant research paradigms are filled with the application of DL with evidence of a better understanding 
of the nature, prevalence and orientation of PDD [24,25]. In addition, ML and DL are used in detecting PDD in magnetic resonance 
imaging datasets obtained via medical examination [26,27]. Hence, making it possible for psychiatric prognosis [28]. ML has proved in 
identifying key risk factors in the management, treatment of PDD, and consequently, reducing hospital re-admission [29] and optimum 
allocation of mental healthcare resources [30]. ML can be used in training datasets generated from different sources in different 
formats such as datasets of emotions fluctuation or digital expressions of human behaviour obtained via smartphones [31], wearable 
devices and digital phenotyping techniques [32]. The usefulness of ML in the analysis of PDD data has some unsettled issues. Concerns 
about ethics [33], reliability and interpretability of the results [34], methodology, data integration [35], quality [36] and privacy of 
data obtained from different electronic health records. Tackling these challenges will help advance the course of using ML and DL in 
analysing PDD data. 

Recent studies have applied ML learning techniques for multi-label classification of five PDDs using 11 demographic variables [37, 
38]. The goal of Multi-Label Classification (MLC) is to allot an instance to a set of different labels [37,38]. In this case, the five PDDs are 
Insomnia, Schizophrenia, Minimal Brain dysfunction (MBD), which is also known as Attention-Deficit/Hyperactivity Disorder 
(ADHD), Vascular Dementia (VD) and Bipolar Disorder (BD). The use of MLC allows for a simultaneous diagnosis of the 5 PDD. Three 
major problems are associated with the use of MLC. First, information may be lost during the transformation of the variables. For 
instance, binary reduction may not be feasible for some variables. Second, MLC could lead to class imbalance problems, especially 
where few instances are observed for a given variable. Third, the loss of information and huge technicalities involved in MLC may lead 
to misleading information such as comorbidity where an individual can have more than one disorder. MLC allows for simultaneous 
diagnosis of more than one disease. Lastly, combining the PDD into one instance reduces the efficiency of the machine learning 
classifiers as seen in the performance metrics reported in Refs. [37,38] because it is easier to understand the risk factors of a disease 
individually [39]. 

This paper applied the Single Label Approach (SLA), which considers the possibility of comorbidity by using some of the PDD as 
independent variables. Hence, it would be easier to detect some PDDs that are related to each other without the loss of information. 

The main idea is to diagnose PDD independently using other PDD and 11 demographic variables as independent variables. This 
approach will help address the loss of information in MLC that can affect the comorbidities (simultaneous diagnosis which is an 
advantage of MLC over SLC). Comorbidities in PDD or mental illness is common; however, the relation of a disorder with another does 
not infer causation. The relationship can be better viewed as features or risk factors that can be easier to interpret in SLC. Variables with 
the highest risk (feature importance in this aspect) compensate for the entropy prevalent in the diagnosis of mental illness since risk 
factors may be similar for different PDD [40,41]. In addition, the comparison between the order of importance of independent 
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variables against a target variable using feature selection methods and the order of feature importance after classification results have 
not feature in the literature in this context. Hence, investigation of the correlation between the orders will help in deeper under-
standing of the nature of the PDD. As seen later in this article, the order of contribution of the risk factors differed for each PDD which 
could not be obtained if comorbidities are done using MLC. 

The line of argument profoundly presented here is using other PDDs and demographic factors as predictors rather than as a co-
morbid. Most researchers that use sociodemographic, psychiatric or other index variables in predicting PDD often yield inconsistent 
results because of latent factors such as genetics, environmental and phenotypes [42,43]. In some instances, PDDs may be in a state of 
comorbidity and can only be detected by data models that classify the hidden disorder as an independent variable rather than a 
co-dependent variable [44]. Some of the causes may not be captured in the measuring tool or data instrument, but the presence of a 
significant predictor(s) can link to a further probe which can lead to the discovery of the latent cause. As a result, emphasis on co-
morbidity reduced performance of the data mining models, an example can be seen in Ref. [45]. 

Low performance scores have been reported for comorbidities; F1 score of 68.02% for psychiatric disease comorbid in a study in 
China has been reported despite of the huge dataset used [46]. Conceptualizing comorbidity may be a daunting task [47] and concerns 
over heterogeneity within the target classes could lead to misclassification and diagnosis [48]. Hence, the emphasis should be on the 
accuracy of classification to reduce hospital readmission of patients, reduction of risks inherent in the management and treatment of 
psychotic disorders and improving the overall quality of life. Accurate predictive models are highly sought after to achieve the aims. 
But accuracy of the models must be investigate to ensure that high accuracy and precision is not due to overfitting. Hence, performance 
metrics on the assessment of the difference between the training and test results will help to boost confidence on the results. 

Consequently, the objectives of this paper are as follows:  

a). Apply feature selection method before classification. The feature selection will eliminate some of the independent variables.  
b). To classify each of the 5 PDD independently using the 11 demographic variables using 10 Machine learning models and output 

the classification accuracy (CA), precision and recall.  
c). To classify each of the 5 PDD independently using both the 11 demographic variables and the remaining 4 PDD as co-predictors 

using 10 Machine learning models and output the classification accuracy (CA), precision and recall.  
d). To assess the performance of the classification in (b) and (c) without using feature selection.  
e). To assess the performance of the results in (b) and (c) testing on test data versus testing on the training data.  
f). To investigate the effect of including other PDD versus excluding them as independent variables in classifying PDD. 

2. Methods 

2.1. Data 

The data was historical PDD patients from 2010 to 2014 admitted in Yaba Psychiatric Hospital, Lagos State, Nigeria. The data was 
published as a data article [49]. The summary of the data is presented in Table 1. 

The sample size of 500 patients consists of 267 females and 233 males who were tested for five PDDs namely Insomnia, Schizo-
phrenia, MBD, VD and BD. The data on the survival and treatment were not made available due to poor data records. Eleven de-
mographic variables as presented in Table 1 and are the independent variables. They are sex which is categorical (male and female); 
the age is continuous and ranges between 6 and 86; religion is categorical (Christianity, Islam and others); occupation is categorical 

Table 1 
The data summary.   

Details 

Subjects Psychotic patients 
Source Yaba Psychiatric Hospital, Yaba, Lagos State, Nigeria 
Year 2010 to 2014 
Sample size 500 
Sex 267 females, 233 males 
Age range Between 6 and 86 years 
Religion 222 Christianity, 219 Islam, 59 Others 
Occupation 144 Artisan, 73 Civil servant, 21 Force, 46 Retired, 120 Student, 96 Unemployed 
Marital Status 219 Single, 281 Married 
Divorce 440 No, 60 Yes 
History in Family 231 No, 269 Yes 
Hereditary 279 No, 221 Yes 
Loss of Parents 202 No, 298 Yes 
Head Injury 406 No, 94 Yes 
Spiritual Consultation 153 No, 347 Yes 
Insomnia 297 Negative, 203 Positive 
Schizophrenia 75 Negative, 425 Positive 
VD 154 Negative, 346 Positive 
MBD 282 Negative, 218 Positive 
BD 299 Negative, 201 Positive  
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(artisan, civil servant, force, retired, student and unemployed) and marital status is categorical (single and married). The remaining six 
variables (divorce status, history of PDD in family, hereditary, loss of parents; head injury and spiritual consultation) are all categorical 
with the same binary responses (yes and no). 

Five target variables are the five PDD, which are categorical with the same binary diagnostic outcomes (negative and positive). 
Negative and positive connotes the absence and presence of PDD respectively for a given patient. 

2.2. Data analysis tools and methods 

SPSS version 24 was used in the cross-tabulation and Chi-square test of independence test of the four target variables. Orange 
software (https://orangedatamining.com) was used in the feature selection and classification analysis, and the eleven independent 
variables were used to classify each of the four target variables separately. Secondly, some of the target variables were included as 
independent variables and was used to classify each other. 

The classification was done using the following ML models: Adaptive boosting (AD), Gradient Boosting (GB), Neural Network (NN), 
k-Nearest Neighbor (kNN), Naïve Bayes (NB), Random Forest (RF), Support Vector Machine (SVM), Classification Tree (Tree), Logistic 
Regression (LR) and Stochastic Gradient Descent (SGD). These ML models are very popular in classification and regression problems 
and are readily available in Python, IBM SPSS Modeler, Orange Software, RapidMiner, KEEL, KNIME, WEKA, R and other data mining 
software. The major goal of classification models is to predict the class or category of a given input. Details on classification models can 
be seen in Ref. [50]. 

As discussed in the introduction section, SLC was chosen because of the following;  

(i). It is easier to implement than MLC because SLC avoids the ambiguity that can arise in multi-label scenarios, where an instance 
can belong to multiple classes simultaneously [51].  

(ii). It is fast and hence, reduced computational complexity, hence fewer computational resources and memory [52].  
(iii). It has fewer odds than MLC in producing false positives [53].  
(iv). SLC models are less susceptible to class imbalance [54].  
(v). SLC models are less likely to overfit, as they are only predicting a single label [55]. 

Data sampler was used to divide the data into two; 70% for training and 30% for testing (cross-validation). 
The goal of applying feature selection methods is to identify the most relevant and informative features from a given dataset, 

thereby reducing complexity and improving model interpretability. ReliefF was selected among other feature selection methods 
because of its robustness and sensitive to interactions. The Relief F algorithm ranks the order of importance of the variables and all the 
variables are have zero or negative values were excluded. Other available feature selection methods for classification are information 
gain, Gini ratio, Gini, ANOVA, Chi-square, Fast Correlation Based Filter (FCBF). 

Three performance metrics were used to evaluate the performance of the ML models. The three are CA, precision and recall. 
Confusion matrices were connected to output instances of correct and incorrect classifications. Feature explanation widget was 
connected to graphically depict the order of effects of the independent variables in the classification of the target variables. 

T-test, analysis of variance (ANOVA) and corresponding posthoc was performed using SPSS version 24, to determine the mean 
significance of the proposed metrics. 

2.3. Evaluation metrics 

Four new evaluation metrics that measures the extent of which cross validation affects the sensitivity, accuracy and specificity of 
machine learning classification results were proposed. 

2.4. Ethical approval 

Not applicable. Data from a published data article was analyzed using machine learning methods. The data article was fully cited 
(integrity), and is an observational study of health records without contacts with the psychotic patients (low risk). The data contains no 

Table 2 
Cross-tabulation of the diagnostic result of the four target variables.   

Positive   

0 1 2 3 4 5 Total 

Negative 0      48 48 
1     88  88 
2    149   149 
3   150    150 
4  55     55 
5 10      10 

Total 10 55 150 149 88 48 500  
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demographic, phenotypical or genotypic variables that can be linked to the patients (confidentiality). Moreover, the original dataset 
was approved by the Health Review Board of the University of Ilorin Teaching Hospital, Nigeria. 

3. Results 

3.1. Cross-tabulation 

Cross-tabulation was performed to show the extent of the prevalence of PDD among the 500 patients. The result as presented in 
Table 2 showed that only 10 (2%) tested negative for all the five PDD, 55 (11%) tested positive for only one PDD; 150 (30%) tested 
positive for two PDD; 149 (29.8%) tested positive for three PDD; 88 (17.6) tested positive for four PDD and 48 (9.6) tested positive for 
all the five PDD. Furthermore, it can be deduced that 490 (98%) of the patients has at least a PDD while only 10 (2%) were not 
diagnosed with any of the five PDD. 

Chi-square test of independence showed a significant relationship among the diagnostic outcomes of the five PDDs (Chi-square =
2500, degrees of freedom = 25, p-value <0.0001). This showed that the target variables have imbalance classes. The imbalance classes 
will have a minimal effect since single factor classification was used. 

3.2. Feature selection and classification analysis 

Ten ML models available in Orange Software were adopted to classify the target variable using the 11 independent variables only 
without including the remaining PDD. The ML models are Adaptive boosting (AD), Gradient Boosting (GB), Neural Network (NN), k- 
Nearest Neighbor (kNN), Naïve Bayes (NB), Random Forest (RF), Support Vector Machine (SVM), Classification Tree (Tree), Logistic 
Regression (LR) and Stochastic Gradient Descent (SGD). 

The raw results of the application of ReliefF as a feature selection are provided in Supplementary Data which also contains the 
classification results (test on test data versus test on training data) for feature versus without feature selection. 

3.3. Experiments 

Firstly, the eleven independent variables were used to classify the five PDD independently without including any PDD as a pre-
dictor. The result of the evaluation metrics was presented in no order for the classification of insomnia, Schizophrenia, VD, MBD and 
BP. The order of the performance of the ML models are presented in the Supplementary Data. 

Secondly, the eleven independent variables and four PDD were used to classify each of the five PDD independently. Hence the other 
four PDD serves as part of independent variables in the classification of the remaining one. In these instances, the independent var-
iables increase to 15. 

Feature Importance is done to determine the order of importance or the impact of the independent variables in classifying the five 
PDD. Accordingly, the order is in decreasing feature importance of the independent variables in diagnosing the PDD, and the top ones 
are selected for all the cases. 

The feature importance did not indicate the nature (positive or negative) impact of the variables, but only indicates the strength of 
importance of the variables in classifying or predicting the target variables. Generally, feature importance refers to a class of tech-
niques for assigning scores to independent variables to a predictive model that indicates the relative importance of each feature 
(predictor) when making a classification [56,57]. The process of feature selection involves identifying the most informative features 
via discrete ranking that are relevant to the target variable, and then removing the irrelevant or redundant features that may introduce 
noise or bias into the model. The ones that are relevant are ranked higher than those that are redundant. Including the redundant will 
cause reduce accuracy, waste computation time and reduced the interpretability (principle of parsimony). 

Comparison between the order of importance of independent variables against a target variable using feature selection methods 

Table 3 
Analysis of the relationship of the variables between ones obtained via Feature importance and ones with or without feature selection.  

Target  Without Feature selection   With Feature selection   

NOIV R R Square NOIV R R Square 

Insomnia I 11 0.509 0.259 8 0.333 0.111 
Schizophrenia I 11 0.354 0.126    
VD I 11 0.464 0.215 7 0.464 0.215 
MBD I 11 0.482 0.232 5 0.6 0.36 
BD I 11 0.182 0.033 7 − 0.464 0.216 
Insomnia II 15 0.107 0.011 11 0.564 0.318 
Schizophrenia II 15 0.071 0.005    
VD II 15 0.307 0.094 13 0.033 0.001 
MBD II 15 0.068 0.004 13 − 0.236 0.056 
BD II 15 0.607* 0.368 11 0.218 0.047 

*(p < 0.05); NOIV = Number of Independent variables; I means that only the demographic factors were used as predictors; II means that other PDD 
were used as predictors. 
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and the order of feature importance after classification results are presented in Table 3. Most importantly, the rank of the feature 
importance was rearranged to correspond with the ones obtained using ReliefF for the cases of with or without feature selection. In 
addition, for feature selection, excluded variables in ReliefF were excluded in the classification and hence, do not appear in the feature 
importance. Spearman rank correlation (R) was used to quantify the relationship while R square also known as coefficient of deter-
mination was used to measure the extent of the relationship. R square close to zero and one connotes worst and best fits respectively. 

Note: The best performing ML models were used to obtain the rank of the feature importance. 
From Table 3, the number of independent variables after application of ReliefF was shown. However, using all the variables are 

selected in the two cases of classifying Schizophrenia. This is an indication that all the 11 and 15 independent variables in both cases 
are included in the classification and hence no correlation could be performed. Only two negative correlations were obtained while 
only one significant positive correlation were obtained. This has shown that the ranking of variables using feature selection does not 
always predict the rank or order of importance of the variables after classification. The low values of the R square indicate that feature 
selection does not imply classification and vice versa. 

3.4. Proposed evaluation metrics 

Four different experiments yielded four different but similar performance metrics. In all the cases, 10 ML models yielded different 
values of CA, precision and recall as could be seen in the Supplementary Data. 

First is classification without feature selection and testing on training data (TrW). Second is classification without feature selection 
and testing on test data (TeW). Third is classification with feature selection and testing on training data (TrF). Fourth is classification 
with feature selection and testing on training data (TeF). 

The use of testing on test data is often preferred result if overfitting is suspected. An example of classification of Insomnia for the 
four experiments are shown in Fig. 1 (CA) and Fig. 2 (precision). 

Figs. 1 and 2 showed that Adaptive Boosting is the best performing ML model while Naïve Bayes is the least. Generally, TrW and TeF 
yielded the best and worst results respectively for the 10 ML models. However, it appears that the four results of the experiments 
converges at Adaptive Boosting. Other plots of the remaining PDD can be produced and the numerical values of the performance 
metrics of the 10 ML models can be assessed in the Supplementary Data. 

However, individual analysis of the models will be cumbersome and SLC produces more precise results than MLC. Hence, the 
authors proposed four different evaluation metrics which are a modification of the RMSE. The metrics is aim as assessing the per-
formance of CA and precision of the 10 ML models between two experiments results. The proposed metrics are to measure the 
following and presented in Equations (1)–(3) and 4 respectively.  

A. Difference between Test on Test Data and Test on Training Data without Feature selection 

R1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(MLTrW − MLTeW)

2

N

√
√
√
√
√

(1)  

Fig. 1. Comparison of the CA of the 10 ML models for the 4 experiments (Insomnia I).  
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here MLTrW and MLTeW are the CA and precision of the TrW and TeW for the 10 ML models.  

B. Difference between Test on Test Data and Test on Training Data with Feature selection 

R2 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(MLTrF − MLTeF)

2

N

√
√
√
√
√

(2)  

here MLTrF and MLTeF are the CA and precision of the TrF and TeF for the 10 ML models.  

C. Difference between the classifications results of with and without feature selection for Test on Training Data 

R3 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(MLTrW − MLTrF)

2

N

√
√
√
√
√

(3)    

D. Difference between the classifications results of with and without feature selection for Test on Test Data 

R4 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
(MLTeW − MLTeF)

2

N

√
√
√
√
√

(4)  

Fig. 2. Comparison of the precision of the 10 ML models for the 4 experiments (Insomnia I).  

Table 4 
Summary of the result of the four performance metrics for CA.  

Target R1 R2 R3 R4 

Insomnia I 0.022374913 0.020709063 0.031899843 0.033454203 
Schizophrenia I 0.014648535    
VD I 0.005107817 0.009150889 0.025783716 0.022223356 
MBD I 0.008304904 0.009006574 0.051722336 0.0450759 
BD I 0.018280356 0.025854065 0.028642626 0.035144019 
Insomnia II 0.002317634 0.006310341 0.009423375 0.0058554 
Schizophrenia II 0.010114447    
VD II 0.003398679 0.01043972 0.008049845 0.01146423 
MBD II 0.008631693 0.008602325 0.017955501 0.019959142 
BD II 0.002469405 0.003683388 0.005403702 0.00404061  
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in all the four proposed metrics, N = 10, which is the number of the ML models. The metrics are similar to the RMSE which ranges from 
0 to 1. Values close to zero signifies that there is a significant better fit between the two models. 

The results of the metrics are presented in Table 4 (CA) and Table 4 (Precision) (see Table 5). 

3.5. Statistical evaluation of the proposed metrics 

Analysis of variance (ANOVA) was performed and varying mean differences were obtained for R1 to R4 and are presented in 
Table 6. Least significance difference (LSD) was the posthoc tool adopted. The last six columns of Table 6 are the multiple comparison 
result of the LSD. 

As seen in Table 6, the ANOVA models are all significant at p < 0.05.There are significant mean difference between the pairs (R1, 
R3) and (R1, R4) for CA, and (R1, R3), (R1, R4) and (R2, R3) for the precision metric. On the other hand, there appears to be no sig-
nificant mean difference between the pairs of others as shown in Table 6. The result amplify the similarity between having feature 
selection or not and cross-validation or not. 

Finally, t-test was conducted to investigate the mean difference between the results in CA and precision assuming equal variances. 
The result, as presented in Table 7, showed the absence of significance mean difference between the results obtained for CA and 
precision. The Levene’s test for equality of variance were not also significant, which is an indication that the assumptions of the test 
was not violated. 

3.6. Summary of the feature importance 

The summary of the feature importance for the two major groups (with or without feature selection) is presented in Table 8 which 
represented the top 4 features in decreasing order of contribution to the classification. 

Hence, age appears to be the leading feature in diagnosing PDD in almost all the results. BD is the leading predictor of insomnia 
while insomnia is the leading predictor of BD. The results of with or without feature selection are almost the same especially for 
insomnia I and VD II. 

Table 5 
Summary of the result of the four performance metrics for Precision.  

Target R1 R2 R3 R4 

Insomnia I 0.018337643 0.013376927 0.030409134 0.028558522 
Schizophrenia I 0.015293759    
VD I 0.005137953 0.009968433 0.025997972 0.022182974 
MBD I 0.008845655 0.009483422 0.051862703 0.045050914 
BD I 0.013925117 0.021717699 0.029264056 0.036255312 
Insomnia II 0.002082988 0.006086024 0.009387255 0.005656229 
Schizophrenia II 0.010707874    
VD II 0.004168119 0.010771259 0.007849775 0.011423947 
MBD II 0.008573501 0.008167627 0.016405115 0.017884112 
BD II 0.002315796 0.003477053 0.005370151 0.00400991 

Generally, there are no much differences between the pairs; TrW and TeW, TrF and TeF, TrW and TrF, and TeW and TeF. The use of feature selection 
and cross validation may not greatly affects the accuracy of the SLC. 

Table 6 
Summary of the ANOVA of the four performance metrics for CA and precision.  

ML metric F R1 & R2 R1 & R3 R1 & R4 R2 & R3 R2 & R4 R3 & R4 

CA 2.933* − 0.00215 − 0.01280* − 0.01259* − 0.01060 − 0.01043 0.00021 
Precision 3.418* − 0.00144 − 0.01313* − 0.01244* − 0.01169* − 0.01099 0.00069 

*p value < 0.05. 

Table 7 
Summary of the T-Test of the four performance metrics between CA and 
precision.  

Metric F T 

R1 0.359 0.222 
R2 1.057 0.406 
R3 0.002 0.038 
R4 0.002 0.105 

*p value < 0.05. 
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3.7. Model comparison 

The authors in Ref. [37] worked with the same data used in this paper in MLC. In their paper, the five PDD was used as a multi-label 
dependent variable. The classification resulted in 32 instances that are from (0, 0, 0, 0, 0) to (1, 1, 1, 1, 1) while in SLC, only 5 instances 
are possible. In MLC, more than one label (PDD) can be predicted while SLC allows only one at a time. The comparison was done by 
finding the arithmetic mean of the 60 models used by the authors (Table 4 of [37]) and compared with the average of the 10 ML models 
used to predict each PDD with or without feature selection (Supplementary Data) and the result is presented in Table 9. Direct 
comparison is not possible because the labels of the dependent variables are different. 

Similarly, the author in Ref. [38] used the same data and the model performance evaluation for single-label classification is 
performed by keeping the feature variables the same but changing the target to represent a symptom. The same methodology was used 
in this paper. However, the authors produced results for imbalanced and balanced dataset however, the comparison is limited to 
imbalanced class because this paper did not consider the effect of class imbalance. Also, the authors used deep learning while this paper 
used ordinary machine learning classification models. The comparison is the average of the CA of the models used in this paper and the 
ones reported in (Table 1 of [38]. The result is the last column of Table 8. 

On the average, the result of this paper appears to perform better than others. 

5. Discussion and conclusion 

In the preliminary result obtained from this study, it can be deduced from the cross-tabulation, that 490 (98%) of the patients have 
at least a PDD, while only 10 (2%) were not diagnosed with PDD. This implies a high prevalence of PDD in Nigeria since the sample 
represents the larger population of PDD patients. The high prevalence was because the data was the diagnostic results of patients 
undergoing treatment. This contradicts the lower prevalence reported in Refs. [58,59], which included random samples that contains 
non PDD patients. 

By harnessing the power of SLC, the study succeeded in efficiently detecting related PDDs without loss of information, a notable 
advantage over MLC. The use of ML has been applied to classify five PDDs using 11 demographic variables. Furthermore, in the second 
experiment, PDD was added as independent variables to classify a single PDD and the experiment was conducted five times for both 
cases. The aim is to classify the present (positive) or the absence (negative) of PDD using independent variables. The evaluation metrics 
showed better results than the ones obtained in Refs. [37,38], which is an evidence of better performance by using single factor 
classification. Although, this approach cannot be used in simultaneous diagnosis of PDD. The strength of this article is that the 
near-perfect diagnosis result would be very useful since misdiagnosis of PDD can results to severe health consequences, injuries and 
death. The argument here goes in favor of precision than comorbidity since it is often difficult to establish comorbidity in mental illness 
because some of the ailments have similar risk factors such as age. Although age is often cited as a risk factor of PDD, it often interacts 
with a myriad of other factors, including but to limited to genetic and environmental variables, substance use, socioeconomic factors 
and overall public health [60]. Accurate diagnosis as seen in this work will greatly help to reduce the burden on mental healthcare 
professional and optimize the allocation of limited resources in management of mental illness as suggested in Ref. [61]. A decision 

Table 8 
Summary result of the Feature importance with or without Feature selection.  

Without Feature 1st 2nd 3rd 4th With Feature Ist 2nd 3rd 4th 

Insomnia I Age Religion LOP OCC Insomnia I Age Religion LOP OCC 
Schizophrenia I Age LOP SC Religion Schizophrenia I Age LOP SC Religion 
VD I SC Age HIF Hereditary VD I SC Age Hereditary HIF 
MBD I Age Sex LOP HIF MBD I Age Sex OCC MS 
BD I Age LOP Religion HIF BD I Age Religion HIF Sex 
Insomnia II BD OCC Age MBD Insomnia II BD Age OCC SC 
Schizophrenia II Age SC VD LOP Schizophrenia II Age SC VD LOP 
VD II SC Age HIF Insomnia VD II SC Age HIF Insomnia 
MBD II Age Sex OCC HIF MBD II Age Sex OCC LOP 
BD II Insomnia OCC LOP HI BD II Insomnia OCC MS Hereditary 

LOP = Loss of Parents; HIF = History in Family; OCC = Occupation; SC = Spiritual Consultation; HI = Head Injury; MS = Marital Status. 

Table 9 
Model comparison with [37,38].  

Target [37] This paper (with FS This paper (without FS) [38] 

Insomnia II Multi label 0.9874 0.9851 0.7929 
Schizophrenia II Multi label 0.9396 0.9485 0.9250 
VD II Multi label 0.8851 0.8923 0.8536 
MBD II Multi label 0.8137 0.8097 0.7786 
BD II Multi label 0.9868 0.9851 0.8143 
Average 0.513448 0.9225 0.9242 0.8329 

FS = Feature Selection. 
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support system that implements these results especially for low resources settings is recommended [62,63]. 
This work has revealed the tolerance level of the cross validation in ML classification. Testing on test data reduces the accuracy and 

precision of ML classification but is preferred because testing on training data may lead to overfitting and inaccurate estimates. The 
proposed metrics in this work has shown that the use of feature selection and testing on train data could be tolerated to a certain level, 
although further research is needed in this direction. The application of feature selection in this work helps to magnify the relevant and 
informative features and removing redundant issues, leading to more accurate and meaningful interpretability [64] and creating 
avenue for the proposal of new performance metrics as obtained in this paper. The lack of significant correlation between feature 
selection and feature importance is an area that merits more research because the former is supposed to be somewhat similar to the 
later. Further research is urgently needed to output an acceptable bound where cross validation may be acceptable. The proposed 
metric is the extension of the RMSE but took into account the peculiarities of cross-validation (testing versus training). 

The order of importance of the risk factors (independent variables) in the accurate diagnosis of PDD is another contribution of this 
research. The prominent feature of age as a predictor of mental illness does not come as a surprise since it has been reported that the 
prevalence of PDD increases with increasing age [65]. Most PDD has age as their major risk factor. Bipolar disorder and insomnia were 
the leading risk factors between each other which corroborates the earlier findings that patients with BP tend to experience high rates 
of insomnia [66–68]. Spiritual consultation, which can also be viewed as a form of superstition was found to be a major risk factor for 
vascular dementia, a disease that has age as a major risk factor [69]. Again, this is unsurprising as Nigeria is a very religious country 
where PDD are considered as spiritual attacks instead of mental diseases [70]. In this study, the findings on spiritualism are consistent 
with [71], who noted that it can be measured and used to improve the conditions of those living with VD. In this case, the data used for 
this research used yes or no to determine if the patients have had spiritual consultation before coming to the psychiatric hospital for 
diagnosis. The order of importance of the risk factors could be useful in the treatment, management, and counselling of PDD patients. 
Because of the sensitive nature of PDD, efforts should be made to conduct a comprehensive assessment of PDD patients to identify and 
rank the specific risk factors. Treatment and interventions should on the basis of the ranks. However, caution should be exercised since 
the risk factors can change over time [72]. 

In conclusion, the near perfect result obtained from some of the SLC machine learning models present hope of isolating PDD pa-
tients from the general population in a low income setting. MLC model can help in detecting comorbidities but is plagued with lower 
precision, high false positives and diagnosis. The high risk of PDD demands accurate or precise diagnosis than comorbidities, which 
this paper supports with the analysis of the result. In addition, simple questionnaire-like decision support system could be used to 
diagnose PDD while further medical tests is used for confirmation. This will save lives, resources and dangers associated with the 
manifestations of mental illness. In addition, the incorporation of PDDs as predictors for classifying others yielded remarkable im-
provements in the performance metrics, as demonstrated by the innovative metrics introduced in this paper. 

6. Limitation 

The only major limitation of this approach is it is could be complex to implement in decision support system if the aim is to diagnose 
more than one PDD at an instance. This is because different lines of codes are to be written for the diagnosis of the individual PDDs. 
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