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Abstract

Makeup in real life varies widely and is personalized, presenting a key chal-
lenge in makeup transfer. Most previous makeup transfer techniques divide the
face into distinct regions for color transfer, frequently neglecting details like
eyeshadow and facial contours. Given the successful advancements of Trans-
formers in various visual tasks, we believe that this technology holds large
potential in addressing pose, expression, and occlusion differences. To explore
this, we propose novel pipeline which combines well-designed Convolutional
Neural Network with Transformer to leverage the advantages of both networks
for high-quality facial makeup transfer. This enables hierarchical extraction of
both local and global facial features, facilitating the encoding of facial attributes
into pyramid feature maps. Furthermore, a Low-Frequency Information Fusion

Module is proposed to address the problem of large pose and expression varia-

Province, Grant/Award Number:
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tions which exist between the source and reference faces by extracting makeup
features from the reference and adapting them to the source. Experiments
demonstrate that our method produces makeup faces that are visually more
detailed and realistic, yielding superior results.
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1 | INTRODUCTION

Facial makeup transfer is a challenging task that involves several key issues. First, it necessitates the extraction of makeup
components from the reference facial image. Second, accurately performing makeup transfer between nonaligned facial
regions requires analyzing the facial structures of both faces. Finally, factors including pose, expression, lighting, and
occlusion must be considered during the transfer process.

Inrecent years, the research of generative adversarial network (GAN) have seen rapid growth. The emergence of Cycle-
GAN! has further propelled image style transfer to new heights and inspired subsequent works, such as BeautyGAN,?
PairedCycleGAN,? and LADN.* These works can successfully transfer makeup between different faces with competitive
results. And based on them, researchers propose methods for transferring of large facial poses. Representative works
include PSGAN,® FAT,% and PSGAN++.” In the addition, researchers also explored methods for makeup transfer by fit-
ting a 3D facial model to nonmakeup and reference images to decompose shape and texture. Representative works in this
category include CPM?® and SOGAN.’
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FIGURE 1 The results demonstrate the successful generation of facial images guided by the reference makeup image. The first column
is the source facial image, the second column is the reference makeup image and the third column is the resulting facial image after
successful makeup transfer.

Although previous works have achieved competitive results, there are still performance improvement potential by
exploiting both long-distance dependency and local feature details, to address the missing facial features, blurred faces and
incorrect makeup transfer faced by state-of-the-art methods. In this paper, we mainly proposed a flexible and controllable
makeup transfer model by combining the Sow-Attention module from EleGANL.'° First, unlike previous methods for face
makeup transfer, our method involves a two-stage encoding process with utilizes a combination of CNN and Transformer
to extract details features and well connect them to obtain a good feature representation. This representation is then fed
into facial attributes encoder, and obtain pyramid-structured feature maps. Second, to tackle issues related to inconsistent
head poses, we introduced a novel Low-Frequency Feature Matching (LFFM) module. This module aims to decrease
computational costs while enhancing the preservation of low-frequency attributes in low-resolution feature maps. The
module extracts low-frequency makeup features from the reference face and transfers them to the nonmakeup face using
QKV-Attention!! and pixel-level correlations. This design not only enables more precise extraction of various features
from nonmakeup and reference faces but also has better pose robustness. Even in images with large pose differences, our
method can generate good makeup transfer results. Figure 1 show that our method provides new ideas and methods for
further improving makeup transfer technology.

2 | RELATED WORKS
2.1 | Vision transformer

The Transformer model was initially introduced by Google in 2017 through their paper “Attention Is All You Need.”!! Its
key innovation lies in forsaking traditional CNN and RNN structures, constructing the entire network exclusively using
attention mechanisms. Given its remarkable performance, fine-tuning the Transformer for downstream tasks often leads
to impressive results, which naturally prompts exploration of its application to enhance computer vision tasks.

The original purpose of the Transformer was to process sequential data, rendering it unsuitable for direct application
to images. To address the necessity for global relationships in computer vision tasks, researchers have used convolutional
neural networks to extract 2D features from images. These features are then flattened and input into the transformer.
A large achievement in this regard is DETR,!? where Dosovitskiy et al.!* introduced the pioneering visual Transformer
(ViT), while Zhuofan Xia et al.'* constructed an enhanced version of DAT++, which was subsequently heavily improved.
Huaibo Huang et al.’ introduced super tokens into the vision transformer. Ali Hassani et al.’¢ designed the first efficient
and scalable sliding-window attention mechanism for vision. Tian et al.!” built a framework to enhance performance,
based on the innovative concept of multi-resolution training. Researchers typically divide an image into smaller chunks,
treating each as a word or token, similar to natural language processing. By introducing labeled tokens (class markers),
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the Transformer network can be directly used for image classification tasks. Anian Ruoss et al.!® proposed a new family
of positional encodings to address this challenge.

2.2 | Makeup transfer

In comparison to traditional overlay makeup techniques, makeup transfer offers high degrees of freedom, allowing users
to move beyond predefined designs and autonomously select makeup styles from real model images. This significantly
enriches the diversity of makeup possibilities. Moreover, makeup transfer technology can not only transfer facial makeup
information but also globally migrate details such as skin tone and lighting. Currently, models based on Generative Adver-
sarial Network (GAN) have shown promising results in this domain. BeautyGAN? was the first to utilize histogram loss for
instance-level makeup transfer but demonstrated better transfer effects on frontal face images, with limited robustness.
To address this, PSGAN> and PSGAN++’ introduced an attention-based makeup deformation module to handle trans-
formations between different head poses and facial expressions while incorporating additional features such as makeup
removal. With the rise of 3D models, CPM? fitted a 3D face model to both nonmakeup and reference faces, using UV space
maps and UV texture maps in two branches to achieve makeup transfer. In contrast, SOGAN? leveraged facial symmetry
in UV space, performing makeup transfer solely in UV texture space. SSAT' employed semantic parsing maps to extract
facial semantic features, which, when fused with content features, facilitated semantic alignment with reference images
even in cases of large pose differences.

3 | PROPOSED METHOD
3.1 | Problem formulation

Let X C R®XW>3 and Y c RPXW>3 be the source and reference domains of facial images, respectively. It is important to
note that these two image domains do not constitute paired data, meaning that the identities of individuals in the source
and reference images are different. Given a nonmakeup image x € X and a makeup image y € Y, the objective of the
proposed method is to learn the mapping y* = G(x,y), where the generated image maintains the identity consistent with
x while incorporating the makeup style of y.

3.2 | Network architecture

Figure 2 depicts the overall network architecture. Initially, both the nonmakeup face image and the reference makeup
face image are fed into the Facial Attribute Reprocess Encoder to extract facial features. These features are then input
into the Facial Attribute Encoder to generate a pyramid-style feature map. The high-resolution feature maps (X, Yr)
contain information about facial edges and details, while the low-resolution feature maps (X;, Y;,) include information
related to color and shadows. The extracted features are sent to the Makeup Transfer Module for makeup transfer. The
high-frequency feature maps are aligned with the source face using a Sow-Attention module, while the Low-Frequency
Information Fusion Module (LFFM) is used to align the makeup attributes of the reference face to the source face. Finally,
the aligned features are multiplied with their corresponding feature maps and inputted into the Makeup Apply Decoder
to produce the final makeup-transferred facial image. The functions of each module will be explained in detail below.

3.2.1 | Two-stage facial attribute encoder

To address the issue of inaccurate feature extraction for facial edges and details, we have designed the module, as depicted
in Figure 2. In the facial feature extraction phase, we use a two-stage extraction, including the Facial Attribute Reprocess
Encoder and the Facial Attribute Encoder. Initially, the input facial image undergoes coarse feature extraction via con-
volutional operations, followed by the introduction of residual connections. Between the two convolutional operations,
the network’s information transmission and retention capabilities are enhanced by element-wise addition of the input
and output feature maps. Subsequently, the output facial feature map undergoes Patch embedding, and we introduce a
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FIGURE 2 The model consists of three main parts: Two-Stage Facial Attribute Encoder(TS-FAEnc contains both FAREnc and FAEnc
modules), Makeup Transfer Module (MTM) and Makeup Application Decoder (MADec).

TABLE 1 The network architecture of the face attribute encoder module (FAEnc).

Layer Low-frequency feature map High-frequency feature map
Ly Conv(k:7 X 7) Conv(k:7 X 7)

L, Down Sample Down Sample

Ls Down Sample ResBlockx3

Ly ResBlockx3 N/A

Transformer module inspired by Reference 20. This module preserves the Transformer’s capability to model long-distance
dependencies between facial features, emphasizing pixel-level interactions over channel-level interactions. Through this
architecture, we aim to enhance the expressive representation of facial features.

The output feature map of the Facial Attribute Reprocess Encoder is fed into the Face Attribute Encoder mod-
ule, which produces two vital feature maps: one contains high-frequency information, such as facial edges and details,
while the other contains low-frequency information. The high-frequency information feature map mainly consists of
micro-structures like facial edges and details. The low-frequency information feature map contains more information
about the overall color, shading, and other macroscopic features of the face. Specific operations are detailed in Table 1.

3.2.2 | Makeup transfer module

Given potential differences in facial expressions and poses among faces, and recognizing that high-frequency information
primarily comprises edges and details, while low-frequency information is associated with color and shadows, we use
both high-resolution and low-resolution feature mappings to preserve both high-frequency and low-frequency attributes.

In this process, the Sow-Attention (Shift Overlap Window Attention Module) from Reference 10 is used to prevent
excessive smoothing of high-frequency information. The module calculates attention within a shifted overlapping win-
dow, ensuring output continuity while reducing the computational cost of high-resolution input. Concurrently, two
low-frequency feature maps are fed into the Low-Frequency Feature Matching (LFFM) module, the two low-frequency
feature maps act as Q, K, V, and are combined with positional encoding before being fed into multi-head attention. Ini-
tially, pixel-level alignment is conducted between the reference face feature map Y; and the source face feature map X;.

85UB017 SUOWIWOD aAITeRID o|edljdde sy Aq peusenob a1e ssjoilie O sn Jo Sajnu 1o Ariq1 8UIUO A3|1M UO (SUONIPUOD-PUR-SWLB)W0D A8 | 1M Ae1g 1 julUO//SANY) SUONIPUCD pUe Swie | 8y} 8es *[7202/90/52] uo Arigiauljuo Ae|im “s91 A GEZZ Aed/z00T 0T/10p/woo e im Arelq i puljuoy//:sdny wou) pepeoumod ‘€ ‘v20Z ‘X.ZrovsT



XU ET AL. Wl LEY 50f12

The aligned features are then integrated, and the resulting feature map L, is fed into dilated convolution and depth-wise
separable convolution,?! concatenated to enhance the receptive field. Subsequently, it is input into a convolutional mod-
ule, and the output feature map L, is generated by adding it to feature map L,, as depicted in Figure 3, to generate a
new fused feature map. This fused feature map is then multiplied with the low-frequency feature map of the original
nonmakeup face image.

3.2.3 | Makeup transfer decoder module

In the final stage of our method, MADec applies the feature maps generated by the Low-Frequency Feature Matching
module (LFFM) to the low-frequency information feature map X of the source face via element-wise multiplication.
Similarly, the feature maps outputted by the Sow-Attention module are applied to the source face’s high-frequency infor-
mation feature map Xy through element-wise multiplication. These are inputted into the Makeup Transfer Decoder
Module, ultimately producing a successfully makeup-transferred facial image.

3.3 | Loss function

3.3.1 | Adversarial loss

Adversarial loss?? is one of the common loss functions for generative adversarial networks. Two discriminators Dx and Dy

are applied to differentiate between real and generated images in domains X and Y, respectively. Therefore, the adversarial
loss for discriminators and generators can be computed using the following equation, as shown in formula 2.2:

LYY = —Eyxy-y [l0g(Dx(61.%))] — Ex-x -y [logDy(Gx.y))]. (1)

LY = —E,.x[log Dx(x)] = Ey~y [log Dy(®)] = Ex~xy~y [log1 — Dx (G, x)))]

2
— Erxyer [log1 — Dy (S, »))), @

3.3.2 | Makeup loss

Makeup styles vary from person to person, and the makeup loss can have different guiding effects on their different
pictures. The Lg“ke is derived from Reference 10, and it calculates the improvement in makeup details of the generated
images using the AC-PGT strategy. This loss is more stable than the histogram loss used in traditional makeup transfer

within the style layer. L’gake is defined as:

L1k = ||GCx,y) = PGT(x. )1 + 160, %) = PGTY. )l @)
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FIGURE 3 Low-Frequency Information Fusion Module (LFFM).
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3.3.3 | Perceptual loss

Perceptual loss? can contribute to generating images that are more visually realistic. Simultaneously, to preserve personal
identity information in the source image domain X during the makeup transfer process, L‘Z," is defined as:

L2 = Exuxyoy [IFICY)) = FIGOI2] + Exexymy [1FI(GW: X)) — FQ)II,) 4)

where Fj(-) is the layer 1 output of the pretrained VGG-16 model.

3.34 | Cycle consistency loss

As the source images lack corresponding pairs for various makeup styles, we use cycle consistency loss! to ensure that
the generated images possess both the facial identity features of the source images and the makeup styles of the reference

images. We utilize cycle consistency loss for unsupervised learning of unpaired images. The cycle consistency loss Lgyc is
defined as:
L3S = Bxymy 116G 1), X) = X|11] + Exx oy LIGCH: X), ») = Y11 5)
3.3.5 | Total loss
The total loss of the whole model is defined as:
Liotal = Aadv(LE” + LEY) + AeyeL2" + AperLly” + Amare L[, (6)

where L&, L, I’ are adversarial loss, cycle consistency loss, and perceptual loss and Aagy, Acyes Aper» and Amake are the
constant that defines the loss weights, which are set to 1, 10, 0.005, and 1.

4 | EXPERIMENTS
4.1 | Experimental details

This paper utilizes the MT dataset, which has 1115 nonmakeup images and 2719 makeup images, to train the pro-
posed model for makeup transfer. All images are resized to 256 X 256 prior to training, encompassing variations in
pose, expression, and background, as well as diverse makeup styles ranging from light to heavy, such as smokey, vin-
tage, Korean-style, and American-style. The data split between training and testing sets follows the strategy outlined in
BeautyGAN.2

4.2 | Quantitative experiments

For quantitative experiments, we randomly selected 30 and 30 nonmakeup images and makeup images from the test set
to generate images respectively. In order to accurately test the quality difference of face makeup transfer results under
different models, FID,?* PSNR, and SSIM scores will be used as the indexes to measure the quality of the images, the
lower the FID score proves that the quality of the generated images is better. PSNR is the most widely used image eval-
uation metric, but it is based on the error between the pixel points and it does not consider the visual characteristics of
the human eye. So SSIM metric is added, which measures the similarity of images in terms of structure, contrast and
so forth. Table 2 shows the scores of different methods for each metric, and our method gets good improvement in all
three evaluation metrics. Two main reasons contribute to the effectiveness of our method: First, the Two-Stage Encoder
for Facial Attributes enhances the extraction of fine-grained facial features. Second, the Low-Frequency Feature Fusion
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TABLE 2 Quantitative comparison results of ablation experiments.
w/o TS-FAEnc w/o LFFM FID|] PSNR 1 SSIM 1t
42.81 17.45 0.776
v 41.62 18.11 0.765
4 40.49 18.59 0.852
4 v 37.58 18.77 0.886

Reference BeautyGAN PSGAN SCGAN CPM SSAT SPMT Ours

FIGURE 4 Our method is compared with BeautyGAN, PSGAN, SCGAN, CPM, SSAT, and SPMT.

Module improves the control of makeup migration details. These enhancements subsequently impact the improvement
of all three evaluation metrics.

4.3 | Qualitative experiments

To begin, Figures 4 and 5 illustrate the results of personalized makeup for various expressions and styles in daily life. As
shown, the methods compared may result in unnatural makeup transfer. For instance, PSGAN and SCGAN, although
capable of producing visually acceptable results, suffer from inaccurate color transfer, such as blurry lip edges and par-
tial pseudo-shadows in the eye area. CPM exhibits noticeable pseudo-shadows along facial edges in the transfer results.
Additionally, SCGAN and SSAT struggle to preserve nonmakeup areas, such as faded backgrounds, and even compromise
the identity of the source image, such as in the eyes. Our method solves these problems that exist in other methods of
makeup transfer. This means that our method can take into account both high and low frequency information of the face,
which is due to our idea of using two innovative modules for different frequency control of the makeup transfer generated
image, which greatly reduces the problem of incorrect color transfer from different regions during makeup transfer, and
improves the retention of extraneous makeup regions at the same time. In contrast, our method not only effectively trans-
fers makeup styles but also excels in preserving identity and nonmakeup areas compared to existing methods. Overall,
our proposed method yields more realistic results.
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FIGURE 5 The ablation experiment results with the first column displaying the input source facial image, the second column showing
the reference makeup facial image, the third column presenting the generated effect without the Two-Stage Encoder for Facial Attributes.
The fourth column illustrates the result without the low-frequency feature fusion module. The fifth column demonstrates that the results
generated based on the innovation proposed in this paper do not have these problems.

4.4 | Ablation experiments
44.1 | Impact of two-stage encoder for facial attributes

To assess the impact of Two-Stage Encoder for Facial Attributes on the effectiveness of transferring makeup styles from
reference images to bare-faced images, this study removed the module and trained the model using only the facial attribute
encoder. The training results fails to completely transfer the makeup style from the reference image to the nonmakeup
image, as shown in Figure 5. This module fails to capture some finer details, leading to color discrepancies in areas such
as eyeshadow and teeth. Compared to the results without using Two-Stage Encoder for Facial Attributes, the patterns’
outlines are more accurate and clear when Two-Stage Encoder for Facial Attributes is used and the facial pattern colors
closely resemble those in the reference makeup images. The quantitative test results after removing the TS-FAEnc module
are shown in Table 2, confirming that the generated results are less similar to pseudo-paired images, indicating higher
accuracy in image translation.

44.2 | Impact of the low-frequency feature fusion module

To validate the necessity of the proposed low-frequency information fusion module, experimental results are presented
in Figure 5. First in the generated images without LFFM (first row, fourth column), the eyeshadow is not successfully
transferred, but with LFFM the eyeshadow is successfully and clearly visible, and the lipstick color is pronounced. Second,
in the generated images without LFFM (second row, fourth column), the teeth color remains contaminated and incorrect
colors are present in the shadow under the lips and chin. In the final generated images with LFFM, the teeth color is clean
and uniform. Lastly, in the generated images without LFFM (third row, fourth column), the facial skin color does not
match the reference makeup face. In the final generated images with LFFM, the facial skin color matches the reference
makeup face, showing a clear distinction. In addition to the subjective visual results, this study quantitatively compares
the generated results, as shown in Table 3. It can be observed that all three metrics are affected, indicating the effectiveness
of this module.

4.5 | Additional visual effects

This study further conducts makeup transfer experiments on images with large variations in facial poses, as depicted in
Figures 6 and 7. For images with considerable changes in facial poses, the proposed method still achieves satisfactory
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TABLE 3 Our method is compared with BeautyGAN, PSGAN, SCGAN, CPM, SSAT, and SPMT on three evaluation metrics.

FID| PSNR 1t SSIM 1
BeautyGAN? 55.92 14.74 0.72
PSGAN?® 56.50 15.72 0.73
SCGAN?% 82.55 13.97 0.48
CPM3 47.17 13.55 0.69
SSAT!® 44.02 17.56 0.81
SPMT?26 42.36 17.78 0.83
Ours 37.58 18.77 0.88

Source Reference(Lip) Reference(Skin) Reference(Eye) Result

FIGURE 6 The results of multiple reference image blending and transfer.

Source Reference 0=0.3 0=0.6 o=1.0

FIGURE 7 Theresults of the style interpolation experiment.
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makeup transfer results. This is attributed to the accurate establishment of correspondence between two faces during the
fusion of low-frequency and high-frequency information, naturally preserving expressions and poses between source and
reference images.

The makeup transfer module outputs high-frequency and low-frequency information feature maps, correspond-
ing spatially to the nonmakeup facial regions. This is achieved by combining the transferred high-frequency and
low-frequency information feature maps with source feature maps using element-wise multiplication, allowing for con-
trollability through interpolation of these makeup feature maps. First, the mask type for generating facial parts is
determined, including full (entire face), lip (lip region), skin (skin area), and eye (eye region). Then based on the mask
type corresponding logic is selected to generate the appropriate mask. The coefficient a represents the color intensity of
the generated mask, ranging from [0, 1], indicating the color intensity coefficient of the mask, gradually increasing from 0
to 1. By weighting the makeup feature tensors from two reference makeup images using the coefficient «, a new makeup
tensor is obtained. As showed in Figure 7, this model can gradual improvement of makeup transfer effects is observed in
the resulting images of successful makeup adjustments with different coefficients a set to 0.3, 0.6, and 1.0 and achieve con-
trollable blending of multiple makeup styles by combining mask types for different facial regions, allowing simultaneous
fusion of nonmakeup images with reference makeup styles one, two, and three.

5 | CONCLUSION

We propose a novel facial makeup transfer method that excels in transferring details. Our method simultaneously lever-
ages high-resolution and low-resolution feature to retain both high-frequency and low-frequency attributes. To establish
feature correspondences between different faces and reduce computational complexity, we introduce an innovative LFFM
module. Extensive experiments demonstrate the robustness of our proposed method in handling variations in facial poses.
Nonetheless, our method fails in situation when dealing with intricate facial paintings, resulting in suboptimal results.
Therefore, we will focus in primarily on transferring complex makeup styles.
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