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The focus of this thesis is to measure the regularity of case bases used in Case-Based
Prediction (CBP) systems and the reliability of their constituent cases prior to the sys-
tem'’s deployment to influence user confidence on the delivered solutions. The reliabil-

ity information, referred to as meta-data, is then used to enhance prediction accuracy.

CBP is a strain of Case-Based Reasoning (CBR) that differs from the latter only in
the solution feature which {s a continuous value. Several factors make implementing
such systems for prediction domains a challenge. Typically, the problem and solution
spaces are unbounded in prediction problems that make it difficult to determine the
portions of the domain represented by the case base. In addition, such problem do-
mains often exhibit complex and poorly understood interactions between features and
contain noise. As a result, the overall regularity in the case base is distorted which
poses a hindrance to delivery of good quality solutions.

Hence in this research, techniques have been presented that address the issue of
irregularity in case bases with an objective to increase prediction accuracy of solutions.
Although, several techniques have been proposed in the CBR literature to deal with
irregular case bases, they are inapplicable to CBP problems. As an alternative, this
research proposes the generation of relevant case-specific meta-data. The meta-datais
made use of in Mantel's randomisation test to objectively measure regularity in the case
base. Several novel visualisations using the meta-data have been presented to observe
the degree of regularity and help identify suspect unreliable cases whose reuse may
very likely yield poor solutions. Further, performances of individual cases are recorded
to judge their reliability, which is reflected upon before selecting them for reuse along
with their distance from the problem case. The intention is to overlook unreliable cases

in favour of relatively distant yet more reliable ones for reuse to enhance prediction

accuracy.
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Abstract

The proposed techniques have been demonstrated on software engineering data sets
where the aim is to predict the duration of a software project on the basis of past com-
pleted projects recorded in the case base. Software engineering is a human-centric,
volatile and dynamic discipline where many unrecorded factors influence productivity.
This degrades the regularity in case bases where cases are disproportionably spread

out in the problem and solution spaces resulting in erratic prediction quality.

Results from administering the proposed techniques were helpful to gain insight into
the three software engineering data sets used in this analysis. The Mantel's test was
very effective at measuring overall regularity within a case base, while the visualisa-
tions were learnt to be variably valuable depending upon the size of the data set. Most
importantly, the proposed case discrimination system, that intended to reuse only re-
liable similar cases, was successful at increasing prediction accuracy for all three data

sets.

Thus, the contributions of this research are some novel approaches making use of
meta-data to firstly provide the means to assess and visualise irregularities in case
bases and cases from prediction domains and secondly, provide a method to identify

unreliable cases to avoid their reuse in favour to more reliable cases to enhance overall

prediction accuracy.
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CHAPTER 1

Introduction

Case-Based Reasoning (CBR) [AP94] is a relatively young, yet vibrant and popular
Artificial Intelligence {AI) technique. Over the last 15 years, researchers have shown
considerable interest in CBR by further maturing the approach via research and suc-
cessfully applying it to many diverse applications. Its widespread adoption is much
attributed to its deviance from traditional problem-solving approaches in computing.

The CBR methodology is specially geared towards knowledge deficient domains and
is merited for its flexibility and applicability to a rich variety of tasks [Aha98]. It mimics
the problem-solving process of human experts, who use their experience accumulated
over the years as starting points to solve new problems. For example, an experienced
engineer may fix a computer by recalling a past job where the previous computer
exhibited similar symptoms believing it is highly likely that the same solution may

work again.

Similarly, CBR systems are endowed with a case base(s) which is a repository of
domain-specific instances of previoﬁsly solved problems, each referred to as a case.
Faced with a new problem (target case) to solve, the system scans its case base to find
the most similar case using a suitable distance metric. The solution to the retrieved
similar case is then reused to derive one for the target case. Hence, the successful op-
eration of the entire system is crucially dependent on the premise - “Similar problems
have similar solutions” [Kol93]. This is elaborated upon further in Chapter 2. CBR
systems heavily rely upon their case base that is the basis of every problem-solving
exercise. Thus, the quality or competence of a case base is crucial and can be judged
on the basis of many parameters including its representation or coverage of the prob-
lem space, inherent noise, redundancy, efficiency and so on. One such important

parameter for judgement is problem-solution regularity [LW99] which is a central and




1 Introduction

critical phenomenon for delivery of good solutions. Regularity in a case base measures
the degree to which cases lie within proportional distances from each other in both
problem and solution spaces. Case bases with more inherent regularity are likely to
deliver quick and reliable solutions. On the other hand, there are slimmer chances of
obtaining equally desirable solutions when using a relatively inferior or irregular case

base.

- This research focusses upon the aspect of dealing with irregular case bases in a par-
ticular strain of CBR commonly referred to as Case-Based Prediction (CBP) in which
the solution is a continuous value. To do so, the domain of software project effort pre-
diction is used (Section 1.1), where the objective is to accurately predict the effort of
new projects based on similar existing and completed projects in the case base. Whilst
this particular application of CBP has attracted a substantial amount of research in-

terest, a problem has been the somewhat erratic results in terms of prediction quality.

1.1 Software Engineering Estimation

One class of prediction problem that has had some success applying case-based rea-
sonering is software project effort estimation*. Early estimation of software projects
is commercially important — since effort is generally the dominant component of cost
— but in many respects an extremely challenging problem domain. Problems include
small, noisy, heterogeneous and incomplete data sets coupled with large sets of cat-
egorical and continuous features that typically exhibit complex interactions [MSJO5].
In addition, the solution feature is a continuous value which makes it hard to mea-
sure, judge or even compare accuracy. Nonetheless early work, e.g. [PVM96, SS97]

produced encouraging results and outperformed traditional methods such as stepwise

regression analysis.

But despite ongoing progress, results have not been consistent among research
groups or even among different random holdout sets. Mair and Shepperd [MS05]
conducted a systematic review of published empirical studies using case-based pre-
diction for project effort. Twenty distinct studies were identified that compared CBR
and some form of regression analysis. Of these 9 supported case-based prediction, 7

*In this thesis, the terms estimation and prediction will be used interchangeably as this is common practice
in the field.

4 Rahul Premraj




1.2 Motivation for Thesis

regression analysis and 4 were inconclusive. Further analysis reveals that one source
of variation is the data sets used as case bases (also see [KCCS00]}. For this reason, it
was decided to investigate further and in particular into problem-solution irregularity,
where for example, projects that are close neighbours in the feature space but possess

strongly divergent solutions (which, in this research is project effort). This domain is
discussed in detail in Chapter 3.

1.2 Motivation for Thesis

The motivations to undertake this research are now addressed from the perspectives of

both, the application domain (software engineering estimation) as well as the adopted
methodology (CBP).

1.2.1 Software Engineering Perspective

e A vast amount of money is spent on developing software worldwide. The success-
ful execution of such projects is dependent upon accurate cost estimated from

the start. Thus, it is crucial that work in software effort estimation is continued
to further refine existing techniques for the benefit of the industry.

o Software development is a highly human centric problem. Hence, differences
in productivity appear due to external variation, which may be unaccounted for
by the feature set characterising the project state [Sca94, Arm02, JIS03]. Such
variation may inject an inevitable degree of randomness into the project that
distorts overall problem-solution regularity in the case base and results in poor

solution accuracy.

Thus, firstly it is important to verify if there is any value in using the data sets
at all depending upon the degree of noise or irregularity. Secondly, it is valuable
to have techniques in place that address this issue of noise or irregularity in the

data sets to improve solution accuracy.

o It may be argued that incorporating sophisticated adaptation routines can help
in obtaining more desirable solutions. Unfortunately the software engineering
experts do not completely comprehend the complexity of multiple confounding

factors that together determine total cost or effort. Thus, at the current state, the




1 Introduction

community’s understanding of the domain is inadequate to implement adaptation
techniques, which may be no more than induced rules from individual data sets.
These would be further inapplicable since they may be severely localised due to

heterogeneity across data sets.

1.2.2 Case-Based Maintenance Perspective

o To the best of the author’s knowledge, very little work (e.g. [CPO4]) has been un-
dertaken to develop case base maintenance techniques for prediction problems.
Most available techniques have been developed largely to be applied to analytic
tasks [VO96] (e.g. classification, diagnosis, decision support). These are often in-
effective when applied to synthetic problems such as prediction, design, planning
and configuration since it is hard to measure the accuracy of solutions in such

domains.

e Also, the utility problem [FR93] (i.e. unchecked increase in the size of case base
reduces efficiency) has attracted more attention to controlling the size of the case
base without compromising the solution accuracy for efficiency gains. Unfortu-

nately, this does not account for dealing with noisy cases present in the case

base.

Hence, there is a realisation that CBR systems need to deal effectively with noisy
software engineering data sets to enhance solution accuracy. However, techniques
that can be applied successfully for such prediction problems are currently lacking.
Hence, there is a genuine need for the development of alternative mechanisms that

address this issue and are more generically applicable.

1.3 Research Aims and Objectives

The aim of this research is to develop and evaluate techniques that enable assessment
of the regularity in a case base prior to deployment to influence user confidence on the
solution and thereafter, identify potentially unreliable cases and discriminate their use

in favour of relatively distant but regular cases to enhance solution accuracy.
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1.4 Thesis Map

The work described in this thesis develops and validates an alternative technique

that can be applied across a variety of CBR systems independent of the épplicatlon

type. The research aim is planned to be achieved by accomplishing the following ob-
jectives:

» OB1: To establish that there is a need for an alternative technique that addresses
problem-solution irregularity in CBP domains.

» OB2: To assess the problem-solution regularity in a case base to determine its
applicability to CBP and influence user confidence.

» OB3: To identify unreliable cases that distort the overall regularity of a case base.

» OB4: To investigate if case reliability can gainfully supplement inter-case dis-

tance measures to increase solution accuracy in CBP using the domain of soft-

ware engineering estimation as an example.

1.4 Thesis Map

In this section, a guide to the structure of the thesis is presented. Note that relevant

chapters are mapped to the objectives above via the respective keys.

Chapter 2 This chapter provides a general overview of the CBR methodology. It then
elaborates upon the methodology’s characteristics that make it suitable for appli-
cation to certain types of domains.

Chapter 3 The focus in this chapter is on software cost estimation. Here, some history
of cost estimation is provided along with references to select relevant models
developed earlier. Thereafter, the nature of software engineering data sets and

its suitability to CBP is presented along with supporting empirical evidence from

previous research.

Chapter 4 Here a literature review of techniques pertaining to CBM is presented. This

chapter argues and exhibits that research to date has largely focussed on ana-

lytic tasks. In parallel, it also demonstrates that these techniques may not be
effectively applied to CBP (OB1).

Chapters 5, 6 & 7 In these chapters, the methodology of the technique proposed to be
used to assess case base quality (objectively and visually), identify individual un-
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reliable cases and thereafter, use the gathered information to increase solution

accuracy is presented (OB2 & OB3).

Chapter 8 An introduction and a brief statistical summary of all data sets used in this

research is presented.

Chapter 9 Results from implementation of the technique presented in Chapters 5, 6
& 7 on each data set are presented and compared with conventional techniques

used in CBP. This is followed by a summary of overall results (OB4).

Chapter 10 Lastly, the contribution and significance of the presented techniques is

discussed, followed by conclusions and suggested future work.
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CHAPTER 2

Case Based Reasoning and Prediction

CBR is a prime example of lazy learning techniques [Aha97] where the real work is
deferred until the actual time of problem solving, i.e. very little or no work is done

offline. A CBR system remains dormant until presented with a problem to solve and
thereafter, returns to its inactive state. This is In contrast to eager learning techniques
such as neural networks and fuzzy systems that learn from training data to make gen-
eralisations about the problem before they attempt to solve a problem. While each of

the two kinds of techniques has its own benefits, in this chapter, the former technique

{s concentrated upon since it is the focus of this research.

This chapter begins with a description of the origins and workings of CBR systems.
The focus then shifts towards the advantages and disadvantages of its application to
help judge its suitability for different problem domains. Lastly, some of the existing
CBR applications are visited including those involving prediction.

2.1 CBR: Origin and Mechanics

The origin of CBR is largely attributed to Schank [Sch82] whose research into cognitive

science led to its conception. The idea was borrowed from the observation that humans

commonly react to situations at hand by remembering previous similar situations.

Later, this concept was formalised into models for practical implementation, such as
in [Kol93].

The CBR approach is based on two tenets [Lea96]. The first is that similar problems

have similar solutions. Thus, previously solved problems would make a good starting
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Figure 2.1: Aamodt and Plaza’s CBR Cycle (AP94)

points to solve new similar solutions. The second tenet is that types of problems tend
to recur within a domain. Hence, future problems within a domain are likely to be

similar to those from the past.

With a relatively large research community focussing upon CBR in the last decade,
its methodology has undergone a process of evolution over the years. Different models
have been proposed, each contributing to a better understanding of the approach.
Currently, Aamodt and Plaza’s CBR model [AP94] (Fig. 2.1, see also [Alt89]) is widely
accepted to be an inclusive representation of the methodology. This model is also
popularly referred to as the R4 model since each of the four processes start with the

same letter 'R’. The following four descriptions of each process are quoted from [AP94]:

Retrieve the most similar case or cases

Reuse the information and knowledge in that case to solve the problem

Revise the proposed solution

Retain the parts of this experience likely to be useful for future problem solving
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2.2 Advantages of the CBR Approach

Here, the broad idea is that on being presented with a new problem to solve, the
system delves into its case base to search for similar previously solved problems. The

relevant candidate (or most similar) case(s) is chosen objectively or contextually by

a suitable distance measure. This characterises the retrieval stage. Thereafter, the
solution or the process of its derivation is extracted in the Reuse stage and applied
to the problem case along with general domain knowledge (if available) to propose a
solution. The fitness of the solution is then tested and possibly repaired to adjust for
non-corresponding features to be bettered in the Revise stage. Lastly, in the Retain
stage a successfully solved problem, if considered useful for future use, is added to
the case base with an intention to increase its quality or competence. Of course,

each process poses several challenges to be correctly and efficiently applied for a given

problem domain.

But widespread application of CBR has brought to light several deficiencies of the
model and suggestions for modifications have been proposed. Cunningham [Cun98]
pointed out that in practice, there is often a fuzzy distinction between the Reuse and
Retain stages and suggested combining the two into a single Adaptation phase. Finnie
and Wittig [FW03] suggested adding an additional stage, Repartition before Retrieve to
be able to build case bases better by partitioning them into a world of problems and
a world of solutions. While Reinartz et al. [RBIO1] proposed two additional processes

identifying that case base maintenance is crucial for the functioning of the entire sys-

tem and must be explicitly represented in the model.

Nevertheless, there is a general consensus that the main aspects of the functioning
of the CBR methodology are covered by Aamodt and Plaza’s model which still serves
as a platform to build upon for many researchers. It may be challenging to arrive at a
more generalised model since different problem domains have distinct characteristics

which largely determine the tasks and processes that need to be implemented.

2.2 Advantages of the CBR Approach

The CBR approach has several distinct advantages over conventional computing and

Al techniques that make it attractive for application. To mention a few:
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2 Case Based Reasoning and Prediction

e CBR is especially favourable when applied to weak theory domains which are
either poorly understood or lack algorithmic models. Derivation of solutions from

previous experience makes it possible to overcome these problems.

e Due to reuse of previous experience, there is an impression that CBR may de-

mand less knowledge engineering than alternative techniques [Cun98].

¢ On a wider scale, such systems can perform efficiently considering possibilities
of centrally managed case bases that can be accessed by rﬁultiple users and
also ensuring consistency amongst delivered solutions. This aspect may be very
valuable in diagnostic CBR systems such as in the help desk domain [KB93].

¢ In some domains, it may be more efficient to derive competent solutions using
analogy in comparison to use of first principle approaches. For example, under
ideal circumstances in design and planning tasks, it may be easier to work upon

an analogy to derive a solution rather than solving the problem from scratch.

e Unlike most other Al techniques, it is possible to reason, explain or even justify

proposed solutions in a familiar way to increase user confidence, e.g [SCA05].

e CBR systems can be configured to learn over time. The knowledge learnt could

be new cases, domain knowledge and adaptation routines through deduction and

SO OI1.

2.3 Disadvantages of the CBR Approach

Whilst CBR provides an array of advantages for use, it also has its limitations that -
may hinder its successful application or prove very challenging to implement in certain

situations. These include:

e The CBR methodology was developed mainly for weak theory domains. Hence, it

is likely that it may perform less favourably in domains that are well-defined and
can potentially be modelled. Here, algorithmic models or rule-based systems may

prove to be better alternatives.

o Finnie and Zhaohao [FS02] made an mathematical distinction between similarity
and equivalence. Since CBR functions on the premise of similarity, which results

in ballpark solutions, they are not suitable for application that require a great

degree of precision.
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2.4 Case-Based Prediction

¢ While CBR is merited for the advantages it provides on the knowledge engineering

front, domains with fewer cases may have to rely on substantial general domain

and adaptation knowledge. Gathering and implementation of such knowledge is
a significantly challenging task.

e« CBR may provide only a partial quick fix alternative to problems. Substantial
research is involved in the successful application of the methodology such as
choosing the most favourable case representation structure, similarity measures,

etc. Additionally, its operation critically depends upon the existence of recorded
episodes of problem-solving within a domain.

Thus, despite the benefits of applying CBR to characteristic problem domains, there
also exist limitations that retard or constrain their implementation. For example, the

effort saved on knowledge engineering may be compromised by consolidation of raw
data as cases or development of adaptation routines to cater for sparsely covered ar-
eas in the problem space. Additionally, the quality of the solution depends upon the
contents of the case base. Hence, it is crucial to endow the system with a case base
that is capable of meeting expectations. Also, since each problem exhibits different
characteristics, they need to be individually tackled to identify the most appropriate

representation and processes to deliver effective and efficient solutions [Cun98].

2.4 Case-Based Prediction

‘The characteristics and advantages of CBR make it suitable to be applied to a variety
of applications [Aha98, Alt01]). As mentioned in the previous chapter, Voss and Oxmon
[VO96] classified CBR tasks or applications into analytic tasks and synthetic tasks.
Applications belonging to the former class deal with analysing or interpreting the so-
lution, e.g. classification tasks, diagnosis and decision support. While synthetic tasks
cover those domains in which a solution needs to be composed or derived from other

similar cases. Examples of such domains include design, planning and configuration.

In Case-Based Prediction (CBP), the solution is a continuous value. Hence, there

is no certainty that every possible scenario in the domain is covered by the case base
(this is also true for other synthetic domains, e.g. [Cra03]). As a result, an approximate

solution is needed to be derived from one or more nearest case. The process adopted
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for derivation of the solution is dependent upon the nature of the domain and its
understanding. In some cases, this may be possible using adaptation techniques,
while other knowledge deficient domains may resort to statistical learning approaches.
This characteristic of CBP qualifies it as a synthetic task.

Besides the challenge of composing a continuous value solution, another problem
lies in assessing the quality of solution. Unlike analytic problems in which the solu-
tion can be either correct or incorrect, synthetic tasks have to measure and infer the
magnitude of error. In CBP, this translates into defining boundaries of good and poor
solutions that are rather subjective. For example, can a solution with 10% error be re-
garded as good while another with 11% error regarded poor even though the magnitude
of error is insignificant? Moreover, such judgement is made in light of the fact that the
user expects an approximate solution. While this consideration is a short term prob-
lem, such statistics are cumulated to drive other processes in CBR in the longer term,
e.¢g. maintenance of the case base by removal of redundant and noisy cases. Hence,
even though delivering a solution in CBP may seem trivial, its implementation calls for

application of techniques different to those of other domains due to the nature of the

solution.

Still, CBP has been applied to several problems. Daengdej et al. [DLTt97, DLM99]
used CBP for making car insurance claim predictions. Companies dealing in car in-

surance are required to factor in a 'predicted claims’ component to determine the pre-
mium for a new customer. The idea was to seek claims made by previous customers
and predict an averaged value for the new customer. But due to inconsistencies within

their data set (90% of the cases had zero claims), simply using the nearest neigh- |
bour(s) for prediction was likely to give them an unacceptable solution. Hence, an
hybrid-reasoning method that employed statistical methods including probability and
regression was presented and shown to perform comparably with existing techniques

used for prediction within the company:.

Another example of CBP includes forecasting the sales of books [CLO5] to minimize
losses occurred by inaccurate demand estimation. Here, Chang and Lai constructed

a hybrid system using CBP and self-organising maps and demonstrated the utility of -

assessing clusters of cases to better prediction accuracy. In [EAO1], Essam and Ahmed -

applied CBP to predict the costs of constructing steel buildings to help in the bidding

process. Their approach disintegrated each case into sub-cases and then retrieved
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2.5 Summary

cases by measuring similarity between sub-problems. The final solution was delivered

by combining or adapting the different solutions using neural networks.

Other examples of application of CBP include bankruptcy prediction [HI96], cor-
porate bond rating prediction [KHO1} and of course, software cost estimation [Sch98]

which is the focal application of this research and is discussed in detail in the following
chapter.

2.5 Summary

Over the years, CBR has been shown to be a viable and promising approach to cater to
many problem domains where knowledge elicitation is a challenging task. The {lexibil-
ity of its approach [Wat98] allows it to accommodate any relevant techniques suitable
or specific to the problem domain.

Like other applications and domains, CBP too introduces a considerable number of
its own challenges for implementation. Knowledge deficiency and a continuous value
solution together call for more sophisticated techniques that specifically address prob-
lems encountered in prediction. One such problem is determining the quality of the
solution given the ambiguity involved in its assessment and the expectation of being
delivered an approximate outcome. The ﬁroblem is augmented when dealing with {ir-
regular case bases, such as software engineering data sets. The research concentrates
upon this aspect of CBP and proposes techniques that are relatively more objective
and flexible to gauge solution quality, which further opens channels to other tech-
niques that can be used to enhance solution quality. The next chapter presents an

overview of software engineering estimation and highlight some of the issues faced
with applying CBP to it.
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CHAPTER 3

Software Engineering Estimation

Software engineers recognise that estimates of development effort play a very cru-
cial role in the completion of projects. Not only are the estimates important to bid for
tenders successfully, many financial decisions are made by management based upon
such early estimates. While underestimates may lead to budget overruns and aban-

doning of the project, overestimates may cause commitment of too many resources to
the project at the cost of other activities [LF02].

Due to its importance, over the past four decades, many attempts have been made to

develop models for effort estimation. Several algorithmic and non-algorithmic models
have been developed for this purpose. The following sections discuss some existing
methods to give an overview of the state of affairs in software cost estimation.

3.1 Algorithmic Methods

Algorithmic models are statistical generalisations or parametric equations empirically

derived from data sets that represent a relationship between cost or effort and other
project characteristics. Thus, cost or effort estimate is considered dependent on other

independent values such as lines of code, competence of staff and like.

Examples of such models include COCOMO [Boe81b), COCOMO 11 [BCHW95], Func-
tion Points [MBM94, NV97], SLIM [Put78] etc. Many researchers have comprehensively

studied these models and compared their performances [MK92, Hee92, BWO0O1, LF02].

But none of the models consistently performed well or even better than the others.

Moreover, using some of the models resulted in errors of 100% or larger [Kem87]. Many
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of the models have not been revised to keep pace with new technologies which has
made them Inapplicable to today's industry standards, e.g. Function Points may be
inapplicable to today's world of new software technologies [Kit97]. Another issue is
that these models are not straightforward to use. The models require considerable
experience and competence to determine the feature values to input. Also, studies
showed that the models need to be calibrated for use within organisations for better
estimations [BES*99, Ves99, MKO4]. This may be very discouraging for smaller soft-

ware companies which may not have the competence or resources to adapt the models

to suit their requirements.

3.2 Expert Judgement

Expert judgement involves consulting one or more domain experts. The human ex-
perts use their knowledge and experience to provide new estimates, where the experi-
ence relates to previous projects for which estimates may have been made in the past.
Heemstra [Hee92] argues that the estimates provided by human experts are qualitative
and not objective since they may be prone to bias, optimism, pessimism or instinct,
desire to win or please [Del98] and cause under or overestimation without rational
reasoning. Importantly, there is often a tendency in humans experts to forget [PS03].
Unsurprisingly, it has been observed that experts find it difficult to replicate or repro-
duce their results given the same parameters on which to base their judgement. This
is more apparent when multiple experts are used to estimate a project and may arrive
at non-concurring estimates. All these factors together make it extremely challenging
to extrapolate the experts’ basis for estimation and embed the knowledge construc-
tively in estimation tools or techniques. However, despite the above short-comings of
using human experts for estimation including the fact that such human experts are
scarce and expensive to hire, a recent review by Molgkken and Jorgensen [MsJO03] re-
vealed that amongst all estimation techniques, expert judgement is the most popular

and preferred choice. Human experts are easy to employ in comparison to other tech-

niques. Potentially the experts are updated with evolving new technology and hence

are aware of compensating for relevant differences amongst different projects. Also,

they have a psychological advantage since project managers may tend to trust a solu-

tion produced by a human expert. Some studies, including [Jer04], consider human
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3.3 Machine Learning Methods

expert judgement to be a valuable technique such as the one conducted by Jeffery and
Walkerden [JW99] to compare the performance of experts with and without the aid of
tools. Results suggested that humans (without the aid of tools) were more competent
at choosing relevant analogues from data sets and making appropriate estimations in
comparison to automated tools. These findings were however contradicted in studies
by Myrtveit and Stensrud [MS99].

3.3 Machine Learning Methods

The inadequacy of algorithmic techniques led researchers to experiment with non-
parametric, especially machine learning (ML) alternatives for estimation. These tech-
niques, including neural networks, analogy, fuzzy logic [MG96] and regression trees
[SF95] were expected to learn the underlying relationship between features to deliver
more accurate solutions. In this section, only the application of neural networks to

estimation are discussed considering the the volume of research conducted, while es-

timation by analogy (CBR) is discussed in the following section.

One of the most widely experimented ML techniques for estimation are artificial neu-
ral networks (ANNs). Unfortunately, the focus has largely been upon comparing their
performance against algorithmic techniques instead of further refining their imple-
mentation. An early promising attempt at using ANNs for estimation was by Venkat-
achalam [Ven93] who trained a multi-layer perceptron on the COCOMO data set using
back-propagation. Later, Srinivasan and Fisher [SF95] used the same neural network
architecture and trained the network on the COCOMO data set, yet tested it on the

Kremerer data set. Their results showed ANNs to outperform the algorithmic models
used in the analysis including COCOMO and SLIM. This was a considerably promising

attempt since the training and testing data came from different data sets. Likewise,

other researchers e.g. Hughes [Hug96] and Tadayon [Tad05] achieved good results by
applying ANNs to software estimation.

However, the applications of ANNs also suffers from some drawbacks. Firstly, ANNs
(such as multi-layer perceptrons) are known to be black boxes since it is not easy
to extract the inherent relationships between features derived during training. Such
knowledge may be important to gain acceptance of practitioners. Secondly, training
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a neural network can be a very time consuming process since it involves choosing
values by trial and error for several parameters such as the training function, the
momentum and learning rate. Unfortunately, such parameters are also sensitive to
small changes, making fining tuning the network all the more difficult. Despite these

limitations, the results warrant further investigation into the use of this technique for

estimation, although the focus needs to change to improve the configuration of the
networks used.

3.4 CBR in Software Engineering Estimation

Several advantages of using CBR (Section 2.2) for software engineering estimation have
propelled it to be one of the most intensively researched alternative to traditional and
other contemporary techniques. Unlike neural networks, there seems to have been a

balance between empirical validation of CBR for estimation purposes [FW97, FWD97,
AS00] and refinement of the model.

The idea of using previous completed software projects to estimate effort of new
projects was initially coined by Boehm [Boe8la]. Later, Vicinanza et al. [VPMS90,
VMP91] made one of the first attempts at using analogy for software cost estimation.
Their tool Estor was similar to the contemporary CBR model and previously com-
pleted projects were made accessible. Similar projects were retrieved by finding sum of
squares of differences and the solutions were adjusted using adaptation knowledge to
account for non-corresponding features. Adjustments rules were in the form of if-then
rules. e.g. if staff size of selected project is small and staff size of target project is
large, then increase the effort estimation of target project by 20 percent. These rules
were extracted from experts or were hand-coded to deliberately fit the data used, thus

compromising their generality.

Another tool, FACE (Finding Analogies for Cost Estimation) was developed by Bisio

and Malabocchia [BM95] which normalised candidate-target case similarity scores 6
between 0 and 100 (100 being a perfect match). The value of 6 was determined by

the user and only those cases were reused to form an estimate whose similarity was

beyond the threshold limit set.
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3.4 CBR In Software Engineering Estimation

Shepperd et al. developed a generic alternative to Estor for prediction purposes
which was called ANGEL [SSK96, SS97, Sch98]. This tool allowed for searching sim-
{lar projects in the case base using a variety of optional distance functions and then
averaged them to deliver a solution. Later, Kadoda et al. [KCS00, KCCS00] conducted
experiments on ANGEL to find optimal configurational parameter values for prediction

such as number of nearest neighbours and similarity measure. However, the version
of the tool allowed optimal feature set selecting using only exhaustive search which
was computationally intractable for use once the number of features exceeded 15-20.
Later, a revised version called ArchANGEL was developed that provided several feature
and case subset selection strategies such as hill climbing methods [Ska94] and forward
and backward sequential search. The use of these algorithms was shown to increase
prediction accuracy [KS02a, KSHO02]. Later, the group also explored other techniques
to increase prediction accuracy including linear adaptation [KPS03] and avoiding use
of misleading cases [PSCO3].

Other initiatives to apply CBP for software estimation include work by Mendes et
al. [MCMO02, MCMO03] whose interest lies in cost or effort estimation of web projects

Delany et al. [DCW98, Del98, DCOOQ] also investigated applicability of CBP to soft-
ware estimation and argued that features included in software engineering data sets
are inappropriate for estimation early on in the project’s life-cycle. They made recom-
mendations to collect data on subjective aspects of a project such as team experience,
user requirements, requirements reliability and stability and suchlike. Idri and Abran
[IAO1, IAKO2] recognised that often, software engineering data sets comprise of ordinal
feature values and hence suggested the use of fuzzy logic to compute similarity be-
tween projects since it could handle linguistic values such as very low, low, high and

very high.

A few studies have also been conducted comparing the perforinance of different
techniques for software engineering estimation. Select ones have been presented in
Table 3.1. The first column reports the relevant study and the remaining columns
list the different prediction techniques used by each stﬁdy. These include Case-Based
Prediction, Advanced Case-Based Prediction (i.e. using some form of adaptation or

. feature subset selection in contract to a nearest neighbour approach}, least square re-
gression (LSR), rule induction (RI} and artificial neural networks (ANN). Each of these
studies compared the performance of CBR with other techniques to investigate which

of them delivers the best prediction accuracy. The maximum number of stars (x) on
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Table 3.1: Comparison of Different Software Engineering Estimation Models

[study | cap | adv. cop | 1w | | awy |

each row indicate the number of techniques investigated in the study, and the most

favoured technique is awarded those many stars. Thereafter, the second best tech-

nique is awarded a star lesser and so on and so forth.

The compaﬁsons clearly show the potential of CBP for this domain. In the four
studies ([SS97, FW97, MKL*t00, SKO01]), CBP outperformed LSR, but this trend was
contradicted by the studies performed by Briand et al. [BES199] and Mendes et al
[MWT03]. Mair et al. [MKL*00] found ANNs to be the most accurate technique, bqt

also emphasized that the achieved accuracy may not always outweigh the time spent
on building and training complex models like ANNs. In contrast to them, Shepperd

and Kadoda [SKO1] found ANNs to be the poorest effort prediction technique when
using simulated data. Whilst Table 3.1 lists only select studies, it is clear that there is

some potential in the use of CBP for software engineering estimation in comparison to
other techniques. This is further reinforced by the two studies conducted by Kirsopp
et al. [KSHO2, KPS03] where thejr found that advancing CBP by using adaptation rules

and a better subset of features can further boost prediction accuracy of the technique,

Thus, on the whole the software engineering research community recognises the
merits of applying CBP for estimation purposes. As a result, considerable groups are
working on different techniques to further mature the approach while maintaining a

balance with empirically validating the approach too.
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3.5 Chapter Summary

Estimation of effort and cost is an important activity in the software engineering dis-
cipline. It has attracted large interest within the research community that has led to
development of a variety of algorithmic and non-algorithmic models. While the former
have shown to be inconsistent at delivering acceptable solutions and challenging at
keeping abreast with current technologies, non-algorithmic models have attracted a

large level of interest which led to the development of some promising alternatives.

CBP is one such widely researched and promising methodology. It has the advan-
tages of being easily deployable, capable of explaination and importantly, adaptable to
the constantly evolving software industry. But the erratic quality of solutions leaves
ample room for betterment. As shown in [MS05], a cause for varying solution quality

is the quality of data sets used as case bases and investigating the same is one of the

foci of this research.
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CHAPTER 4

Case Base Maintenance

Maintenance of a CBR system is crucial to facilitate continued achievement of pre-
determined objectives in the future [LW98]. This is a broad aspect in CBR which may
involve activities such as checking the contents of the case base for their correctness
or validity, fine-tuning retrieval strategies and making the system more efficient. Al-
though this has long been realised, only recently has the community witnessed this
aspect of CBR receiving the attention of researchers. As noted by Pal and Shiu [PS04],
this flurry of activity has resulted in largely diverse pieces of work conducted under the
absence of a unified framework. But lately, this has begun to change since alternative
frameworks that can potentially serve as building blocks for pragmatic prototypes for
maintenance are being proposed, for example [WilO1, RBRO1, RB03]. In this chapter,
broad issues pertaining to case base maintenance (CBM) including salient research
that address some of them are visited. Later, in the discussion section, it is shown
why the techniques are inapplicable for CBP problems and thus, reinforce the need for

development of alternatives to cater for prediction problem case bases.

4.1 Maintenance in Case-Based Reasoning

CBR systems are widely accepted to comprise four knowledge containers [Ric98] viz.
vocabulary, similarity measures, adaptation knowledge and the case base. While not
every system may have all four knowledge containers, the contents are interchangeable
between them. It is these knowledge containers upon which the system critically de-
pends for problem-solving. But several factors affect the competence of their contents,

such as obsolescence, redundancy and noise, and this degrades the overall perfor-
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mance of the system. Thus, it is important to keep existing knowledge containers in

shape to enable delivery of the best possible solutions.

A survey on case base maintenance by Iglezakis and Roth-Berghofer [IRB0O] revealed
that most research pertained to or concentrated upon the contents of the case base
itself. This has resulted in the term case base maintenance being used synonymously
with knowledge maintenance, although the latter is rather more generic since it cov-
ers all knowledge containers. But such predominant attention to the case base is
unsurprising considering it is the crui of any CBR system. Also, a healthy or well-
maintained case base facilitates solving a range of problems correctly and efficiently.
This decreases dependence upon other knowledge containers (e.g. similarity measures
and adaptation knowledge) for problem-solving, thereby reducing overall knowledge
engineering effort.

Broadly speaking, CBM involves tasks or procedures implemented upon the CBR
system to preserve or enhance its performance. Alternative definitions and descrip-
tions of CBM have been proposed by different researchers and seem to be fairly con-
sistent. One such generic definition by Leake and Wilson [LW98, Wil01] is as follows:

“Case-base maintenance implements policies for revising the organisation or
contents (representation, domain content, accounting information, or imple-
mentation) of the case-base in order to facilitate future reasoning for a partic-

ular set of performance objectives.”
We now examine this definition more closely:

“Case-base maintenance implements policies”: suggests that similar to other CBR
sub-tasks, CBM is a methodology [Wat38] implemented by a set of guidelines
rather than rules. Hence, CBM is undertaken keeping in mind the performance

objectives or goals for a given system and domain.

“revising the organisation or contents”: Revising the organisation refers to logical stor-
age in the case base memory, while revising the contents refers to modifying the
knowledge containers. It is important to note here that CBM extends to all knowl-
edge containers in the case base i.e. including domain knowledge, similarity mea-
sures, vocabulary and adaptation knowledge. This is also in agreement with Zhu

and Yang's classification of maintenance tasks [ZY99] which is discussed later in

the chapter.
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“a particular set of performance objectives”: CBM may be implemented within a case-
based reasoner for a variety of reasons. While the goal may be to only increase
solution accuracy on one system, another system may need this goal to be ac-
complished using the smallest possible case base. Hence, CBM operations on the

knowledge containers are implemented according to pre-determined goals and

different goals could lead to quite different maintenance activities.

4.2 CBM in the CBR Cycle

An important aspect of CBM is its integration into the CBR-Cycle. In a broad sense,
CBM has always been part of CBR systems. In Aamodt and Plaza’s CBR cycle (IAP94]
and Section 2.1), CBM s witnessed in the Retain stage (Fig. 2.1) where a new problem
is added to the case base alongside its solution for future use. The notion behind
adding a new case to the case base is to increase competence by enlarging its domain
coverage for better problem solving in the future. Guided by a performance objective
and resulting in the modification of a knowledge container qualifies the Retain step to
be a CBM task, according to Leake and Wilson’s definition presented in the previous

section.

A major drawback of Aamodt and Plaza’s model is the implicit inclusion of CBM, re-
sultantly undermining its importance. This deficiency was recognised and corrected by
Reinartz et al. [RBIO1] who proposed a R6 CBR-Cycle which adds two additional steps
viz. Review and Restore, to the R4 CBR cycle. The R6 CBR-Cycle is distinctly parti-
tioned into Application Phase and Maintenance Phase (Fig. 4.1). While the Application
phase focusses upon solving a given problem, the Maintenance Phase concentrates
upon conditioning the case base to preserve its competence. This model is aimed at

giving maintenance a more integrated, definite and functional role in CBR systems.

In the R6 model, the Review step entails assessing the status of various knowledge
containers and monitoring them routinely, ad hoc or when triggered. The results of the
assessment are thereafter reported indicating whether and which knowledge container
may require maintenance. The Restore step short-lists and ranks the possible oper-

ations that may potentially be performed to reinstate the knowledge container to the

desired level. This model is more elaborately discussed in [RBR0O1]. Besides, another
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Figure 4.1: R6 Model (RBIO])

point of merit of the R6 model is that it accounts for the concepts of data collection

and timing of implementing maintenance operations introduced by Leake and Wilson
[LWA8].

4.3 Types of CBM Techniques.

Zhu and Yang [ZY99] suggested a target driven classification for CBM techniques.
One class of techniques deal with contents of the knowledge containers in the system

to enhance overall performance. As mentioned earlier, most such techniques focus
upon the case base and tend to maintain or enhance its competence for problem-
solving. Examples of such tasks include adding or deleting cases, redefining similarity
measures and so on. Such maintenance tasks can be termed as Knowledge-Specific
Maintenance (KSM). On the other hand, other techniques concentrate upon issues
such as the representation of knowledge within the containers, case base indices, etc.
Thus, they are aimed at structural changes in the system to enhance efficiency, e.g.
[CBS97, ZY98]. Such tasks as can be classified as Structure-Specific Maintenance
(SSM). It is important to note that these two classes are not necessarily exclusive since

implementing one may result in or call for implementing the other.
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Alternatively, Pal and Shiu [PS04] more recently suggested a method driven clas-
sification, 1.e. Quantitative Maintenance or Qualitative Maintenance. As previously
stated, a CBM is triggered or executed on a case base to accomplish pre-determined

objectives. The former concentrates on efficiency related issues of CBR e.g. problem-

solving efficlency, case base storage size, etc. while the latter deals with maintaining

or enhancing the effectiveness of a system by addressing the case base’s correctness,
consistency and completeness. Similar to the above classification by Zhu and Zhang,
both these categories are not necessarily exclusive since some objectives overlap and

implementing one may result in or call for implementing the other.

4.4 Case Base Editing Techniques

Since this research centres around case base quality, Knowledge-specific maintenance
techniques are focussed upon below, KSM or editing of case bases can be either decre-
mental approaches, in which they reduce the size of the case base, or incremental
approaches that add new cases to the case base. Brighton and Mellish [BMO02] pro-
posed another classification of approaches as competence preserving or competence
enhancing techniques. The former class of techniques focuses upon superfluous in-
stances whose removal does not lead to any decrease in classification accuracy, while
in the latter class of techniques, noisy or possibly corrupt instances are identified and
treated or removed to increase classification accuracy. We examine some such promi-

nent techniques in the following two sub-sections.

4.4.1 Competence Preserving

Much recent research on CBM has been motivated by the utility problem [FR93], which
in effect is competence preserving. In CBR, it is characterised by unchecked growth
of knowledge (specifically cases) with an intention to improve performance, but results
in quite the opposite i.e. degradation of overall performance, especially efficiency.
This is because of the increase in size of the case base for systems that encounter a
high frequency of problems. As a result, search and retrieval time increases with size

and hampers quick solution delivery. This phenomenon of trade-off between solution

quality and system efficiency, also referred to as the swamping problem [SG04], was
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empirically validated by Smyth and Cunningham [SC96]. Thus, many techniques have

been proposed to reduce the size of the case base and preserve its competence.

One of the earliest attempts was made by Hart who proposed the Condensed Nearest
Neighbour (CNN) technique [Har68]. In CNN, cases are incrementally moved from the
case base to an empty set only if their absence results in misclassification of cases
in the edited set. As pointed out by Delany and Cunningham [DCO04}, this technique
is sensitive to noise and the order of cases examined. CNN was further refined by
Ritter [RWLI75] by accounting for adding noisy cases by adding only those new cases
that are close in their problem and solution spaces to existing cases in the edited set.
Again, this technique does not overcome the problém of case presentation order. A
contrasting method to CNN was proposed by Gates [Gat72] who removed only those
cases from the training set whose absence did not result in any misclassifications, but
this is highly likely to be sensitive to the order of presented cases too. Aha et al's
CBL1 learning algorithm [AKA91] was modified to develop CBL2 to selectively chose
to retain only those cases that discriminated between goal feature values. Although
it was shown that it considerably reduced the number of stored cases, it performed

relatively poorly in comparison to CBL1 and was also vulnerable to noise.

Smyth et al. have published several research papers on maintaining case base com-
petence while minimising size, the resultant case base being termed as competence
footprint. Here, competence is defined as the area of the problem-space covered by
the case base. In [SK95], Smyth and Keane introduced the concept of coverage and
reachability. The coverage of a case is the set of target problems that can be solved,
while the reachability of a target case is the set of cases that can solve it. On the
basis of the degree of overlap between these two sets for individual cases, they were
classified as pivotal, auxiliary, spanning and support cases. Then two case deletion
policies were proposed, (a) the footprint deletion policy that deleted cases in the order -
auxiliary, support, spanning and pivotal; and (b) footprint-utility deletion policy which
deleted cases in the same order but in light of the case’s utility. Thus, this technique
removes only redundant cases from the case base which have no impact on the com-
petence of the system, but retard efficlency. Empirical validation of the two policies on
a residential property valuation system encouraged further work that was published
in [SM98, SM99, MS00, SM01]. Several variants that borrowed fundamental concepts
introduced by Smyth et al. have been proposed. For example, Brighton and Mellish

[BMO02] removed cases from the case base whose reachability set was larger than their
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coverage set. Again, aiming to build a competent case base, Zhu and Yang [ZY99] pre-

sented an algorithm to contrarily add cases to the case base to maintain competence.
Reusing the concepts of case coverage, their technique, testing upon a planning ap-

plication, claimed to place a desirable lower bound on the competence of the resulting

case base.

While the footprint technique was developed with an intent of removing redundant
cases, it is important to note that the case deletion policies were based on two large
assumptions that may fail to hold in case bases for prediction domains. Firstly, the
algorithms assume that the case base is representative of the problem space [LW99]
and secondly, the problem-space is a regular one. Also, no techniques have been
suggested to verify if these assumptions hold for a given case base. In addition, com-
petence preserving deletion strategies have shown to be effective, though on classifica-
tion problems only. It is believed that these policies may be difficult to implement in

domains where the solution is a continuous value since the concepts of coverage and
reachability would be rather subjective.

Salamé and Golobardes [SG04] applied reinforcement learning (RL) to reduce the
size or increase the competence of the case base. In their model, the RL algorithm
continually monitors the state s; of the system and awards a reward based on every
performance. On failure, it triggers action to delete or maintain a case in the case base.
A higher reward is awarded on problem-solving using the new reduced case base. On
the whole, the important part of the of the RL algorithm is the score that reflects the
. on-going state of the CBR system. Thus, this model addressed the utility problem by

correcting or removing noisy cases and has been evaluated using numerous classifi-

cation data sets since it is clearer to recognise errors.

Another reason to remove cases from the case base is limitations on storage. Kira
and Arkin [KAO4] faced this problem due to fixed storage on mobile-robots who used

CBR for navigation purposes. Here, the system is required to make room for a new case

to be stored by deleting an existing case. Several metrics including recency, frequency

of use, successes and random deletion were experimented with and were found to be

effective.

There has also been research on maintenance of unstructured or textual case bases

[RY96, RY97, RYO1]. One of the foci was to detect and remove redundant cases in the

case base. This was achieved by pre-processing problem and solution descriptions to
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identify keywords and thereafter, comparing cases to observe the degree of overlap in

both descriptions. Rules were presented to determine the nature of the overlap and

selection of which case to remove.

4.4.2 Competence Enhancing

Competence enhancing techniques are those which are aimed at increasing the solu-
tion quality or accuracy of the CBR system. Such techniques are typically associated
with noise removal which hamper the overall quality of solutions delivered. Noise in a
case base can either be inherent or evolutionary. Inherent noise includes cases with
inconsistencies or suspicious values in either, their problem or solution feature values.
This could be a result of a false observation, a clerical error during data entry or may
indeed be an outlier. On the other hand, evolutionary noise may be a result of changes
in the domain which render older cases in the case base use lessor incorrect. Thus, in
essence, the data is exhibiting a moving or evolving behaviour, e.g. behaviour of bank
account holders over the past decade may exhibit differences rendering previous data

unhelpful or even noisy.

An early attempt by Wilson [Wil72], also known as Wilson Editing, removed all cases
in the case base which were incorrectly classified by their nearest neighbour. Though
effective, a major drawback of this scheme was that the target case was assumed to be -
noise even though the candidate case may well have been so. Later, Tomek [Tom76]
built upon this technique by making several passes over the training set and also by

incrementing with different values of k (number of nearest neighbours).

From a case base maintenance perspective, CBL3 [Aha91]} is of interest to us since
it aimed at removing noisy cases. This was implemented by tracking the frequency of
a retrieved case matching the target's goal feature. Thereafter, only those cases with
significantly high frequencies were reused. Results showed that CBL3 was relatively |

more robust and resilient to noise in comparison to its predecessors.

A method that accounted for temporal drifts (evolutionary noise) was proposed by
Montaner et al. [MLdeR02] for recommender agents. Their technique accounted for
changing tastes and preferences of uses that made some existing cases irrelevant,

Each case was associated with a variable that recorded the degree of users’ interests |

in it. Upon reaching a certain threshold, it was discarded.
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A failure driven deletion strategy was proposed by Portinale et al. [PTT99, PTOO]
where the entire case base was periodically monitored. Here, two types of cases were
identified and removed. Firstly, cases that have been inactive or not retrieved for a

threshold period of time are considered irrelevant and deleted. Secondly, cases that

have been recorded to deliver false solutions more often are deleted.

An interesting extension to the footprint deletion policy [SMO1] was proposed by
Delany and Cunningham [DCO04] who dealt with spam filtering which entailed using
voluminous and noisy case bases. In addition to defining the coverage and reachability

sets of a case, they included another property, i.e. the liability set which defines
the instances where the case misclassifies the target case or contributes towards it.
Thereafter, if cases within the coverage of this case can be classified correctly using

other cases, it is deleted or else retained.

Cheetham [Che00] developed a technique that associated a confidence value with the
proposed solution. The approach preprocessed the training data to assess the magni-
tude of error in the predicted value relative to the target-candidate case distance and
generate a linear regression model between similarity scores and error. Although an in-
teresting approach to influence users’ confidence, this approach does not address the

issue of avoiding reuse of noisy cases which principally affect the confidence intervals.

Thus, the competence enhancing techniques presented above deal with noisy cases

in the case base that may pose a hurdle to delivery of good solutions.

4.5 Discussion

This chapter summarised recent salient developments in case base maintenance. As
mentioned before, it is evident from the works cited that research in this aspect of CBR
has gained momentum in the recent years. In this section, some of the characteristics
and trends in maintenance relevant to this research are discussed. Also, certain gaps
or inadequacies in the research are presented that make such techniques ineffective
for prediction problems. Firstly, it was noted that most techniques were built for
and demonstrated upon classification problems. Such tasks usually have well-defined
problem and solution space boundaries that ease development of routines that perform

intelligent operations such as maintenance. Additionally, classification case bases may
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tend to exhibit more problem-solution regularity due to relatively lesser noise. This is
because most boundary cases are problematic since théy can potentially misclassify or
be misclassified and hence, can be labelled as noise. Moreover, detecting noise in such<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>