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Abstract

In this paper, the boundary leaking is firstly analyzed 
on the geodesic active contour model in detail. Then the 
Max/Min flow framework is generalized and applied to 
deal with boundary leaking on image segmentation and 
region tracking applications. It is proved that the 
generalized Max/Min flow framework could reach a 
steady state solution. Experiments show that this 
generalized framework is a flexible computational 
framework, and many methods and strategies can be 
combined into this framework simply.
Keywords: Max/Min flow framework, boundary leaking,
Image segmentation, Region tracking

1. Introduction

Methods of curve evolution for segmentation, tracking 
and registration were firstly introduced in computer vision 
by Kass, et al. in [1]. These evolutions were reformulated 
as the geodesic active contour model under the Euclidean 
curve shorting flow framework by Caselles, et al. in the 
context of PDE-driven curves and surfaces [2]. Level set 
methods were firstly introduced by Osher and Sethian in 
the context of fluid mechanics in [3]. They provided both 
a nice theoretical framework and efficient practical 
computational tools for solving such PDE's. There has 
been a lot of literature that addresses its mathematical 
foundation and various applications. But then, there are 
some challengeable problems in implementation of level 
set methods, such as distance function [4], boundary 
leaking [5], etc. In this paper, we are concerned about the 
boundary leaking problem, which resulted from the 
original geodesic active contour model. In order to deal 
with it, many constraint terms have been introduced in 
these PDE’s, such as weighted area gradient flow [5], 
gradient vector flow [6], edge-flow [7], etc. It is possible 
to suppress the boundary leaking if the evolving tendency 
of flow can be controlled. This is easy to be implemented 
under the Max/Min flow framework.

The Max/Min flow scheme was firstly proposed in 
[8,9] for image enhancement and denoising. However, it is 
a flexible computational framework, and many methods 
and strategies can be combined into this framework. 
These sophisticated methods are usually used to determine 
the evolving tendency of flow. Thus, in this paper, we 

generalized this scheme, and proved that this general 
computational scheme could reach a steady state solution. 
Furthermore, it was applied to the image segmentation and 
region tracking applications for suppressing the boundary 
leaking. In addition, under this general framework, it can 
be noticed that the forms of speed function for the image 
segmentation and region tracking are similar, while their 
different decision rules (boundary conditions) can be 
defined respectively. This simplifies the design of speed 
function for various different problems. Since this 
framework is an open general framework, it is easy to 
change decision rules for other different problems.

Recently the problem of partial volume estimation has 
attracted a wide interest for image segmentation. In 
essential, it is to identify different materials within a small 
region of image, only its datasets is volume data. In [10], 
the partial volume modeling was proposed, which could 
classify for each voxel by modeling the voxel histograms. 
In [11], the grey-level distributions were modeled as a 
linear combination of Gaussian distributions for the pure 
material and the Gaussian-triangle convolution for each 
possible mixture. The distributions of the grey-level slope 
were modeled as a linear combination of Rayleigh 
distribution for pure material and Rician distribution for 
each possible mixture. These statistic models were used to 
approximate the real model. In [12], the region 
competition algorithm was presented, which dealt with the 
mixture model by using a neighbor window of each pixel. 
In our approach, these sophisticated statistic models or 
algorithms would be combined with the curve evolution 
model under this general Max/Min flow framework, so as 
to ensure the evolving tendency of flow rightness.

Another example of the deformable model is to use 
level set methods in solving the region tracking problem 
[13-15]. Because the goal of these tracking algorithms is 
to extract the boundaries of moving objects, some 
methods and strategies in the implementation of level set 
methods for image segmentation are used in the 
implementations of these region tracking algorithms. 
Thus, there are some similar problems between these two 
applications. In the following applications, it can be 
noticed that their forms of level set equations are similar, 
while their different boundary conditions can be defined 
respectively under the Max/Min flow framework.

This paper is organized as follows. In section 2, the 
boundary leaking is firstly analyzed in detail on the 
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geodesic active contour model. Then, the Max/Min flow 
framework is briefly introduced and generalized in section 
3. In section 4, the generalized Max/Min flow framework 
is applied to deal with the boundary leaking on the image 
segmentation and region tracking applications. Finally, 
our conclusions appear in section 5.

2. Boundary Leaking

The boundary leaking was firstly observed on CT 
medical image segmentation in [5]. In fact, it is an 
intrinsic fault of the original geodesic active contour 
model. This deformable model is usually written as, 

cccct gIg NNNC )()( ⋅∇−= κ ,
where, cκ  is the Euclidean curvature of evolving curve 
C(t), cN  is the unit inward normal of C(t), g(I) is usually 
defined as a monotonically decreasing function of the 
intensity gradient |∇I|, which attracts the evolving curve 
towards the object boundary. Using the level set 
framework, we can obtain its level set representation as 
follow,

φφκφ ∇⋅∇+∇= gIg ct )( ,                   (1)
with the initial condition )(),0( 0 CC φφ = , and its speed 
function cc gIgF N⋅∇−= κ)( . It is easy to see that the 
curvature term in the speed function is the known 
Euclidean heat flow, which is used for curve smoothing 
and evolution. This is the basic form of Euclidean heat 
flow. In practice, if only the dynamic balance is reached 
between the curvature term and the second term, the 
evolving curve can obtain a trivial steady state.

Furthermore, expanding the speed function, we yield

cc I
IIDgIgF N,)( 2
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where ID 2  denotes the Hessian of the intensity I. Assume 
that the evolving curve has converged at the real 
boundary. Then the unit vector of intensity gradient and 
the normal of C(t) should be identical, i.e. 

IIc ∇∇=−N . Obviously, the second term should be the 
second derivate of I in direction of intensity gradient up to 
a derivative scale )(Ig ′ , and be equal to zero, i.e. 

0,2 ==∇∇ ηηIIIID cN . Because the function 

0)( ≠= minimumIg , it is difficult to reach a dynamic 
balance state at the real boundary. Thus, this scheme is 
prone to boundary leaking.

Most deformable models are proposed for boundary 
detection. As the image segmentation, these models can 
be used to extract the contours of moving object in region 
tracking, but the input frames are usually enhanced in 
advance. Region tracking is usually based on the observed 
inter-frame intensity difference model, 

)1,,(),,(),( −−= tyxItyxIyxd , where I(x,y,t), I(x,y,t-1) 
are the current and the previous frame intensity function. 
And the probability density function of d(x,y) is modeled 
as a mixture of two Gaussian (or Laplacians) distributions, 
which are both zero-mean and correspond to the 
background area and the moving objects area respectively.

In [13,14], the detecting and tracking moving objects 
in image sequences were formulated in a variational 
framework. The motion detection only estimates the 
moving area between the two successive frames. It does 
not detect the original input frame sequences directly, but 
detects a new generated frame, which is described as,
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where, Ω(X) denoted the neighborhood of pixel X∈R2, 
and )(,

objbg
pdpd  are the probability density function of 

the observed inter-frame difference d(X) under the 
background area (or object area) hypothesis. In this new 
frame, the moving area has been enhanced. The edge 
detection operation is applied to this new generated frame 
in the motion detection part. The next step is the tracking 
part. Unlike the motion detection, the tracking part detects 
the boundary of moving object on the original input 
frames directly.

The detection and tracking problem were described in 
[13] as an energy minimum problem. The Euclidean curve 
evolution equation is described as,
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And its level set representation could be written as,
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It is clear that both the motion detection and tracking part 
adopt the geodesic active contour model, whose speed 
functions have the common form as in Eq.(1). Thus, the 
boundary leaking problem exists in the scheme of Eq.(2) 
too.

If the wrong evolving tendency of flow can be 
corrected, it is possible to suppress boundary leaking. In 
our approaches, the schemes of Eq.(1) and Eq.(2) are 
redefined under the generalized Max/Min flow 
framework. It can be noticed that the evolving tendency is 
corrected by the decision rules. This is a main reason why 
the generalized Max/Min flow framework is introduced.

3. Generalized Max/Min Flow Framework



In [8,9], the Max/Min flow scheme was firstly 
presented for noise removal and image enhancement. An 
image is interpreted as a collection of iso-intensity 
contours, which can be evolved, and speed function is 
only defined as image intensity curvature, so that sharp 
boundaries are preserved. Compared to existing 
techniques, this approach has several distinct advantages. 
One is to remove noise without too much blurring. 
Another is that the scheme can automatically stop 
smoothing at some optimal points, and the continued 
application of this scheme produces no further change. 
The key idea in the Max/Min flow scheme is to introduce 
a Max/Min switch function into the decision of the local 
optimal motion for noise removal. In this section, we 
generalize this framework, and try to suppress boundary 
leaking under this general framework on image 
segmentation and region tracking applications in the 
following section.

We refer to a speed function F in the context of the 
general level set equation φφ ∇= Ft , where F is assigned 
the speed of the front in a direction opposite to its normal 
direction. The generalized Max/Min flow framework can 
be written as,
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where the decision rules can be designed specially for 
various applications. Actually, it lies on cF  but not this 
generalized framework whether the level set equation has 
a trivial steady state solution.

First, we consider the following two flows, 
)0,min( cFF =  and )0,max( cFF = . When the level set 

function φ is chosen the negative of the signed distance in 
the interior, and the positive sign in the exterior region, 
the flow under )0,min( cFF =  will tend to grow outward 
endlessly. Conversely, the flow under )0,max( cFF =  will 
tend to shrink until collapse to a point. Very roughly 
speaking, we might think of the choice of the Max and 
Min flow related to the evolving tendency, i.e. the 
evolving tendency of the flow under Eq.(3) depends on 
the choice of the max and min flows, while the evolving 
tendency of the flow under cFF =  only depends on cF .

Then, let the flow under cFF =  corresponding to the 
level set equation φφ ∇= ct F  be able to reach a trivial 
steady state solution. Note that the steady state solution is 
only a local optimal solution of the above equation, and it 
is not unique. And the choice of flow under Eq.(3) is 
either cF  or zero.

After that, we consider the flow cF  under this 
generalized framework again. If the choice of flow 
resulted from the decision rules in Eq.(3) and the flow 

under cFF =  are identical at all the time, it is clear that a 
steady state solution of Eq.(3) is namely one of the flow 
under cFF = . On the other hand, the worse case occurs 
when the choice resulted from the decision rules in Eq.(3) 
and the flow under cFF =  have opposite evolving 
tendency, i.e. the speed is always set to zero, F = 0. No 
propagation takes place in this case. In addition, if the 
Max/Min flow stays at some state that is a steady state for 
the flow under cFF = , it is clear that 0=cF  in this case. 
Then, whether the Max or Min flow is selected in Eq.(3), 
no propagation takes place.

When they have the same evolving tendency on some 
local parts of the evolving curve, these parts will tend to a 
steady state just as they are driven by the flow under 

cFF = . When the opposite evolving tendency appears on 
other parts of the evolving curve, then no propagation 
takes place. Hence, if only the choice of flow under Eq.(3) 
and the flow under cFF =  are identical, the propagation 
takes place, just as the front of propagation is driven by 
the flow under cFF = . The final steady state solution of 
the scheme of Eq.(3) should be bounded by all steady 
state solutions which the flow under cFF =  can reach. 
From above analysis, we yield

Proposition: If the flow under cFF =  can reach a steady 
state, this flow under the generalized Max/Min flow 
framework is able to reach a steady state too.

In addition, this general framework is an open general 
computational framework, under which many constraint 
conditions can be coupled in the speed function to 
suppress boundary leaking. We illustrate it on the image 
segmentation and region tracking applications in the 
following sections. It can be noticed that they would have 
the same form of cF  in their speed functions, except their 
different decision rules.

4. Applications

4.1 Image Segmentation Under Generalized 
Max/Min Flow Framework

Under the generalized Max/Min flow framework, the 
geodesic active contour model is still adopted, while the 
decision rules are concerned in this section. Our proposed 
algorithm is to aim at the partial volume estimation, which 
is a boundary leaking problem essentially. Usually, this 
kind of problems indicates that the risk of 
misclassification for adjacent regions is too big, and in 
some extreme cases where the two distributions have the
same mean but different variances, the classification error 
will be intolerable. In order to overcome these problems, 
some further texture features are extracted as the vector 



feature. In this paper, for the analysis convenience, we 
consider Gaussian distributions, and the number of classes 
is supposed known so as to estimate the parameters of 
statistic model.

In order to deal with the finite mixture model, we 
choose some clique types shown in Fig.1 and intensity 
feature as the pixel feature vector. These clique types as 
texture features have been applied into the texture image 
segmentations [16]. The feature vector 
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is the set of all cliques of type i in a given window 
W(w×w), 1)( −=∆ Xc  if )()( XIXI ′=  and 1)( =∆ Xc

otherwise. In our algorithm, the feature number m+1 = 5. 
It is easy to see that the first m elements are texture 
features while the (m+1)th is the intensity feature. So, 
these features should allow to be applied in both textured 
and non-textured images.

Fig.1 The 4 clique types associated to a 2nd order model

Suppose that the feature vectors satisfy the Gaussian 
distribution, i.e. V(X)∼N(m,Σ). After these feature vectors 
are extracted, the EM algorithm is applied to estimate the 
parameters for each class in image. Since the elements in 
V(X) are not independent each other, the probability 
density function ))(( Xpdi V  should be a higher 

dimension Gaussian form for each class Ui ii RRR =, . In 
order to estimate the probability of each pixel robustly, we 
can sample a neighbor window around the each pixel. For 
the partial mixture case in a given window, the above 
probability density function will be replaced by the joint 
probability density function for each class,
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where, )( wwWRii ×= Iα , which made the mixture 

distribution of X, ( )∏ Σ=
i iii XpdX ,)())(Pr( mVV , 

depend on the position X(x,y)∈R2. Because of 
V(X)∼N(m,Σ) for a given window W(X), its sample mean 

)(XV  and covariance matrix )(XΣ  should satisfy the 
Gaussian distribution too. In [12], the above joint 
probability density function for each class was rewritten 
as,
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It is clear that the above equation can detect two regions 
with the same means but different variances.

At last, a Bayesian classification method is applied to 
decide which class each pixel should belong to by the 
following likelihood function,
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where the prior probability ( )ii Σ,Pr m  can be estimated 
by EM algorithm. The Bayesian classification result is the 
class number,

( )),Pr(maxarg)( iii XXL Σ= m
Because the inside of evolving curve is viewed as a single 
region 0LR , the decision rules only need to decide 
whether the Bayesian classification result L(X) is equal to 
the class number L0. Under the Max/Min flow framework, 
the curve evolution equation for segmentation can be 
rewritten as,

φφ ∇= Ft                                       (4)

where, 
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Compared with the scheme of Eq.(1), the scheme of 
Eq.(4) increases capture range, and selects a reasonable 
evolution direction for each iteration step. Since the 
Bayesian decision can control the evolution tendency of 
the evolving curve under the generalized Max/Min flow 
framework.

4.2 Region Tracking Under Generalized Max/Min 
Flow Framework

As the image segmentation, we mostly concern about 
the decision rules under this generalized framework. The 
scheme of Eq.(2) consists of the two parts, one is the 
motion detection, and another is the tracking part. First, 
consider the equation of the motion detection. The crucial 
step is to decide whether the current pixel belongs to the 
moving area. Since the inter-frame difference probability 
density function is modeled as a mixture of two Gaussian 
(or Laplacian) distributions. It can be written as,

))(())(())(( XdpdPXdpdPXdpd
objobjbgbg
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where, )(,
objbg

PP  is a priori probability under the 

background (, object) area case. We can design the 
decision rule for the equation of motion detection 
according to the above equation. Under the generalized 
Max/Min flow framework, the equation of motion 
detection can be re-written as,

φφ ∇= Dt F ,
where,
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The motion detection is similar to the image 
segmentation, only its input frame is the enhancement 
frame }{ DI . In order to increase the capture range, we can 
apply the above image segmentation approach into frame 

}{ DI . Since there are only the object area and background 
area in frame }{ DI , the class number is two. And the 
feature is the scale d(X), which is simplified as 
d(X)~N(0, 2). Similarly to the image segmentation case, 
we sample a neighbor window around the point X. The 
joint probability density function for each class can be
rewritten as,
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where, )(and)( 2 XXd σ  are the window mean and 
variance respectively. We can easily yield the Bayesian 
decision by the following likelihood function,
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So, the speed function can be re-defined as,
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For the equation of tracking part, the crucial step is to 
decide the evolving direction of evolution curve (i.e. the 
direction of the object motion). Because the edges or a 
texture background in the original input frame could often 
change the evolving direction unpredictably. In [15], the 
probability of each pixel belonging to the inside and 
outside of evolving curve can be approximated by the 
infimum of the inter-frame intensity difference. 
Obviously, the estimate of infimum can be used in the 
decision rules for the equation of tracking part under the 
generalized Max/Min flow framework. The equation of 
tracking part can be re-written as,

φφ ∇= Tt F

where,
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The parameter δ determines the maximum range of 
motion. So, it should be set to different values for the 
different image sequences respectively.

According to Eq.(5) and Eq.(6), the scheme of (2) is 
redefined as,

( ) φφ ∇⋅+= TDt FF .                        (7)
Although the motion detection and tracking part have the 
same form of speed function as in image segmentation, 
they are two different problems, which can be solved by 
their different decision rules. Thus, the speed function 
becomes simple and flexible. In fact, the Max/Min flow 
framework is only a general computational framework. 
Under this framework, we can only consider the intrinsic 
characteristics to design speed function, while leave the 
“stop criterion” in decision rule. In this way, many 
methods and strategies can be introduced into the decision 
rules.

4.3 Experiments
Image Segmentation

The experiment of image segmentation is leg bone 
segmentation on a gray slice image. From the original 
slice image in Fig.(2a), it can be observed that the 
boundary of bone is blurry, but the texture features 
between the different regions are distinct. So, the texture 
features are used in our algorithm. In this experiment, our 
algorithm is used to deal with the partial volume 
estimation. An initial segmentation should be given. We 
can usually obtain it using K-means method (see 
Fig.(2b)). The image segmentation is implemented by the 
schemes of Eq.(1) and Eq.(4) respectively. The function 
g(f) in the evolution equations is defined as 

2or 1,)1(1)( =+= kffg k .
The segmented image by Eq.(1) is shown in Fig.(2c). 

Since some parts of the evolving curve in the initial 
segmented image have run across the edges of leg bone 
while others have not reached the boundary, the evolving 
curve by Eq.(1) only reached some local edges of texture 
but not the desired boundary of leg bone when a steady 
state was reached. It is distinct that the flow under Eq.(1) 
leaks through the boundary on some locations of the 
desired boundary after continued application of scheme of 



Eq.(1). When the image segmentation is driven by Eq.(4), 
the evolving curve can trend towards the boundaries of leg 
bone gradually, and converge to them finally. The 
segmented image by Eq.(4) is shown in Fig.(2d).

a.                       b.                         c.                     d.
Fig.2 Image segmentation by the schemes of (1) and (4)

Region Tracking
The experiments of region tracking are carried out on 

320×240 resolution grey image sequence. The two 
methods driven by the schemes of (2) and (7) are 
compared from the following three aspects, motion 
detection part, tracking part and combined equation.
Motion Detection

We detect the moving area by the implementations of 
the motion detection part in Eq.(2) and in Eq.(7) 
respectively. In this experiment, the Gaussian model is 
adopted. Some unknown parameters can be estimated by 
EM algorithm for creating the enhancement frame }{ DI
and defining decision rules.

The enhancement frame }{ DI  is shown in Fig.(3b). It 
can be seen that the moving area has been enhanced from 
background. We perform the motion detections in the 
schemes of (2) and (7) on the new frame }{ DI
respectively until a steady state is reached. The results are 
shown in Fig.(3c,3d). It can be noticed that the evolving 
curve by the motion detection in Eq.(2) is prone to getting 
across the boundaries with a small gradient magnitude.

a. Successive input frames           b. The new generated frame

c. Motion detection in Eq.(2)   d. Motion detection in Eq.(7)
Fig.3 Motion detection

Tracking Part
The contour of the moving object is tracked by the 
implementations of the tracking part in Eq.(2) and in 
Eq.(7) respectively. The former is only based on the 
current frame {In}, but the latter is based on both the 
current frame {In} and previous frame }{ 1−nI . The
evolving curves in Fig.(3c,3d) are defined as the initial 
zero level sets for tracking part. The evolution results are 
shown in Fig.(4). It can be noticed that the evolving curve 
by the scheme of (6) can converge to the boundary of the 
moving object.

a. Tracking part in Eq.(2)      b. Tracking part in Eq.(7)
Fig.4 The comparison of the tracking parts

Combined Equation
In this experiment, we illustrate our tracking algorithm 

via the implementation of the scheme of Eq.(7) on a real 
image sequence under the generalized Max/Min flow 
framework. For the computational conveniences, the 
initial contour is manually outlined in the first frame 0 of 
the sequences, and then the contour is tracked from the 
frame 0 to frame 1, then from frame 1 to frame 2, and so 
on until the last frame in the sequence. The total of frames 
is 30. The initial unknown parameters in Gaussian models 
can be estimated accurately using the contour area in the 
first frame, and then these parameters could be estimated 
repeatedly using the known contour area in previous 
frame. The results are shown in Fig.(5).

In the first 19 frames, the inter-frame motion is little. 
The motion detection part in Eq.(7) can easily locate the 
motion area, which is very close to the boundaries of 
moving object. So, the tracking part in Eq.(7) can refine 
the evolving curve to converge at the contour of the 
moving object in a small range. The parameter δ can be 
set a little value.

After frame 20, the moving object is becoming fast at 
the image speed of about 10 pixels per frame. Although 
the motion detection part in Eq.(7) could detect the 
motion area, the area is very large to the boundaries of 
moving object. A lot of edges or texture on the 
background appear in this motion area. Hence, the motion 
detection part is not available for detecting the boundaries 
of object. It is difficult to tracking the boundaries of 
object by the tracking part in Eq.(7) in this complicated 
area. In frame 20, it can be noticed that the evolving curve 
converges at the boundaries of other object but not 
moving object. Although we tried to adjust some 



parameters, such as δ is set a large value, the obtained 
contour of the moving object is apparently deformed.

(1)                      (2)                      (3)                     (4)

(5)                      (6)                      (19)                     (20)
Fig.5 Region Tracking by Eq.(7)

5. Conclusions

In this paper, we firstly analyzed how to result in 
boundary leaking on the geodesic active contour model in 
detail. Then, the Max/Min flow framework was 
generalized as a general computational framework, and 
applied to deal with boundary leaking on the image 
segmentation and region tracking applications. It was 
proved that the generalized Max/Min flow framework 
could reach a steady state solution. From the above 
applications, it can be noticed that many methods and 
strategies could be introduced into this generalized 
framework as the decision rules, so as to suppress 
boundary leaking. From an implementation point of view, 
the speed function becomes simple and flexible under this 
general framework.

In future work, we will develop more robust methods 
or techniques as the decision rules under the generalized 
Max/Min flow framework, so as to overcome boundary 
leaking, but not only suppress it.
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