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Preface

Group Decision and Negotiation 2012 was organizeBidderal University of Pernambuco, Brazil during
May 20-24, 2012. GDN 2012 was the 12th annual mgetrganized by the INFORMS Section on Group
Decision and Negotiation, in cooperation with tH8RED Working Groups on Decision and Negotiation
Support and Group Decision Support Systems. Thessef GDN conferences started in Glasgow in
2000, and continued in La Rochelle (2001), Per@022, Istanbul (2003), Banff (2004), Vienna (2005),
Karlsruhe (2006), Montreal (2007), Coimbra (200B)ronto (2009), and Delft (2010). The meetings in
Istanbul, Banff, and Toronto were held as streaitisinva larger INFORMS Conference.

GDN conferences traditionally bring together reskars from Africa, the Americas, Asia,
Europe, and Oceania, with a stimulating varietp@tkgrounds, and from a wide diversity of discipfin
— from economics, operational research and gameryth® social sciences and information systems.
While many of us come from different backgrounds,all share a common focus: research into complex
decision problems, involving multiple stakehold@xith different perspectives, issues and emoticausl,
requiring decision aid for both process and content

The aim of GDN research is not only to improve amderstanding of group decision and
negotiation processes, methods, tools, and tecksjduut also to support decision makers and negctia
and help them achieve better results. The contdbsitin these proceedings reflect the richnessDRNG
research. Using a variety of research approachesainorganizational settings and laboratory Situns,
they focus on the development, application anduatain of concepts, theories, methods, and teclksiqu

GDN 2012 included a Doctoral Consortium that offeRhD students an opportunity to present
and discuss their dissertation research with facaitd other students. This consortium was held on
Sunday 20 May.

We are grateful to the individuals and institutidhat helped us make this conference a reality.
We would especially like to thank Federal Universif Pernambuco, SOBRAPO (Brazilian Society for
Operational Research), ABEPRO (Brazilian SocietyPafduction Engineering), INFORMS section on
Group Decision and Negotiation and EURO Workgroup @ecision Support Systems, for their
recognition and assistance. We are grateful foarfonal support from the Federal University of
Pernambuco, CAPES (Federal Agency of Support aradugtion of Postgraduate Education), FACEPE
(Research Funding Agency of the State of Pernambu@HESF (Companhia Hidroelétrica de Sédo
Francisco), CDSID (Center for Decision Systems hridrmation Development) and IPSID (Decision
Systems and Information Research Institute). We ke this opportunity to thank the members of the
Program Committee for their commitment and theforé$, which enabled us to review efficiently and
effectively the more than one hundred submissiomsageived.

We are confident that the keynotes and researcdepred at GDN 2012 will assist and inspire
decision makers and negotiators as they address phmeblems. Coming from many different
backgrounds, the presenters brought unique pergpscind experience to the conference, stimulated
new ideas and established new friendships. Therksyaollected in these proceedings, make a unique
contribution to knowledge in Group Decision and bligtion. We warmly recommend every one of them
for your reading.

D. Marc Kilgour and Melvin F. Shakun (Conferenceat)
Adiel Teixeira de Almeida (Program Chair)

Danielle Costa Morais and Suzana de Franca DargherD(Organizing Chairs)

Group Decision and Negotiation 2012, Recife, Peinau.
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Reframing framing: Emotion and interactivity in gro up decision and
negotiation?

Bilyana Martinovski

College of Boras and Stockholm University, Sweden
bilyana.martinovski@gmail.com

Abstract: The purpose of this paper is to relate the conoédtaming in decision-making and
negotiation to interaction. It explores the relatlmetween reciprocal adaptation, interactive alignim
theory and theory of Theory of Mind by observinghauntic data. It uses two types of activity: an
everyday sharing between two friends and a plegairamegotiation. The study finds that problem
reframing or negotiation is affected by interadtivand led by discursive mechanisms such as
reciprocal adaptation, which realizes interactiVignenent and complex reasoning. The type of
activity predicts the functionality of reciprocadaptation. It notices that in plea bargains intévac
alignment realizes complex Theory of Mind reasordnd that due to multi-functionality of discourse
features alignment can’t be measured based ostgtatioccurrences.

Keywords: emotion, reciprocal adaptation, negotiation, grdapision, interactive alignment

1. Introduction

The purpose of this paper is to relate the conegédtaming in decision-making and negotiation to
interaction. The study explores if and how activagd interaction affect the decision process. In
particular, it seeks evidence for and against auive alignment theory and theory of Theory of Mhy
observing authentic data. It uses two types of/éigtione is an everyday interactive sharing betwise
friends and the other is an example of strategeraction, namely a plea bargain negotiation, Ifiatin
Heritage’'s and Maynard’s corpora. Since discourséities are multi-functional qualitative, ethno-
methodological analysis of audio-recorded intetatiis applied. The study starts with examinatibn o
interactive theories and then continues with exasmf analysis, which comment on and test these
theories using the above-mentioned data.

2. Theoretical foundations

Negotiation and group decision-making are definegracesses of problem reframing. Since negotiation
and group decision taking are most often conduattstactively one needs to redefine the concept of
framing by adding the socio-interactive aspectt®fmeaning. Thus by problem reframing we mean not
only cognitive-affective reframing but also socideractive restructuring of a problem. Prospecbithe
(Kahneman and Tversky, 1986) did not offer undeditay on decision taking as socio-interactive
reframing, but only as a cognitive-affective pracetn order to understand negotiation and group
decision taking we need to understand how the datévactive framing affects the decision process.

The concept of framing has different definitiordapplication in the fields of decision studies and
in social studies. Behavior and decision takingtesl to e.g. the function of money, framing is dledi as
a cognitive process, which limits and directs theerpretation of and the emotional relation to the
perceived and imagined loss and gain. In other sydndre the process is cognitive and emotive. @ne o
the ways in which people frame, for instance, lessed gains, is that losses regularly hurt more tha
gains feel good (ibid.).The framework or the stmetthat maintains this state of preferences affect
decision taking.

In interaction studies and sociology, the conagfpframe is a bit different. Goffman's (1974)
original description and understanding of framiaglescribed in short as 'organization of experieince
interactive and social order. Frames are not oogjnitive but also social interactive constructiaes the
frame is set also by the activity and the situatiersuch, including roles, settings, goals. Fdaims, in a
courtroom, the judge sits in the middle of bothtigar independently of how the defendant understand
the situation. It follows that in Goffman, a sitigax is not created by the interactants but a freane
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Gumperz’ (1982: 13) definition of reciprocal adajn is also related to framing: “the
procedure...where each participant gradually leansdapt and to enter into the other's frame of
reference.” In his view, reciprocal adaptatiomigoived in interactive reframing of situations, kvledge
and arguments and it does not presuppose consgiol@ss conscious processing of information. This
communicative, cultural and learning mechanismds anly cognitive but also linguistic, emotive and
behavioral i.e. speakers adapt to each other darelift levels: lexical and semantic choice, syntax,
posture, gaze, proximity, orientation, tone of egietc. It is a mechanism behind linguistic phenuane
such as creole-like varieties of languages andrdntve emotions such as empathy and rapport
(Martinovski 2010). Similarly, human users adapthe speech and behavior of the Virtual Agent (Bell
2003, Martinovski and Traum 2003). Thus, there l@asic interactive mechanisms, which characterize
human interaction and affect participants' franfa®ference, such as reciprocal adaptation.

Earlier studies (Martinovski, Traum and Marsell@02) indicate that empathy (elicitation,
acceptance, rejection, refusal of empathy) mayelea sis a general cognitive-emotive capacity nepessa
for successful human interaction. This view relateshe Theory of Theory of Mind, which claims that
interactants consciously or less consciously bthlebries of each others' and own goals, knowledge,
characteristics, social and emotional status,ifatsd by specific neural resources and proces3ihcee
competitive theories explain how Theory of Mind Idirig occurs: by simulation, by imitation or by
representation. Martinovski (2007) finds manifastatof all three cognitive-emotive processes in
discourse.

According to Pickering and Garrod (2006), commatian in discourse is accomplished through
an interactive process they call alignment and essfal communication through good alignment: 'the
development of similar representations in the lotartors ... interlocutors align situation modelsidgr
dialogue.' (ibid. p.1). The main claim of their éng is that 'automatic processes play a centra aoid
explicit modelling of one’s interlocutor is secongan communication’ (ibid.). The alignment invels
situation models and non-situational knowledge sasHanguage knowledge. Interlocutors align their
situational knowledge but they also align knowleddesituation and language (for instance, what they
think 'right' means with the word 'right’). Theusition models include notions such as 'space, time,
causality, intentionality, and reference to maidiwWwduals under discussion' (ibid. p. 2). Alignmest
based on willingness for cooperation and on mestiarautomatic imitation (of lexical choices, synta
tone of voice, etc.): 'Our underlying conceptudlaa of conversation is collaborative, in that weatt it
as a “game of pure cooperation” ... in which it isbioth interlocutors’ interest for it to succeed bmth
interlocutors' (ibid. p. 22) and 'the interactiv&ggament account proposes that alignment is primitit is
a form of imitation and drops out of the functiorachitecture of the system... In these accounts,
imitation is an automatic, non-inferential processl is in some sense the default response. Generall
imitation does not appear to require any decismmdt' (ibid. p.18) Thus, alignment does not ineolv
building of entire theory of the other but an ptine turn-to-turn alignment on different linguistievels
of the message: phonetic, syntactic, semantic, Edch level is processed and aligned for it setf an
misalignment on one level enhances alignment othandevel. Pickering and Garrod point out alsd tha
children can't inhibit alignment, which speaks foe forcefulness of this interactive mechanism.eyrh
base their view on situated interaction where pigints have to find interactively each other'sitpos
in a maze without being able to see it and assumt the same mechanism works on everyday
conversation. 'Such models are assumed to capthed people are “thinking about” while they
understand a text, and therefore are in some seitisia working memory (they can be contrasted with
linguistic representations on the one hand and rgéfeowledge on the other). Successful dialogue
occurs when interlocutors construct similar sitoatmodels to each other.' (ibid. p. 1-2) They ersi#ea
'that this account differs from Clark (1996), whesames that speakers carefully track their addessse
mental states throughout conversations' (ibid.0).ahd that ‘the important point is that effectpaftner
specificity do not imply that interlocutors need @ay complex reasoning whenever they produce an
expression. Instead, they have a strong tenden@migloy the form that they have just encountered'
(ibid. p. 20).

Interactive alignment is similar to the conceptexdiprocal adaptation in that they refer to fragnin
in terms of similar discourse processes and dodeombtand conscious processing during interaction,
although the connection has not been made nor it in the literature.

Reciprocal adaptation, developed around 1982:
“the procedure...where each participant graduahris to adapt and to enter into the other's frame
reference."
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Interactive alignment, developed around 2004:
"the development of similar representations in ititerlocutors ... interlocutors align situation maslel
during dialogue.’

In that sense, Pickering and Garrod’s answer tn@m's question is: Interactants use interactive
alignment to frame their activities in order to raagense of a situation, where alignment is primijtiv
automatic, based on imitation and realizes on Ipotiduction and comprehension level. However, it is
hardly the case that alignment is the process tfiravhich interactants make sense of a situatioresiy
definition this processes is primitive i.e. does inwolve complex reasoning or active long-term roeyn
based monitoring. Rather it is more likely to seeas a way of preliminary or first layer framing.
Gumperz' answer to Goffman's question is then:rdstants gradually learn to frame their activities
through reciprocal adaptation in order to make sesfsa situation. It is a more general term than
alignment because it does not pose a conditiontoiaaticity and short-term memory basis.

The mechanistic aspect of communication, of aatueéting between people, does bring changes
into negotiation, which is otherwise characteribgdpre-set values, preferences and strategiegftiner
emotive adaptation in negotiation is of great iestrand it has not been studied sufficiently. Hoavev
even more complex cognitive-emotive processes asadome forms of Theory of Mind (ToM) building
can bring changes to negotiation and decision takior example, Martinovski, Marsella and Traum
(2007) found that empathy and rejection of empatiyolve ToM reasoning. Martinovski and Mao
(2009) describe how emations function as argumants Martinovski (2011) found that emotions are
conflict management engines, which involve oppastégprocal adaptation.

The present paper explores the relation betweeoudizve concept and theories such as framing,
reciprocal adaptation, interactive alignment, ameédry of Mind building. It studies if and how adtiv
and interaction affect decision processes suchegstiation. For that purpose, it seeks evidencefat
against interactive alignment theory and theoryloéory of Mind by observing reciprocal adaptation i
authentic data. It uses two types of activity, @an every day interactive sharing between friesnus
the other is an example of strategic interacti@mely a plea bargain negotiation, both from Hegtag
and Maynard’s corpora. Since, discourse entitiesranlti-functional qualitative ethno-methodological
analysis of recorded interactions is suitable aawkasary.

3. Reciprocal adaptation in empathy exchanges

The following example from Heritage illustrates aceessful ritualistic ‘empathic moment’. The
transcription conventions are: ‘[ | stands for depped speech; ' stands for prolonged vowel; ‘=’
stands for latching speech; /' indicates pauseijtabletters indicate emphatic speech; ‘+' indesatut-
off; ‘()" stands for inaudible speech; ‘?’ stanids rising intonation; ‘.’ stands for falling int@tion; ‘;’
stands for continuing intonation; each line in trenscription indicates an intonation unit; {0.9hsds
for seconds of pause; PE — parallel empathy, Giin@ji RE — reactive empathy, E — elicitation.

The empathy episode starts with an announcenidriuble on line 2. It is welcomed and
elicited on line 3 and followed by a narrative bgund on lines 4-13. Starting with an empathic
narrative conjunction, turn 14 gives the punch,linbich elicits empathy (Martinovski 2006).

Example (1) [Holt Xmas 85:1:4]

1. Joy: ye-:s I'm alright,

2. Les: oh:. hh yi-m- you know I-I- I'm boiling abt something hhhheh [1 heh hhhh]

3. Joy: [1 wha::t.]

4. Les: well that sa:le. {0.2} at- at . the viagr {0.6}

5. Joy: oh ye[2 :g],

6. Les: [2 1] {0.6} u ih your friend 'n mi:ne whe:re {0.2}

7. () (h[3 h hh)]

8. Les: [3 mmis] ter: R:,

9. Joy: (oh ye:s hheh) {0.4}

10. Les: and em: we really didn't have a loli&:oge that day becuz we'd been to bath 'n weld bee

christmas shoppin:g, {0.5} but we thought we'd éettjo along t'th'sale 'n do what we
could, {0.2} we hadn't got a lot . of s:e- readysba'spe:nd. {0.3} t[4 hh]
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11. Joy: [4 Mh].=

12. Les: =In any case we thought th'things werg egpensive.

13. Joy: oh did you. {0.9}

14. Les: AND uh we were looking rou-nd the stamtigpoking about 'n he came up t'me 'n be said

Oh: hhello leslie, . still trying to buy somethifigothing,

15. Joy: PEG-> .hhhahhhhhh! {0.8} 00[5:: ESLI E]

16. Les: PEE-> [5 0o:.ehh heh heh] {0.2}

17. Joy: PEG-> iis[6n 't he]

18. Les: REE-> [6 what] do you sa:y. {0.3}

19. Joy: PEG-> oh isn't he drea:dful.

20. Les: PEE-> eye-:-:s: {0.6}

21. Joy: PEG-> what'n aw::fl ma::[7::n]

22. Les: PEE-> [7 ehh] heh-heh-heh

23. Joy: PEG-> oh:: honestly, | cannot stand tha i\ just {no[8 :}]

24. Les: RPEE-> [8 I] bought well I'm gon' tellyée
that,ehh[7 heh ]=

25. Joy: 9O

26. Les: RPEE=[9 heh-heh he-e] uh: eh [10 ehhhhh

27. Joy: PEG->=[10 O H : : : :.] | do think heizddful

28. Les: PEE-> tch oh: dea-r

29. Joy: PEG-> oh: he r[11 eally iJ:s,

30. Les: RPEE->[11 he dra-]ih-he (.) took the veint'v
my sails c'mpletel(h)y .

31. Joy: REG-> | know the awkward thing is you'ever
got a ready a:n[12 swer have you. that's
ri:ght, ]

32. Les: REE->[12 no: | thought'v lots'v readysajers

a:fterward[13 s],

33. Joy: REG-> [13 yes] that's ri::gh[14 t].

34. Les: REG-> [14 yes] .

35. Joy: REG-> but you c'n never think of themhat t
ti:[15 me a:fterwards | always think. oh |
should've said that. or | should've said
thi]s.

36. Les: REG-> [15 no:.no:.oh yes eh-ring] {0.7}

37. Joy: REGE-> b[16 ut] | do:'nt think a'th'm hétti:me

38. Les: REG-> [16 mm:]. ehh huh huh {0.8}

39. Joy: oh:: g-oh 'n | think carol is goinghét
[17 meeting thight,]

Emotive reciprocal adaptation is manifested linticadly most expressively when Joy offers elicited
empathy on line 15 and Les implicitly accepts itlove 16. The exclamations on lines 15 and 16 are
similar: Les starts her exclamation with a simiaund to this of Joy '0o0' and continues with ahslig
differentiation. In that sense, the speakers aligih each other in tone and sound, starting with a
imitation, although the functions of the utteraneges different. Then starts a separation of pdrate
reactive empathy (Davis 1994, Martinovski 2006).Itaas 17, 19, 21, 23, 27, and 29 Joy gives exasnple
of what is meant by parallel empathy i.e. she esgge a mirrored feeling or disapproval of the petsp
whose actions Les feels hurt, in that way mirrotieg’ dislike of this person’s actions. In that senthis

is a parallel form of entering into each other'anfie of reference i.e. of reciprocal adaptationuflo
emotional alignment. On line 30 Les expresses fernal distress, which changes the charactereof th
elicited empathy i.e. line 31 illustrates reactarapathy. This empathy type is realized here withle-
play simulation expressed by the use of the gemergl pronoun 'you', which is another linguistic
formulation of the reciprocal adaptation mechanide tag-question is an elicitor of consent, which
again turns the roles around: Joy is supposed thébempathy giver but she often becomes the empath
elicitor as a form of empathy giving. On line 35/ Jxchanges the impersonal “you” with a referemce t
herself, voicing Les’ internal discomfort and emiasment for which she seeks empathy. This voising
expressed as a quotation of internal dialogue. Ttuysinternalizes Les’ inner state i.e. she display
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reactive emotive empathy. This exchange of rolespasitions is part of the reciprocity ritual.

Line 35, however, is an example of verbalizedusation process, which is in the lines of
theory of Theory of Mind rather than interactive(gament theory. On line 37 Joy has taken Les’ mdér
position and talks about her own experiences, whghanother example of cognitive reciprocal
adaptation. Les now functions both as a receiver amiver of empathy, the process has reached its
climax and suddenly on line 39 Joy announces a tzigip new topic.

The adaptation is at first more somatic, uncadlatipte and then becomes more cognitive as
they turn to comparisons of experiences and meawfalesentations of experiences. In this empathy
process both speakers verify, confirm, and reconfor each other the legitimacy of their experiexnce
values, and attitudes and in the processes they aftirror each other’'s verbal actions. The empathy
process in Example (1) is fulfilled: there was igiton, giving, and acceptance of empathy and wher
was also identification (e.g. line 31), incorpooati(e.g. line 35), reverberation (e.g. line 37)] &nally
detachment (line 39). The sudden change at thekRaample (1) and the repetitive turn of the rdles
the process of empathizing suggest that the empatigess is rather rehearsed and therefore ritigalis
We observe interactive alignment but also Theoriofd building processes during empathy exchange.
Interactive alignment has diverse linguistic masté¢ion, e.g., exclamations, tone of voice, tagstjaas,
parallel and reactive empathy forms. Interactivedry of Mind building manifests at the incorporatio
and reverberation empathy stages and take the dbemplicit reasoning from the other's point ofwie
through generalized pronouns. Thus, reciprocal tatiap in ritualistic informal empathy exchange is
realized by frequent interactive alignment and rattive Theory of Mind reasoning. The next section
studies if the same format of reciprocal adaptatides place in a more strategic and formal agtiiich
as a plea bargain.

4. Reciprocal adaptation and emotion in a plea bamjn

In comparison to friendly sharing and empathy ergea a plea bargain is a more formal activity, Whic
involves strategic and tactical interaction, whidne parties have opposing goals. It is a negotiatibere
participants have conflicting roles and goals. Piokg and Garrod predict manifestations of
misalignment in such activities. Would there alsoTitheory of Mind building processes? To answer this
question | first outline the structure of the pbEagain and then analyze manifestations of bognalent
and complex reasoning.

4.1. Description of the instantiation of the actiwy

The parties have to agree first that they are ngllio settle the case, then to establish the Reodé
provision that applies to the crime and at lastyttry to agree on the settlement value. This palet
instance of a negotiation involves sequences alagqgshof the main activity and different kinds ol su
activities and topics (sub-activities in italicsajor negotiation accomplishmentshnld):

1. Brings up Frank Bryan's case — Judge (Jge)

2. Inserted talk about a different case procedurerrafg back to a topic discussed before line 1 where
the judge brings up Frank Bryan’s casProsecutor (Prs)

3. Return to the case topic — Jge

Parties present their interpretation of events

Defense offers settlement and reference to Pew, énsists that this is a case of disorderly
conduct (CPC: 647f) rather than Arrest Resistaase ¢CPC: 148).

4. A meta-comment on the origin of his settlenstrdategy — Defense (Def) to Jge

5. Agrees to settle, suggest a type of crim&48 rather than 647f — Prs

6. Discussion on events, type of crime and apesbd — Def and Prs

7.Didactic instruction— Jge to Prs

8. Aggressive refusal to involve defendant’s pdominal history - Def

9. Side talk about rain- Jge

10.Plea Bargain Agreement- Prs, Def

Phases are defined as larger units of talk djstghed by topic, activity and location in the
conversation. Sequences are units of talk, whigblie at least an adjacency pair and which build up
phases in conversation. Each of the phases in #gstiation has particular initiation signals and
initiators. The order of the phases provides a exinand grounds the rest of the phases, i.e. this
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sequential order provides the organic structurthefinteraction. The negotiation is transcribedading
to selected conversation analysis standards: hotds continuous intonation; ‘.’ — falling intorai *:’ -
prolonged sound; [] - overlap; ‘=" - latching; ‘- 'emphasis; ‘Jge’ — Judge; ‘Def’ - Defence attorriBys’
— Prosecutor (District attorney).

4.2. Interactive alignment vs. complex ToM reasoni

| have studied this plea bargain earlier from défé angles: discursive strategies for reachingegent
(2007), the role of emotion in conflict transformoat (2010) and the role of reciprocal adaptation of
emotion in conflict management (2011). Here | wdbncentrate on the occurrences of interactive
alignment and interactive Theory of Mind reasoningelation to reciprocal adaptation and emotion in
negotiation.

4.2.1 Introduction phase

Already at the very start of the plea bargain tieompatibility of interactive alignment theory dvebry
of ToM is questioned. The judge introduces thedppsks about the identity of the defendant (lipargi
the defense attorney responds (line 4-6). The ptseis not joining the topic yet and throws irotrer
topic, as a subtopic (lines 7,8).

Example (2) [Frank Bryan]

1Jge: A:nnow that brings us to Frank Bryan.
2 ():  "hhhlh hhhh

3 Jge: [Is he the poor chap sitting oetéhall by h[imself,

4 Def: Ye:athe's

5 the sweet man with thieesmile, (0.5) a:nd this is ay six

6 forty seven ef an' a one forty eidtthroat clear))=

7 Prs:  =(thi-) these (Wednesday) specialshgway are on: th- the
8 date set for trial one eleveny;,

The question of the judge expresses abundance pétegn 'poor chap', 'all by himself', light tone of
voice, positive rhetorical intonation. The respomgethe defense counsel aligns with this choice of
description by adding sympathy and kindness tat@acter of his client: 'sweet man’, 'nice smiteld
tone of voice. (It is possible and common that pagiors of crime do not look aggressive, thus toav
defendant looks is the least important evidencatedlto the case.) This is a clear interactivenatignt
and interactive framing of the case but it is hadikely that this alignment is primitive, unconsas,
mechanistic and imitative. Just the opposite, & tlefense attorney aligns so obviously to the jisdge
formulation it is a clear indication of their Thgasf Mind of the case and its outcome. Utterancdirms

6 topicalizes the preferable 'disorderly condustx (forty seven ef') interpretation instead of thgest
resistance' (‘'one forty eight’) interpretation aullls a throat clear, which function seems to beoto
verbally mark or problematize the 'arrest resistarstory. On the surface, this is grounding though
interactive alignment using a question-answer ps@mantically similar lexical choices producing
cooperatively achieved orientation in the case. el@x, the emotionally charged formulations by the
judge and the defense counsel and the similarittheir descriptions manifest a case-theory-building
intentionality or intentionally synchronized frargiof the case. Each formulation directs the outcoine
the plea bargain; together they are even strofider.prosecutor is met from the start with two oppos
parties and he is 1:2. This explains the fact thatprosecutor does not align at first but he duoms
misalign either, later (see Example 3 below) he itoosithe story told by the defense and only atethe

of the plea bargain clearly aligns but negatively line 211 below) and addresses issues of impoetan
law, namely that the defendant has a prior rel&eloth resistance to arrest and disorderly condaoct
that sense, already at the start of the plea barga see manifestations of both interactive aligniand
complex ToM reasoning at the same time, which @irthombination express the strategic character of
the activity.



Group Decision and Negotiation — GDN 2012 9
20-24 May 2012, Recife, Brazil

4.2.2 Interactive story telling and leading questins

Story telling is an interactive way of framing, wiaking sense of a situation or a case. Interrogasio
another. In a plea bargain, there is no interrogatif witnesses, but the defense takes the opptyrtian
frame the problem at hand by telling a story. Belagyive the entire phase of the story telling whértds
with the decision to settle the case rather thatogm trial. On line 31 below the defense coungeins
the plea bargain with a yes-no question, initiatgda lip parting gesture, emphasizing 's' in 'sfrik
pronounces ‘actually' rather informally, and endth @& rising intonation. Then he waits for an ansfoe

a long time, even after the prosecutor's 'hmmlliran33, which is not a sign of misalignment; &f ibne
we understand it expresses lack of knowledge. Sineds asking and the other has no answer, biggh al
in lack of knowledge, interactively. However, whitie defense attorney establishes that the progesuto
not prepared to answer this crucial for the finaldict question the defense attorney takes thélggid
opportunity to frame the case through a storywhg he wants to see it, i.e. suitable for his ¢li&ow,

did the defense counsel ask an honest questiondohedtrigger on purpose the fact that there is no
violence? The fact is that he repeats the samdigoname more time on lines 58-59. There the goasti
is formulated as a leading tag-question, it staiith a volume escalation, rather colloquial humticis
lexical choice, it is uttered in overlap, and ttime it does not allow or await an answer. Thisidates
that the defense counsel did not ask a questiaticheot already have an answer too. On the susiace
have alignment of 'no knowledge', but really weéhawlanned and explicit modeling of the interlocut
and case framing. The defense uses such a leadegji@n again on line 71, with a tag question and
ample time for a response, thus emphasizing it. fabethat the defendant has been in jail alreadgni
important fact for the defense, because it claimas time has been served already although crimetis
clearly established. It is important for the judganemorize that fact as well i.e. it informs thege that
the man he found to be a 'poor chap' has already $ail for unknown amount of time, increasingeth
reasons for empathy. That is, again we see thetaictive alignment realizes complex reasoning rathe
than automatic processing i.e. this question do¢seek information, it seeks to strategically staowd
influence a ToM process, not just interactive atigmt of information.

Example (3) [Frank Bryan]

29 Jge:  Now on Frank Bryan?

30 (2.0)

31 Def:  "hh ((lips parting)) Did he acshuadlsike an officerg,

32 (2.0)

33 Prs:  Hmm:((not sure, high pitch))

34 (2.0

35 Def: "hh See this tu- i- he's comes halsklrand he comes home
36 to hiswn house at wh-whe- where e'd haveghfiwith ‘is

37 _fanily, "hhh an' he's out in front of 'is in 'isva front yard

38 with 'is (0.2) parently: hiawsuch a fight er[: least]

39 Prs: [His mu-] his

40 mother having called the police.

41 Def:  M(h)oth(h)er h(h)aving c(h)alled thu@th)ops, "hhh i- it's
42 a family thing.<He's screamin' an' an' ish then sayiok.

43 an' all that kinda stuff. "hh or therfuck. | assume, a:nd

44 u:m

45 ():  ['hhshh *huh(huh)

46 (J):  [hihhihhihhihhihhihhihhihhihhihhihhitihibihihhihh=

47 Def: [yih kno:w, "tgetting into what=

48 (J):  =[hihhihhihhihhih ih hh ih hh “hh hith hh “hh ih ik hih=
49 Def:  =[(">i- trans i-<) happening therd,dnd he's dmk.]

50(J)  =ih[hi )]

51 Def: [And this] is | mean the same ety happy golucky
52 good natured guy, as you can tell iideen out in the
53 courtroom, "hh £an' when thelfge come onto his own home,

54 his ca(h)stle (h)he dec(h)ides (h)ie)alt go(h)in'®
55 w(h)ithout makin' some trouble.£ "hhh=
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56 ((° = volume escalation)),

57 (J): =He[:

58 Def: [°An' | don't think he smgs® on anybody

59 [does he?]

60 ():  [(Noi)J()IC )] ((garbled))

61 Def: [He @o]s (.) take a menacing stae, "hh but
62 on the other hand he doesn't attengiritee an officer.<I
63 assume that the officer's highl- hidegree of

64 _pufessionalism: pruvents my client from getting ketf into
65 further tr(h)ouble. "hhh[hh

66 Prs: [Yeah, thegq¢lppped and fell) of

67 [uh: the (court) apparently >[whichéaised< that uh:: a:=
68 Def:  [Yeah hhhh [hhhh

69 Prs:  =laceration above his uh: (0.4) doriri- ( )]

70 Def: [He's _terlibly sorry

71 he did this.<I believe they took himadib. did they not?
72 (0.3)

73 Prs:  They di and it was somewhere in the- in thee=
74 Def:  ="hh hhhm=

75 Prs:  =process of being uh:b (0.5)

76 Def:  "hh hh[m

77 Prs: [he did resiseing[ handcuffed. and resist Wang=

78 Def: [ hh-

79 Prs:  =from the residence and in the prooé#sat resistance he:
80 (1.5) quote collapd. and spuck his head on the floor. end=
81 Def: ['hhh

82 Prs:  =g[uote,]

83 Jge: [ Hhlhih[(hih )

84 Def: [Y(h)e(h)aheM e-[he mighta had a certain

85 Prs: [@nd )

86 Def:  =amount 'a justice a(h)r(h)ead(h@a hl (h)on't th(h)ink
87 th(h)e puhlice w(h)ere puhttin' up vitth)im. “hh[hhhh. ]

88 Prs: [Wu- one]

89 senses thet u:m u::hther than that it was a lot ddlk.

90 o:f u- assuminggfiiting ¢ances an' then ru[nning] away.
91 Def: [Y e a]lh

92 Prs:  Ulh:

93 Def: [It's a verbalw:: one forty eight. and a&al six forty
94 seven ef. Now u: >if yousMould like to settle this case.

95 Prs:  Well I'd li[ke to settle (it)

The defense attorney's story telling is not a mogeé. It involves: intonation shifts, style shifimlume
escalations, laughter, lexical jokes, rich adjedivpointed reformulations, other-repetitions, eagih
and repetition of crucial for the story aspectsvfiohouse’, 'avn front yard', own home, 'his castle’),
interruptions, latching, initial feedback giversdaglicitors, etc. All these are linguistic-discwesimeans
for framing or reframing a problem. The prosecutdds and corrects, contributing to the interactive
framing of the case, which ends up with agreemersettle. However, the moments of clear alignment,
such as this on lines 40 and 41 do not suppomptineary role of mechanic alignment. On these lithes
defense repeats literally the prosecutor's additian it is the mother who called the police. Hesloot

do such an other-repetition before or after dutimg framing of the case. He choses to align thace a
uses that as a support of his framing, but thimtssimply because it is easier to imitate but beeat fits

his framing of the story, his goal, after explicibdeling of the interlocutors and the effect of thet, not
only the prosecutor but also the judge. He maljekeout of this fact, which entertains the judgmkes
him laugh, i.e. mitigates the severity of his clisractions.Thus alignment here realizes a complex
strategy using ToM modeling, not automatic progessiThe final lines above 94 and 95 exhibit
alignment and also realize agreement through otqagtition, but again the decision of agreement has
come first and then the decision of alignment tgtotepetition, not the other way around.



Group Decision and Negotiation — GDN 2012 11
20-24 May 2012, Recife, Brazil

4.2.3 Meta-comments as interactive manifestationd @oM reasoning

Evidence for the interactive ToM building is thetérmission’, the subjectivity directly after the
agreement to settle:

Example (4) [Frank Bryan]

96 Jge: [Yo(h)u ha(h)lwa(h)ays)aghtha(h)a(h)at

97 [P hh]ihh][hu h][ hu h]

98 Def:  [Well as- ][I lea][rned that (t][rae) from Harr]y Moberg,
99 Jge: ‘uhh[hOh:]l hah[hah][hah "'hh(] )=

100 Def: [uh] [bee][cuz with &try], (0.2) >you=

101 Jge:  =[((thrtclr)) ]

102 Def:  =[start talkin] to each other throhgclenched< teeth
103 [And after about ] five ] minutes(gfchallenging each=
104 Jge: [ ah hih!hihhih] ( )]

105 Def:  =other to go [to tal, and | know 'at 'e doesn't try any=

106 [((sound of small itenogbed on table))

107 Def:  =ca(h)ses see(h)ee, [ hh o(h)nlyeéson's lg(h)otta go to=
108 Jge: [()

109 Def:  =trial a[gainst one'a his nekds, r(h)ight?=

110 Jge: ['hhh

111 Jge:  =Huh!=

112 Def:  ="hh Or [(hi)his (n- old pro like) stier Franklin, "hhh=
113 (): [ )

The subjectivity is initiated by the judge's laugicomment on the settlement, line 96. As a respdhs
defense lawyer starts a story, which explains argtiibes what happened in lines 1 to 95 and what wi
continue for the rest of the plea bargain. He telfgory of a colleague, a famous lawyer, who agiaes
interactively in such a way that he always makesdpponent agree to settle after some time of rhutua
challenging. This meta-comment reveals that tHferde counsel's contributions build on chess game-
like premeditated processes, which are often repeatd passed on:

Example (5) [Frank Bryan]

Def:  =And so | finally tried to get the congation around t(h)a what
we were talkin' about. like sett'lin' tba(h)ase "hhh It
“works.<Harry and | cuddo a lot of busésghat wa(h)ayhh
[wu-

In that sense, this meta-explanation grounds thgeg's laughing meta-comment but it also frames the
plea bargain as a routine, however, not a routih@automatic alignment but a routine of strategic
planning based on complex interactive ToM modeling.

4.2.4 Emotion as manifestation of ToM-reasoning-basl strategies; positive and negative reciprocal
adaptation

Reciprocal adaptation or the procedure by whichtiggpants gradually enter each other's frame of
reference may realize in different ways. Rathentblaiming that there is resistance to adaptatioa,
data indicate that there is adaptation even in thegaontexts. For instance, in Example 6 below the
prosecutor offers facts, which aggravate the giithe defendant and indirectly suggest a harsaetict.

He does that after refusing to respond to empditbiyation by the defense counsel. In effect, tieéethse
counsel interprets the prosecutor’s stance takei@ a&hallenge (204-6) and responds with a sudden
explosive expression of anger, contempt and a tih{tie®e 207). This emotional reciprocal adaptation
takes a form of mirroring: a calm and sober thiteahis client's interests is met with an emotignall
loaded counter threat. On top of that, the defeapeats lexically the prosecutor on lines 216 a2@d 2
with mocking intonation. This is good lexical algent but no cooperation and no success in
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communication, in the sense of communication agaient. In the sense of communication as a meeting
with otherness this is good communication, becatusgpresses otherness. Rather than getting irgo th
other's frame of reference and accepting it, theells® counsel gets into the other's frame of retee
rejects it and, with the emotional display, blanies other party. Thus there is adaptation in negati
terms but it is not in the mechanistic alignmeninfat but rather as a well-planned ToM process,
predicting and preventing other's interactive moard reactions (as described by the defense counsel
himself in the ‘intermission' phase).

Example (6) [Frank Bryan]

204 Prs: He has ub a: oneopri(0.3) conviction in this jurisdiction

205 with thee uhm (0.8) sheriff's officé 06 interestinly

206 enough. u:v striking a public offi@ard of disturbing peace

207 Def:  Will you knock it off. ((disgustedrte)) (0.5) You wanna make

208 a federal case out of this¢,
209 Prs:  _IN, [I I just] think [that that i]t's it's not ulhis uh=
210 Def: ["hhh] [h hm ]

211 Prs:  =hapy go lucky chap's uh first (1.0) encounter withum (1.8)
212 Def:  [Statistic]ly if ya got blacskin:. you ar(0.2) you ar.)=

213 Prs:  [( )

214 Def:  =hhghly likely to contact the police. | think

215 uh:subst#ally more likely than if you're hite <Now come
216 on.<Whadda want from 'im. (0.6) Hejs & pior.

217 (1.8)

218 Jge:  Well we know he spent ten ho:urdiegh(1.0) end
219 uh:: [we know he's been down hererfejre

220 Def: [ (He) :nly s p e ntten] ((mock shock))

221 (0.8)

222 ():  ((throat clear))=

To this explosion of anger, the prosecutor readth self-explanation, he stutters and has diffiedl
formulating a sentence (line 209). The self-expli@mmaon line 209-211 consists of a rejection of The
defense counsel's story or ToM of the defendanhgus quotation (‘happy go lucky chap’) of the
defense’s own formulation on line 51-52, in theibamg of the plea bargain. At the time, the pragec

did not say much as the defense counsel was tefliagview of the story, just answering leading
questions and adding details that could changestibry but nothing explicit. All of a sudden nowgth
prosecutor directly rejects the story and the péectilhe defense counsel drew of the case basedeon th
available evidence. According to interactive aligmintheory the alignment happens from turn to buh
here we have an interactive alignment using negagixical quotation, which jumps over 100 turnshe
conversation. Such instances are rather manifestatf the strategic character of the interactiothis
activity, which presupposes conscious ToM buildamgl monitoring. The ToM processing is calculative
even on the level of timing: when the relevant ewick if to be mentioned in the conversation appears
crucial as to its effect to the goal of the oppggarties.

Locally, on lines 211-213, we don't have adaptatiothe form of mirroring but in the form of
opposite reaction: The prosecutor adapts to tlmea@tblame by rejection, confusion, defense, reter¢o
contradicting evidence, increase of self-repetffjgmauses, hesitation sounds, and final silencengby
reframing the problem through an opposite storyavl frame plus reactive emotional alignment.

The defense counsel continues his ridicule byafsmocking back channels, initial and final
interruptions, latching, ridiculing, mocking repetis, etc. (lines, 207, 208, 216, 220). In thiswmer, he
gains once again a dominant role in the convensakmotionally loaded imperative expressions sueh a
‘knock it off’, ‘come on’ and vocal gestures suck throat clearing act as more powerful persuasion
devices than the arguments. Defense’s sudden auediytanger display on line 207-219 has a successful
strategic effect because 10 turns later on line &#9 opponent himself suggests to settle on terms
preferred and suggested by the defense.
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5. Conclusion

This paper describes problem reframing or negotiatis a process affected by interactivity and led b
discursive mechanisms such as reciprocal adaptatibich can realize as interactive alignment or/and
complex processing. The type of activity interlamst are involved in predicts the functionality of
reciprocal adaptation. We noticed that in plea &g interactive alignment realizes complex reaspni
We also observed that in the case of empathy we hatomatic alignment in the early phase of empathy
process and ToM reasoning in the later phase. Diseofeatures such as other-repetition can't be
classified simply as alignment because they calizeeaomplex ToM processes i.e. understanding of
alignment can’t be based on statistical occurrences
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Abstract: Design and engineering increasingly face complek dynamic requirements, and often
require involvement of experts from a variety ofdplines. To ensure interoperability of sub
systems, and to include customers, users and atiakeholders in the design, a collaborative
approach to design and engineering is criticalthiis paper, we present a set of challenges and
guidelines listing elements of collaboration supfor effective collaborative design and enginegrin
The guidelines are developed in an iterative desigrie between observations and interviews at a
concurrent design facility at ESA and literature ®@roup Support Systems, collaboration support
(Computer Supported Collaborative Work) tools aridgples, and Collaboration Engineering.

Keywords: Collaborative Design, Concurrent Design, Group Supggystems, Collaboration
Engineering, Computer Supported Collaborative WorklaBoration Support, Design Support.

1 Introduction

Design and engineering systems are facing incrgasomplexity and dynamic or even uncertain
requirements, design constraints and successiar({tderder & Bruijn, 2009). To design in such vdéat
context, flexibility and agility in the design pregs are critical, especially early in the desigasgh
(Neufville & Scholtes, 2011). Approaches to suppmesign and engineering in software engineering as
well as other domains such as e.g. product deSggamsundara & Gadhb, 2002) (Shen, Ong, & Nee,
2010) have thus evolved from linear and rigid wlalemodels (Royce, 1987) over the more iterative
spiral models (Boehm, 1988) to more agile approadike e.g. eXtreme Programming (Beck, 2000).
Another key development in design and engineerimghodologies is the increased need to involve a
broad range of perspectives in the design whichlé@dgto participatory design approaches (Schuler &
Namioka, 1993). By including different stakeholdegrspectives and supporting interaction between
design experts from different domains to createeshainderstanding of the design requirements, such
design approaches aim to create a holistic perispedn system performance in which different
subsystems are attuned and have appropriate icestfan this line, creating shared understanding is
listed as one of the critical challenges of collative design (Lu, EImaraghy, Schuh, & Wilhelm, 200
Piirianen, Kolfschoten, & Lukosch, 2009). In order support more agile and participatory design
approaches, it is important to have a thorough rstadeding of the collaborative processes and the
different ways in which a design environment cappgut collaboration and the creation of shared
understanding.

In this paper, we present the results of a studlgeaConcurrent Design Facility (CDF) at the Euape
Space Agency in the Netherlands. In the study,deetified the key factors that support collabonatio
the Concurrent Design Facility. We looked both atdhrequirements (e.g. resources for communication)
and soft requirements (e.g. trust). We did obs@wmatand interviews to derive the success factletad
to collaborative design, and compared these wttdrdiure on Collaboration Engineering and Group
Support Systems to determine key collaborationlehgés and associated guidelines for collaboration
support.
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2 Collaborative Design

A typical design or problem solving process (Coud®95, Ackoff, 1978, Mitroff et al., 1974, Simon,
1973, Checkland, 1981) contains various iterativé dynamic steps, and for each of these stepsadever
collaborative activities and practices can be ifiedt These are listed in table 1.

Table 1. Collaborative activities in problem solving.

Step Collaborative activities

Problem Identification Goal setting
Project kick off meetings
Strategy building

Analysis and Modeling Requirements negotiation
Stakeholder analysis
Focus groups
Collaborative modeling

Identify alternatives Creativity
Brainstorming
Prototyping

Selection Consensus building

Multi criteria decision making

Expert panels

User feedback sessions
Implementation Communities of practice

User/customer panels

User training

Technology transition

While all these collaborative processes are diffene nature, Collaboration Engineering, a disciplio
design collaborative work practices (Kolfschoten\&eede, 2009), has distilled several patterns of
collaboration, Generate, Reduce, Clarify, Organizgluate and Build Consensus (Kolfschoten, Vreede,
Briggs, & Sol, 2010). These patterns are derivedtirdies where collaboration is facilitated by an
external facilitator (Briggs, Vreede, & Nunamak2003). While these patterns describe the collab@rat
activities in problem solving, they ignore the sadbrdinating activities of teams to form a comntyni
and focus their effort on the design project. Tdtal overview of activities is then listed below.

Share and generate knowledge

Focus to distill the information important foeaision making

Clarify to create shared understanding

Organize information to reduce complexity anebte overview

Evaluate and compare alternatives

Build consensus and commitment to decisions

Coordinating effort and establishing a team bond

Nouh,rwhpE

For each of these collaborative activities we wakt present the main sub processes in thesetadjvi
and the challenges that groups face in these tiesiyas identified in literature.

Share and generate knowledg&nowledge sharing is extensively described as gpkegess underlying
collaboration. Classically it is decomposed in @ipland tacit knowledge sharing (Nonaka, 1994).
Explicit knowledge sharing concerns exchanging éaga, documents, reports, accounts and recordings,
while tacit knowledge sharing concerns exchangtogies or experiences though streaming, or face to
face, in more informal settings. When the desiganteneeds to create new knowledge as opposed to
sharing their experiences or expertise, they cathiddor three purposes; to be creative and copneith

new solutions, to gather input from the group saste.g. requirements or concerns, and to get fekdba
on their design choices. Ideation, also calledristarming (Osborn, 1953) is about finding new, tivea
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unique, useful innovative ideas for design or sohg. Divergence (Briggs, et al., 2003) concerrsirge
constructive input from the group to create an wesv of different perspectives and relevant inssgfiotr
decision making. This step is often used in thdysimmphase of a design to get input from usensalfi,
reflecting (Cheng & Deek, 2007) concerns creatingaustanding of the relative value or quality of a
property or characteristic of design concepts aigiealternatives. Reflecting is used in user eatabns
and feedback panels. Critical challenges in infdioma exchange and knowledge sharing are that
complex engineering tasks require knowledge shaaiorgss disciplines and knowledge transition to
operational level, which requires overcoming diferes in language, education and culture. Further,
participatory design approaches require knowledgarisg with the client, users, and stakeholders
involved in the design, who are often less knowdsdde about the specific workings of the domain.
When new knowledge is generated, for instancerfioovative products and services, they require eross
domain creativity. Creativity is a challenge ondtsn, as it requires out-of-the-box thinking. Ferththe
complexity of systems often requires involvement different experts creating larger volumes of
information about a product which can cause infdimmeoverload (Eppler & Mengis, 2004).

Focus to distill the information important for decision making. Once the group has shared and
generated information about the design, they nedddus and reduce the information to a manageable
set of concepts. Two key approaches are usedpatme group focus, one is filtering in which copte
that meet the criteria to fit in the scope of tleeidion are selected, and on is summarizing oratisig,

in which the knowledge of the group is distilled doset of concepts that cover the complete set of
perspectives regarding the issue, but are concfsemulated without overlap or redundancy. Focusing
can be challenging as it requires consideration amalysis of a large volume of information which is
cognitively complex. Further, it can be difficubbrfthe group to find the right level of abstractifom
decision making. Finally, it is important in thisase to keep all the different perspective, apthpose

is to focus, not yet to evaluate and make choicethis process, keeping people on board is ctitica

Clarify to create shared understanding.An important aspect of collaborative design, asgdegially
design of complex systems is to create shared atadeling and shared mental models of the design.
Briggs et al (2005) describe three aspects of ndistgtanding; differences of meaning, information
asymmetry and differences of mental models. Thasanderstandings can be caused by different stakes,
domains, languages, cultures, education levelkdvaands, etc. The more diverse and global thegdesi
team is, the more of these misunderstandings caturodesides differences in participants,
misunderstanding can also be based on a mix upeokystem as it currently functions, as it should
function according to standards and prescriptiang, as it should be changed to meet new requiresment
and needs (Barjis, Kolfschoten, & Verbraeck, 2009).

Organize information to reduce complexity and creat overview. Organizing helps the group to
identify relations among concepts and to structheeinformation shared by the group (Briggs, et al.
2003) there are many different modeling convent@marganize ideas. Organizing requires high cogamiti
effort of the participants. The most conventioned # categorize ideas in clusters or categories, t
sequence concepts to represent a timely orderomeps and to identify and create shared undersigndi
about causal relationships among concepts (Koltsch& Brazier, 2012). When organizing, it is
challenging to integrate different perspectiveshsas system and process perspectives, and modais fr
different domains, created in different languagestthermore, the challenge of balancing rigor and
relevance; use of rigorous methodology versus jmadmplementation driven by budgets and deadJines
which often plagues engineering and design effedpecially in the conceptual design phase (Pénan
Kolfschoten, & Lukosch, 2010). Finally, a challerthat is critical in organizing is to keep a linkttveen
models of different abstraction levels.

Evaluate and compare alternatives.Evaluation and comparison of alternative desigoiagds is an
important phase of the design effort, and occupedally around critical go no-go decisions in the
product life cycle. Evaluations can reflect two esfs; judgments of quality, and elicitation of grefnce
(Cheng & Deek, 2007). Furthermore, evaluationskmmade by voting, or by means of more qualitative
feedback such as reviews, feedback or reflectidnshallenging aspect of evaluation is to untangle
objective quality assessments from subjective $i@lker arguments, both at an individual level (eare
versus project) and at a group level (assessmastizenegotiation). This results often in satisficin
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quality, in which conflicting stakes, quality crite, and requirements are balanced (Piirianen,l.et a
2010).

Build consensus and commitment to decision®nce alternatives have been evaluated, groupsliiace
challenge of decision making. Depending on the mimgdional structure of the organization, these
decisions are made by one or more stakeholders.eldey often it is useful to base decisions on
consensus of experts, and to get commitment fraticalrstakeholders about the decisions, to develop
buy-in which is required for effective implementatiof decisions. Challenges in this occur when the
consensus of the design team reflects a diffengimian then the responsibilities of the leader. Bieas
during the design process are often based on és@éndm different domains, requires designersustt
each other in their judgment of decision implicaipas no single person can oversee the full codtyle

of the system. Further, a critical challenge isntave from consensus to commitment, to create owigers
and transfer solutions to practice and sustainasxde

Coordination and team building. During the constructive process of design and gmbs$olving, the
design team needs to coordinate their effort itracture of roles, tasks and rights. While coortiora
requires some level of leadership, teams of exmdts coordinate many activities amongst themselve
This triggers more soft coordination mechanismshsag reciprocity. Important for coordination is to
create a team bond, a professional relation basea shared set of behavioral rules. Challengintim
process is that the team needs to record the edidmehind their choices for future evaluation and
organizational learning, to create a history. Neggm members and stakeholders can have different
levels of interdependency, which makes them foaugither short or long term collaboration. Another
challenge is that teams can develop a tunnel visioan they close themselves off for external aniiq
Finally, team members can use strategic behaviar hidden agenda’s to achieve their goals.
Furthermore, besides teams, communities can beniaegh around a design challenge. Critical for the
effectiveness of such communities is to engagedqiaants, to keep them interested in participatifigis

is for instance critical in open source design dedelopment, and requires the design of rewaresst

for effort.

With this overview of collaborative activities arabsociated challenges, we studied the successful
concurrent design facility of the European Spacenby (ESA), to derive a first set of guidelines for
effectively supporting collaborative design.

3 Key Components of Concurrent Design

We did 8 hours of observations of the Concurrensi@re (CD) facility at ESA (Bandecchi, Melton,
Gardini, & Ongaro, 2000; CDF, 2011). We studied doeumentation about the facility and interviewed
participants, a facilitator and staff in variousesin informal (group) interviews lasting from &tinutes

to 1 hour. The interviewer and observer took notesich were worked out in an interview and
observation report, which was checked by two CEf ste@mbers for errors and incomplete issues. Based
on this verification, some minor additions were maiihe documentation, observations and interviews
were used to derive an overview of the facilitye thles involved and the process used for the coexcu
design effort. Below, in Table 2-4 we list the pees steps, roles and resources typically involnedD.
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Table 2. Steps of concurrent design.

Steps of the design cycle

Welcoming new people. If new experts join the tethey are introduced, and introductions are
made in the first session.

Setting the agenda. In this step an overview efgiogress and deadlines is presented and
the presentations planned for the session areatetic

Presentations. In this phase presentations ofritapiofindings for design decisions can

be given face to face or from remote positionssémeations are stored
on a central drive to use them later for reporting.

Discussion and decision. Design decisions are raadgparameters are agreed upon. A discussion
usually takes place between the expert, the custamkthe facilitator to
determine the choice, sometimes other experts gplaia implications
of the choice for their systems right away.

Setting new tasks. For open task, and for new tasks resulting from dlesign decision,
experts are set to work on their calculations. Jitlial calculation of
implications and design choices. In this phase ggp&ork on actual
design tasks for their subsystems. When they heslts they notify the
facilitator. Results are also recorded in the irdégd design model, to
ensure that other experts that use these numbers with the most
recent numbers for parameters that affect them.

Intermediate results. When experts have resultsngluthe session that impact design
decisions, they present them to the group, thisozause an iteration of
steps 3-5.

Evaluation of KPI. The integrated design modefeasiewed for performance on mass or

another KPI. During the session often the KPI dalmon of subsystems
changes and this is regularly reviewed. The KP&l$® used to measure
progress of the process as it shows who is finisbaldulating the
parameters for his/her subsystem.

Closure. At the end of the session tasks are asdifpm next session.

Table 3. Roles in concurrent design.

Role Description

Team Leader Responsible for planning, progress, facilitation dafsign sessions, decision

(i.e. Facilitator) making, customer relations, quality guarding, budged inviting experts.

Systems Engineer Responsible for overview of the design on systewel|erecording decisions,

& assistant identifying missing values and weaknesses in tisigde

Domain experts Responsible for design and calaratif feasibility of various domains and
subsystems.

Technical Author Recording of the minutes of thessens and compilation and editing of the
Concurrent Design study reports

Customer Responsible for requirements.

Table 4. Resources available at the concurrent desightfaci

Type Description

Interface Dual screens for participants with grang personal calculations
Presentation tools Viewers, presentation screetipeojectors.

Interaction tools Audio & video conferencing, seresharing, file sharing.

Integrated design modeSoftware (Excel-based) visualizes interdependen@e®ong design
(IDM) decisions related to different domains and subsyste

Visualization tools SmartBoards, 3D printers anokt@typing tools.
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Overall the CD approach offers tools to support camication and explanation of design decisions to
increase shared understanding and learning in &ségnl team. This process supports therefore the
validity of the design though the rigor of the pees and the informal peer-reviewing throughout the
process. Finally the ‘pressure cooker’ approadhaming all designers in the room or linked thouglee
conferencing increases efficiency and flexibilitf the design. The system and approach resembles a
Singerian inquiry system (Churchman, 1971), in Whitultiple perspectives at the design are consitlere
and integrated. This approach support the desaym ia creating a more holistic system view, based o
multiple perspectives and consensus building insitat making.

While the process of CD is established, its peegisals and added value were not articulated ds suc
This is required, in order to assess its succeddhanneed for collaboration support. Based omiige/s
with participants and facilitators of the CDF atASnd the literature on Group (Decision) Support
Systems and Learning Systems we created a furtlview of the added value of the CD process. We
list here the five success factors we identifieat] anclude a link to literature that further expigithis
success factor.

1) Validity of design decisions

a. Interface management in the integrated desigiemstandardized for ESA, which helps the design
team to stay aware of accurate values of interdig@marameters. Honda et al describe (Honda, Cucci
& Yang, 2009) how it is important that the implicats of subsystem design are considered for thigmes
of the overall system. Supporting the linking obsystems and the interfaces between them is therafo
critical success factor for concurrent design.

b. Direct validation by other experts when desiguisions are presented, and concerns are shatled in
group. In CD experts present design tradeoffs éogioup, and jointly discuss implications for desig
decisions in iterative cycles. Linstone and Tud#scribe the Delphi approach in which consensusigmo
experts is developed in iterative cycles to impreakdity of decisions (Linstone & Turoff, 1975)xpert
validation is therefore another critical successda

2) Learning and Shared Understanding education of participants; experts are usualbuged on their
own subsystem and have limited knowledge of theraation of their subsystem with other subsystems.
In CD participants learn about these interactidagher they learn a lot about the implicationstloéir
design decisions for the overall performance ofsysiem, broadening their knowledge beyond theescop
of the sub-system of their expertise. Kolb’s leagncycle includes experience, experimenting, réfiec
and conceptualization (Kolb, 1984). Likewise, CBsé&tup in a way that supports such full learningey

as expert designers create simulations, that thegept in the team, are supported to reflect on the
implications of their design choices for the oveddsign, and based on this jointly make new design
decisions. Supporting a complete learning cycla iitical success factor as it enhances learnimy a
shared understanding among the design team.

3) Rigor: The systems engineer keeps an integral overvietheoprogress of the study, and together
with the facilitator ensures that the design predsdollowed step by step, which ensures compésten
and helps to detect errors improving rigor of thedg (Hevner, March, Park, & Rahm, 2004). Following
an approach and rigorous documentation is importanensure complete consideration of design
decisions. Therefore, rigor is a critical succestdr.

4) Flexibility : with the presence of the customer in the CD sassiimplications of calculations can
directly be discusses enabling direct discussion adfustment of requirements to compromise
impossibilities in the design. In the easy win approach by Boehm et al. this inclusion of stakeérd

is considered critical in order to ensure that bibth design and user perspective are consideretd, an
tradeoffs are made based on complete informatiaeli®), Gruenbacher, & Briggs, 2001). Flexibility of
the approach to facilitate consensus building aathpgromising tradeoffs is therefore an important
success factor.
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5) Efficiency: design cycles are short due to parallel work;ethelencies between calculations can be
discussed to avoid wasting time on calculations ki@r become invalid due to changing parameters,
while keeping track of the critical path of the id@s Remote participation enables reduction ofdtav
time (Bostrom, Anson, & Clawson, 1993; Romano, Nunaker, Briggs, & Mittleman, 1999). The
efficiency of parallel work to enable full benedit a collaborative approach is therefore a critmadcess
factor.

4 Guidelines for Collaboration Support

Based on the observations at the ESA CDF facilitg, generalized an overview of guidelines for
collaboration support in an engineering context. &gended this overview with a number of intangible
guidelines for effective collaboration that we ded from a reflection of the success factors listbdve.
Based on the overview of collaborative activitieasdiesign and engineering we discuss the guidelines
derived from the case study and the literature.

Share and generate knowledgeAn important factor in complex design challengestthequire
collaboration is the knowledge and skills or expeces to perform the task, or access to such kdgele
(Briggs, 1994; Kolfschoten, et al., 2010). One pogeiisite to access such knowledge is to learn frast
projects for current problem situations. Howevehilev it seems to be possible to capture explicit
knowledge (e.g. about products and technical prog)esofter types of knowledge (i.e. knowledge @abou
the processes that a team had deployed to achieiregbals and why these processes seemed to have
worked well or badly) are more difficult to retasnd require novel approaches that e.g. rely on
storytelling (Buttler, Lukosch, & Verbraeck, 201dykosch, Klebl, & Buttler, 2011). Preferably, theam
has knowledge or experience from different pasjgete and perspectives. This enables them to censid
for instance different aspects of a problem oredéht implications of a decision, which can improve
quality and support for the outcomes. Furthermorerder to use expertise optimally, access toifipec
tools, databases or software might be requiredaBolation helps to create mutual learning and ispne
when knowledge is shared and combined.

In CDF, there was little use of brainstorming toals it focuses on feasibility studies in which most
designs are based on existing solutions. HoweVeenacing more creative tasks teams can benefit fr
the use of brainstorming tools to foster creativitich can be combined with the use of framewdoks
trigger multiple perspectives (Knoll & Horton, 2010

Group Support Systems (GSS) help the group to caghe knowledge they generate, and to structure
and manipulate it. Often they make use of so calletiviTy LoGs(Schimmer & Lukosch, 2007) which
help to understand the interaction that has takacep Ability for multiple people to add or editaskd
documents is useful to support not only knowledgariag, but especially also to support knowledge
creation.

Guideline 1 Invite different users and stakeholders, andataliate in multi-disciplinary teams to
support effective knowledge sharing, knowledge eaarsd multi-perspective thinking.

Guideline 2 Capture softer types of knowledge by fosterirfteotion and experience sharing among all
stakeholders.

Guideline 3. For creative solutions use brainstorming tool€@mbination with frameworks to trigger
multiple perspectives.

Guideline 4: Create a shared space for file sharing in whiefsien management and access rights are
easily managed.

Focus to distill the information important for decision making. Once design alternatives are explored,
the CD process was facilitated to select thoseralteves that were worth further investigationjriake a
deliberate choice. While the ESA cases usuallyndidconsider many options, focusing was less diffic
When many options are brainstormed, convergenéectes on those that need to be further considered i
a critical process. Key here is not to lose valealdeas, while creating sufficient focus to enable
evaluation and comparison of alternatives.
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Guideline 5 Create parsimony in the information, keep allstble alternatives, but describe them
concisely to remove overlap and redundancy, make&eh based on evaluation.

Clarify to create shared understanding.In order to collaborate, the group needs to be able
communicate. Face-to-face communication conveyseasage not just with its content, but also with
expression, tone, body language, emotion, gestatesJust communicating with text is thereforesayv
empty message, and makes it more difficult to dmwvedspects such as trust, affection or empathy
(Romano, et al., 1999). Media Richness Theory (ME&3cribes the ability to communicate through
various communication media (Daft & Lengel, 198@RT states that the more ambiguous and uncertain
a task is, the richer format of media helps to agaish the task. Media Synchronicity Theory (MSHEgh
been derived from and focuses on the ability of imed support the communication processes of
individuals as they work on tasks (Dennis, Fulliyalacich, 2008). MST suggests that communication
performance will be enhanced when media capalsiléie properly aligned with the requirements around
the conveyance of information and the convergentemeaning. For future understanding and
improvement of collaborative interaction it is tHogortant to note what kind of media has been used

Guideline 6. Use rich media to enable clarification and exptam, including video, audio, and shared
workspaces.

Guideline 7. Separate content from meta-discussions, but skibte record and link them for future
reference.

Organize information to reduce complexity and crea@ overview. CDF offered a large set of
visualization tools. Visualization of relations teen concepts in a design is a critical meansablpm
solving. Visualization usually contain either maelr sketches, but alternative approaches aretce.g.
create mind-maps, ontology’s, storyboards, or pyps. The ability to visualize something can Iyeal
enhance communication and enable participantseatershared understanding, as visualizations create
boundary objects, that help collaborators to expldifferent perspectives and identify different
viewpoints (Arias, Eden, Fischer, Gorman, & Scha&€00). The CDF facility circled their design ogsl
around the integrated design model. This model®ffestructure that serves as a frame to link dségd
choices and discussions. Some more technical, exnmr design domains require even richer
visualization for instance in 3D printing, protoigg or animation. CDF offers some interesting tdols
simplistic 3D prototyping with pre-modeled blockad 3D printing. The modularity of these blocks
allows the design team to flexibly adapt the mddedxplain different perspectives.

Guideline 8 Support different types of visualization to ceeand explain relations between elements of
the design.

Guideline 9 Where possible, make visualizations modular exilfle to enable adaptation, this facilitates
comparing of alternatives and explaining differstntictures.

Guideline 10 Use a framework to structure and organize infaiaoneeffectively

Evaluate and compare alternativesThe CDF evaluations are done in a spreadsheekélegis track of

all design parameters, and their certainty and Huis these to evaluate key performance indicébors
the overall system. These are regularly updatedevidwed. For evaluation, it is important to halear
criteria and to be able to compare alternativegicas for design alternatives in CDF are documehted
the systems engineer, and explained in a finalrtefoy future reference. Often the client and 8tehad

a strong voice in the design decisions made, ¥t preference was not recorded during the evanafi
only in the end decision. A better overview of diyahssessment and preference would facilitate the
evaluation process. When a group makes a choideaision, this is important to record, so the groap
later refer to it (Conklin & Begeman, 1988; MohanR&amesh, 2007). A minute’s taker can do this, or it
can be done in some separate document or on algbage. Face to face this could be a flipcharinenl

it can be a shared document or page. Importartas dll participants can verify that the decisien i
captured as they understood it, to ensure suppoithé decisions made at a later point in time. Whe
knowledge creation is complex, face to face groaftsn rely on more extensive support to capture
knowledge such as voting systems, or Group Suppygstems where all participants use a computer or
other input device to contribute to the meeting rilmaker, Briggs, Mittleman, Vogel, & Balthazard,
1997).
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Guideline 11 Evaluate in rounds, and clarify or analyze (gatesrorganize, focus) in between.

Guideline 12 Document the key considerations in favor andresiain alternative for future reference.
Guideline 13 Separate preference from quality assessmentablemlecision maker to separate stakes
from objective evaluation, and in case of desigwiich aesthetic is important, taste and quality.
Guideline 14 for complex quality assessments use a multirgaitgecision matrix to capture scores and
enable rapid calculation of group assessments.

Build consensus and commitment to decisiondt is important that the group has a mandate to
accomplish their task. This means that they neéfctiunt decision power to make the decisions reggli
for their task (Bruijn & Heuvelhof, 2008). Decisianaking by consensus is usually preferable over
autocratic decision making. While consensus bujdénnot always easier, it does add to the usglahd
sustainability of the results, as these will bedresupported. This democratic approach also i®itapt
during the process to ensure constructive feedlmudk reflection. This implies that people feel
comfortable to contribute, and to perform theirktaky CDF, the process of decision making was,
although based on data and the design model retfoemal as a procedure, and showed opportunity for
the use of more rigor to ensure complete evaluat®uch procedure could also include a so-called
‘devil’'s advocate’ consideration to actively invitatique for scrutiny, and to avoid tunnel vision.
Commitment is based on proposals. CDF facilitatessd this principle often to get feedback from the
group and to stimulate thinking in choices rattamt possibilities. Proposals help the group to mihke
transition from brainstorming and analysis of altgives to evaluation and choice.

Guideline 15 Create clear rules for decision making to ensig@ and to avoid perceived unfairness.
Guideline 16 Actively invite critique on design alternativesadvoid implicit acceptance.

Guideline 17 To move from exploring design alternatives toicepmake a proposal for the group to
discuss.

Coordinating effort and establishing a team bondThe CDF environment has a communication system
that supported turn-taking for speaking. In a faeéace setting, groups often develop a ‘code ofdcmt’

on how to behave effectively and how to organizeagng terms, etc. In an online environment, ohwit
larger groups, this is more difficult. Coordinatisgeaking turns, the use of the right tools for rigat
tasks and the synchronization of activities require ability to coordinate access to communication
channels and collaboration tools. For this purpdseas useful if one participant (facilitator) can
coordinate access by means of concurrency con@otgnberg & Marwood, 1994) or floor control
mechanisms (Dommel & Luna-Aceves, 1997), and hasathility to grant or deny access during the
collaboration process.

The CDF approach offers a cycle of steps, whicboisveyed in an agenda. Further, the facilitator and
Systems Engineer guided the group in their collatdes effort. In order to give a group a completel a
clear set of instructions we need to specify ‘rutesguide their actions. To support coordinatisix
levels of coordinating mechanisms need to be ale@eggs et al., 2009):

* The group goal and the individual stakes in pgrtiting.
* The quality of the outcome, and criteria for quatif the deliverables.

* The agenda, the steps the group moves though tomgiish their goals, and the deadlines for
these steps

* The techniques, tools and methods used by the gtoepvay they work.
* The roles in the group.

* The behavior of the group members.
CDF offers an overview of the people in the roond ¢heir expertise and role. It also places thendge
on a central position. The goal was listed in thsigih model, but could be further clarified. Thitecia
for outcomes and deliverables were less clear are wanaged by the facilitator. Techniques antstoo
were familiar for the users, as well as behaviaosks.
When working online, it is less easy to find outonie other people in the group are, and what their
expertise is. Yet this type of information is neédn order to build trust and to make optimal akthe
skills and expertise available in the group (Rusninuggen, Sloep, Valcke, & Koper, 2010). For this
purpose it is useful to support having and extanpiofile, and enabling the creation of a virtumhge of
the participants. Furthermore, for some tasks important to create awareness support to undetstan
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what participants are doing (Dourish & Bellotti, 99, and where they are (Antunes, Sapateiro, Pino,
Herskovic, & Ochoa, 2010).

In CDF, we observed different levels of engagensm motivation for experts to participate in the
design studies. People make an assessment of ofilfarticipation, and the likelihood that parniation

will help them to achieve personal goals (Brigg80&). People’s drive to participate can have many
sources, ranging from economic motivations to aiffecmotivations, based on a person’s relation with
the group. This range of motivations needs to et with the group goal. Trust in the abilitiesda
effort and intentions of others is critical for rvattion. Also, when participants perceive a procass
ineffective, this can reduce motivation. Motivattits increased when the process is pleasant and whe
people feel appreciated for their contribution, ahdhey feel they make progress on their work
(Kolfschoten, et al., 2010). When groups are caliabing effectively, participants are engaged ie th
task. The state in which people are fully concdattaon a task and immerse themselves in the
collaboration is also called flow. Engagement h@lpaple to focus on the task (Czikszentmihalyi,d)99

Guideline 18 Create awareness of activity and facilitate taking and joint editing to coordinate effort.
Guideline 19 Create a clear overview of goals, deliverablgenaa, techniques, roles and behavior, and
keep an overview of progress for all of these.

Guideline 20 Share sufficient personal information among p@énts to support trust building and
optimal use of the expertise in the group

Guideline 21 Explore participant's personal motivation for fi@pation, and ensure sufficient goal
alignment and incentive for participation.

Guideline 22 When working with longer-term or recurring tearogate sufficient team-bond to sustain
relations and create commitment.

5 Conclusions and Further Research

Collaboration among designers, users and stakefsoddliels to the complexity of multidisciplinary syst
design. In this paper, we presented a set of goikefor collaborative design, derived from literat and

a study at the ESA concurrent design facility. Tugdelines cover different phases of a collaboeativ
design or problem solving process, and cover psycegeople and problem analysis activities.
Collaborative activities are required throughowt tfesign cycle, and their complexity increases with
complexity of the designed artifact. Designers nédstructure their collaborative effort mainly to
increase shared understanding, and to validate dlesign and ensure rigor. Furthermore, collabesati
design can increase flexibility and efficiency.

The guidelines presented here have several imjglicatfor research and practice. In practice, the
guidelines can be used by collaboration engindacsljitators and practitioners to design collabmet
work practices for design and engineering projdéts. research, the guidelines can serve as a fmasis
the development of design patterns or a designemattanguage for collaborative design, and a
framework for the organization and selection oflatmbrative design activities. Further research is
required to validate the guidelines that we deriire@ different setting and to generalize them s&ro
different approaches to collaborative and participadesign.
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Abstract: Collaboration within the product lifecycle can befided as an integrated and information-
driven approach that includes people, procedure taadnology. In such processes, experts from
different areas related to the product collabovéte each other, in different phases of the lifdeyc
For example, in the usage phase, according to n@wt@mance strategies such as predict and prevent
(PaP), maintenance teams formed by designers aimtemance experts have to work together to
formulate the diagnosis of a certain product, pnéing its downtime or breakdown. However, such
task can be challenging because of the dynamitiseddituation. In some cases the available time for
collaboration can be limited and the performanca pfoduct can quickly change. Therefore, in order
to overcome such challenges, we present a systedelnmsupport collaboration in such a situation.
This system supports the provision of product dateams, during the whole lifecycle on real-time
and adapts the collaboration tools proposed byseam

Keywords: Collaboration Support Tool, Collaboration, CollabaratProcess Design, Collaboration
Process Adaptation, Product Lifecycle Management.

1 Introduction

Nowadays products are managed across their lifecy&lproduct lifecycle is a multi-stage process
beginning with a first product idea, to its defioit and realization, product support (includingvsss and
maintenance) and ending with the disposal of a ymbdStark, 2004). Product lifecycle management
(PLM) can be defined as a collaborative, integrated information-driven approach that includes peop
procedures and technology (Jia, Geng, & Huang, R0le objective of PLM technologies is to support
organizations in planning and controlling their ghuot lifecycles by providing methods and tools for
information and process management as well ashfoiirttegration of enterprise software (Abramovici,
2007). Besides the management of data and pro¢ceB&ds offers tools for collaboration among
networked participants in product value chains @/ al., 2008).

Due to changes in technology, business and econtodgy’s organizations act in a dynamic
environment that leads to new challenges for thegduct lifecycle (e.g. changing market strategie
support geographically dispersed design teams)mRiee literature, different needs for future PLM
solutions can be identified. For example, Ming kt(®ing et al., 2008) indicates the need for new
technology solutions to support collaboration asrasultiple organizations and virtual teams. Here,
intelligent support can be used to manage the lmmiiion activities that are tailored to the splec&eds
of global and virtual teams (Hayes, Goel, Tumerpgigo, & Regli, 2011). Abramovici (Abramovici,
2007) analyzed the future trends of given PLM sohg along the product lifecycle. He sees main
weaknesses of existing PLM solutions in the pogpsut of product lifecycle activities outside the
production phase and missing industry standardBlidd meta-data models and for PLM processes.

In the context of engineering, a suitable defimitaf good collaboration is the one introduced by
Wood and Gray: collaboration occurs when a groupugbnomous stakeholders of a problem domain
engage in an interactive process, using shared,ralems, and structures, to act or decide on gssue
related to that domain (Wood & Gray, 1991). Accoglio this definition, collaboration in engineering
becomes difficult not just because of the natura obmplex product, but also because collaborasi@n
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dynamic process that is based on human behavioa #esult, it is difficult to prescribe collabomti
processes for a PLM, and consequently to suppotlt grocesses.

Based on technology and sensors that can be usgengrate data streams from products in use, this
paper identifies a further potential in the uselafa streams to characterize the dynamic envirohofen
product lifecycle. This information can provide asis for the design of a new technology that sugpor
collaboration in a dynamic environment like the PLIFbr our study we focus on a part of the product
lifecycle: the maintenance of a product. Howeves,emvision generalizing and applying our findingst
broader scope of the product lifecycle.

Collaboration support has been studied in vari@search domains such as groupware, group
(decision) support systems, concurrent design taols group facilitation (Nunamaker, Briggs,
Mittleman, Vogel, & Balthazard, 1996) (Kolfschoteten Hengst, & de Vreede, 2007). As a result,
different types of collaboration support technoésgare developed with different aims based on réifie
domain perspectives. In complex design and engimgghases, different tools and techniques areulisef
at different points in the product lifecycle. Hoveey adopting and using collaboration support tools,
requires expertise, and therefore might benefinfeupport.

This paper discusses the model of a system thatowep collaboration within the product
lifecycle process, for construction equipment. Blage design science research methodology by (Hevner
March, Park, & Ram, 2004), the paper presents &ase scenario for the use of product data stréams
characterize the dynamic environment of the prodifextycle in the construction industry. The scémar
results from a workshop and online group interviemith different PLM experts in the construction
industry and is used to define requirements foolklkoration support system that improves collabona
in PLM by using product data streams. Based oretheguirements, this paper presents a system model
of a collaboration support system for PLM.

2 Requirement Analysis

The requirement elicitation for this paper is baged a scenario, which resulted from a series of
workshops and online interviews with twelve PLM exg from the construction industry in Sweden. For
instance, product engineer, maintenance engineevice engineer and researcher, participants were
deemed to be appropriate subjects for this resebedause they are familiar with different proceisgies
of the PLM and experts in their domain. During thierkshops and online interviews the participants
were instructed to describe their work in relatiorthe PLM. A structured interview was used to iifgn
existing challenges for processes, actors andafdtee PLM. These challenges were used to coltkas
on how product data streams can the improvemeheofPLM. The experts indicated that in modern
product development, different knowledge domairesiategrated in order to develop new services and
sustainable product solutions. Traditionally, tmeduct and services performance are evaluated ghrou
() the time that designers consume to develop gheducts, (ii) the costs assigned for product
prototyping, (iii) laboratory tests and (iv) tests the construction site together with selectedocners.

In line with (Abramovici, 2007), the constructiondustry recognizes a need for new PLM
systems that support product lifecycle activitiessae the production phase. Currently, when tloelpect
is introduced to the market the link between theufiacturers and customers is usually broken. Bt ri
and profit sharing incentives and agreements dkénsplace between supplier and customer. Itfifigh
importance that the system supplying the functiamd thus the available productivity, does operate
according to the agreement, otherwise the suppi@r have to cover the losses of the customer. Exper
suggest keeping this link by using product sensetich generate telemetric data that can be used as
feedback to the manufacturer about product usagehit way, manufactures can provide proactive
maintenance services, in which, maintenance teasgestelemetric data to diagnose malfunctioning
products and execute preventive actions, avoidogpenent downtime. The key concept for tracking
equipment data allows companies to migrate thaidiional fail and fix (FAF) methodology into a
predict and prevent (PAP) methodology. PaP addsassefundamental needs of predictive intelligence
tools to monitor the degradation of an equipmeagesn order to allow interventions to be takerobef
a unscheduled downtime or unexpected breakdowrrgt.evng, & Crespo, 2008).
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2.1. Scenario

Maintenance experts go through a maintenance pdoeanalyze the use of product data streams and
collaboration support for the use phase of the gebtifecycle. In this scenario, a remote infrastuue is
connected to a construction machine to keep iticoatisly functioning. For example, a machine can
contain sensors to identify the position of the hiae, measure fuel levels, vibration of the engine,
temperature, and speed. If machine degradatioetectéd, e.g. the engine of a machine operating ove
certain thresholds, the monitoring infrastructumenediately reports a problem to the maintenancentxp
The expert mobilizes a maintenance team to perforeventive actions. These actions aim to avoid
machine breakdown. For this purpose, experts hageitkly analyze and understand machine problems,
and to identify solutions. Due to the involvemefiteapertise from different backgrounds, this preces
often requires collaboration. The team has to ifklemachine failures, malfunctioning components, it
causes and consequences, and it has to define atdios in a dynamic situation.

The experts we interviewed indicated that some teaance support systems provide support to
a maintenance team to analyze equipment telemddti, but do not support the use of collaboration
techniques neither collaboration processes (BlainZ®ortinale, Ferrario, & Smyth, 2000) (Yu, 2003)
(Garcia, Guyennet, Lapayre, & Zerhouni, 2004). Rilag collaboration in a dynamic situation introdsice
new challenges that are not traditionally considare collaboration process design. These challenges
originate in the dynamics and short problem sohgggles in the process, causing uncertainty aboait t
time available, the goals, requirements and pagitis for the collaboration process. The sudden
variation of requirements for collaboration imposi§icult constraints for a collaboration proce3is
situation creates a challenge for domain expedsthay constantly need to adapt the way they work
together. Generally, domain experts are not knogéadle in collaboration process design, and neither
have access to collaboration process designersasufatilitators. It is difficult to include a ¢aboration
designer in a maintenance team, whenever machieeat®mut to breakdown. But also facilitators and
collaboration process designers generally cregimeess on beforehand. However, in a situation &her
time, group composition and goals change over these of the process, designers would be forced to
constantly adapt the process during runtime. Theeefa core challenge in this scenario is to capdund
model the knowledge of collaboration process desaymd reuse such knowledge to adapt the processes
during runtime in a way that domain experts withfagilitation or collaboration process design exiser
can use it effectively.

2.2. Challenges of Collaboration

The scenario, introduced in the previous sectiagicates that in dynamic situations like maintemar(

the time planned for a collaboration session catdsnly vary, (i) the original goal of the sessicem
dynamically change, (iii) the participants requitedsolve the problem can change, and consequently,
(iv) the collaboration process is constantly regiesd during the session. This matches the four key
design concerns in collaboration processes: thel, gie resources, the participants, and the
tools/techniques to support the problem solvingcess (Kolfschoten & de Vreede, 2009). The next
sections will discuss these challenges for collatton design in more details, before we elicit the
requirements for a collaboration support systenPiovl.

2.2.1. Challenges for Collaboration Design: Varyig Goal

One of the pre-requirements for designing collatonaprocesses is to understand the goal of the
collaborative activity. In traditional approach#és designer of the process has to understanda tee
outcomes that should be generated to design treegsaccordingly. Professional facilitators ardleski

to adapt the process when their understandingeotttiaboration goal changes. However, this cad lea
to a less efficient and effective collaborationgass. Domain experts will not have this expertise.

In industrial machine maintenance processes, tla gothe collaboration might change. For
example, a machine might break down, and its failerg. temperature rise) could accelerate to ereat
potentially unsafe situation. Because of changdeigradation speed, the collaboration support syste
used by maintenance team has to support detecfi@hamged requirements to the intervention, and
dynamically also change the collaboration processitigate the risk, and guide the group to dedde
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an intervention. Instead of collaborative fail caientification, they have to work collaboratively an
isolation plan for the machine, avoiding peopleget accidentally injured. Therefore, collaboration
support systems should be able to adapt the co#itibo techniques and sequence of activities pldume
a collaboration process, to be executed by a m@nte team.

2.2.2. Challenges for Collaboration Design: Varyig Resources

A normal practice in collaboration process desigtoi get information about the collaboration table,
group, the resources available, and in particdiartbtal amount of time that is available to coblietie
(Kolfschoten & de Vreede, 2009). Based on this rimiation, the designer carefully chooses different
techniques of facilitation to be used during thiatxmration.

In dynamic situations, the time available might g which requires process adaptation. For
example, a maintenance team can face a hard deallieto an underperforming cooling sub-system of a
machine. Based on the time available, the tearrsptadiscuss and investigate the problem befoiagak
actions. However, a faster overheating than exgdeuight force the team to abandon the original gian
they should quickly brainstorm to prevent machiaiérfg.

Another resource that might be less available,awy vn availability, is presence. While mobile
workers might have a smartphone to communicateygeaill not always be able to communicate face to
face, or through a computer interface, they mighefmore restrained connectivity, which requiresafs
different collaboration techniques (Romano Jr, BsigNunamaker Jr, & Mittleman, 1999).

Designing a suitable collaboration process, in titaelitional way, is a matter of balancing
between the available time and resources for atothtion session and an estimation of the amaount o
time and attention the participants will spend asleprocess activity. However, in dynamic situagion
the collaboration process should be flexible. Tfueee the collaboration support system should He &b
adapt the process, techniques and tools.

2.2.3. Challenges for Collaboration Design: Charigg Participants

A collaboration process is designed for a spedifioup of people. These people need to have the
expertise and decision power to resolve the proplmd they need to be committed and motivated to
solve the problem (Kolfschoten & de Vreede, 2008).the goal and resources available for a
collaborative problem solving process are chandinig, might also require different people to salkie
problem. When the problem becomes more severamer ppressure increases, it might be required to
invite experts or decision makers into the procasd, also, when remote participants loose conriggtiv
they might need to be replaced.

In our example, it might be that a decision makeequired to decide to take the machine out of
service, and an operator is required to ‘pull thegp These participants can then be invited in the
collaboration process, so they can quickly catchwitp the cause of events, and the previous digouss
of the maintenance team.

2.2.4. Challenges for Collaboration Design: Chariigg Needs for Collaboration Support

A collaboration process has to be designed on dénmameal-time, whenever collaboration occurs in
dynamic situations.

In dynamic situations, the necessary context infdiom is previously unavailable, making it
difficult for designers to prepare a collaboratiprocess for a specific session. If the designeve ha
model a process in such circumstances, they woale o consider all possible alternatives for the
collaboration session, creating a complete but gempeocess. Although being generic and suitable to
many different situations, the process however @aowt be proper to any particular one, makingssle
efficient and effective. In this context, a collaétion support system should record context infaiona
and, based on this, design the collaboration peoiceeal time and adaptable to dynamic requirement
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2.3. Requirements for Flexible Collaboration Degin

In the scenario described above, a collaboratimtgss has to be designed on demand in real-time,
whenever collaboration occurs in dynamic situatioBased on the above challenges, different
requirements for a collaboration support withinlavPsystem can be identified. The scenario indicates
the use of data streams as an input for the deteofia collaboration need. Further data streamsbea
used as an input for the collaboration procesdf;itpeoviding information that will be needed in
processes like failure analysis. The formation leé group during collaboration is a key issue for
collaboration success. As employees of a companyweak geographically distributed the identificatio
of the right member for a team can be challengagy,status and availability might not be known.
Furthermore, the scenario indicates different téoiscollaboration that need to be used in difféigrps

of the dynamic process. Currently, most of theséstare specialized for a specific collaboraticsktthat
can make it necessary to use a huge collectionai$ tduring collaboration. Another key value of the
scenario is the identification of the product lifele as a dynamic process, because data streams of
product can constantly change during its lifecydleerefore, collaborative processes and tools meed
follow such dynamics and adapt themselves whenivisr necessary. In conclusion, we identify the
following requirements for collaboration supporthin a PLM system:

« R1 - to detect the need for collaboration supporta PLM system needs to provide tools and
methods to analyze data streams from product lifledy detect the need for collaboration;

* R2 - to find the right experts a PLM system needs to provide tools and methodsupport
group formation and collaboration in virtual teams;

* R3 -to find the right information: a PLM system needs to provide tools and methoditter
relevant information from the product lifecycle aattreams, information which is needed to
support collaboration;

e R4 —to support collaboration in a dynamic environnent: a PLM system need to provide tools
and methods that support the design and execufiaol@boration under the constraints of
varying goals, resources, time available and eiqeenteeded.

3 System Model for Collaboration Support in a Dyamic Environment

This section presents a system model for collamaraupport in dynamic environments like the praduc
lifecycle. This model describes how data streamsheaused to describe the collaboration contexy. éde
al. (Dey, Abowd, & Salber, 2001) define contexiaay information used to characterize a situatioarof
entity where an entity may be any object, persanplace. Context provides information about the
interaction between a user and an application. Ri@literature review, different models can benidu
to describe a collaboration environment and collation situations. For example, Pattberg and Flaegg
(Pattberg & Fluegge, 2007) define collaborationhwdin ontological approach that uses a structure of
various levels of abstraction. These levels clatifg relation of a proven solution for a collabamat
problem to a collaboration services and to the tyithg communication technology of a collaboration
process. Another model approach is given by Ragsial. (Rajsiri, Lorré, Bénaben, & Pingaud, 2008).
They define a collaboration network ontology thatcdomposed of a collaboration ontology and a
collaboration process ontology. The collaboratiantotogy characterizes the collaborative network,
details and abstract services of participants. ddlaborative process ontology defines the taskhef
participants at a functional level, which has inpat output resources.

This paper adopts the ontological approach to desthne collaboration context and combines it
with different data streams from the product lifeley The paper distinguishes different data stretuais
can be used to describe the context of a prodieclyiile (SmartVortex, 2011). Streams from sensnds a
analysis equipment are produced by products inbyseustomers and contain telemetry data that are
consumed by the expert of the manufacturer for tamimg the equipment. The data of these data
streams can be used to measure the performancmaélzine and detect the need for collaborationdike
maintenance process. For example, one of the sen$@ machine can constantly measure the internal
temperature of an engine and initiate an alarmdftemperature exceeds a predefined limit.

Streams of design, simulation and testing datgparduced during the design and evaluation phasieeof
product lifecycle. These data streams can proviftaration from the product lifecycle that are negd
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during collaboration. For example, during the mam@nce process data from a machine design can
provide information to detect the causes of a failu

Collaboration tools, meeting notes, user interactiosser behavior, domain specific operations
and business process execution generate a coltadvosiream. The data within these streams can be
used to characterize the context of a collaborapimress and the interaction of the users with the
collaboration support system. The model supporntethodological approach called MAIN+ (Boughzala,
Assar, & Romano Jr., 2010) to support the seleatioappropriated collaboration technologies acaaydi
to a given collaboration situation. Here, basedaogiven process description the collaboration data
stream will be used to analyze the collaboratituesion for each task of the collaboration proc8ssed
on this, the use of a tool will be suggested adogrdo the nature of work and the form of the
collaboration.
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Fig. 1: System Model for Collaboration Support Using Date&mns.

The resulting model combines earlier research amves to formalize a collaboration process into an
ontological representation (Knoll, Plumbaum, Hoffma& de Luca, 2010) and intelligent collaboration
support (Lukosch & Kolfschoten, 2011) with new cepts for the use of data streams. Figure 1 shows
the model and the basic concepts and relationgsoribe collaboration in a product lifecycle cortex
Table 1 describes these concepts and their purpose.

According to the system model, the product lifeey@troductLifecycle can be described as a
sequence of different collaboration procesgesli@borationProcesslike the ideation process for the
definition of a new product or the decision-makprgcess during maintenance. A collaboration process
can be characterized by observable group behaamisthe state of the concepts with which the group
works. How a group moves through this process tmter an intended state in the process can be
prescribed into work tactics of a group. The praabsodel represents these work tactics by the pbnce
CollaborationProcedurdhat is related to &roup. During aCollaborationProcedurea Group of Agents
moves through a sequence of activities (e.g. theter@ance process can be described as a sequence of
the activities to analyze data stream, to identdyises and to generate solutions). The eAtityvity
denotes a scripted and reusable collaborativeigctv an Agent using a defined tool for collabdoat
(CollaborationToo}; e.g. a group can use a brainstorming tool teegee solutions for a problem.
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Table 1. Dictionary of the system model for collaboratgmpport.

Concept Description
CollaborationProcess Denotes a process of the prddecycle in which a Group joint effort
toward a goal

CollaborationProcedure Denotes a work tactic foméended behavior and outcome of a Group that
is needed to achieve the intended goal of a ColtdlmmProcess

Activity Denotes a change of an Artifact in a CotlastionContext by an Agent with a
predefined Role

CollaborationTool Denotes an artifact that is usgdf Agent during an Activity

Agent Denotes a system or a participant that ppaties at a CollaborationProcess

Skill Denotes the required competence of a Rolerasdiby an Agent to fulfill an
Activity

Role Denotes a set of behaviors, rights and obtigatof an Agent

Group Denotes a set of Agents that has a certai@ Rol

ProductLifecycleContext  Denotes the context infofarathat is specified for the ProductLifecycle
CollaborationContext Denotes the context informattaat is specified for a CollaborationProcess

LifecycleRule Denotes a Rule that is specified fa sklection of a CollaborationProcess in
relation to the ProductLifecycleContext

ProcessRule Denotes a Rule that is specified fosdlextion of a CollaborationProcedure
for a Group in relation to the CollaborationContext

ProcedureRule Denotes a Rule that is specified sébection of an Activity for an Agent
in relation to the CollaborationContext

ActivityRule Denotes a Rule that is specified for thelection or modification of a
CollaborationTool in relation to the CollaborationGexit

An Agentis either a system or a participant, because satigties of aCollaborationProcedurecan be
fully automated by a system (e.g. sorting a listaiitributions). Thédgententity has certaiskills that
can be a prerequisite ofRolein a process. MRoleis defined by thé’rocessProcedurand denotes
abstractly a set of behaviors, rights and obligetioThe conceptRole and Skill are important to
distinguish different Agents and thus to be able to define requirements for @m®up of a
CollaborationProcedure According to different needefikills, a CollaborationProcedurecan provide
concurrentActivities for the Agents For example, diagnosis experts might need to wetlk blue prints
whereas simulation experts are required to buikinaulation model. As a result, the proposed model
distinguishes activities for parallelization anchelgronization.

During the product lifecycle, data streams candmduo identify the need for collaboration or to
support collaboration by providing the necessafgrination. The system model described in Figure 1
uses anEngine and a DataStreamManagementSystetm initiate and modify collaboration. The
DataStreamManagementSystenprocesses incoming data from th&ensorDataStream the
SimulationDataStrearand theCollaborationDataStreanmto information that can be used by thegine
that consists of different engines using predefimates for the initiation or modification of a
collaboration process. The Engine uses differelesno initiate or support collaboration.

The LifecycleEngineusesLifecycleRuleso analyze data from theroductLifecycleContexto
identify conflicts or process stages that needabaliation. (e.g. the detection of a failure ofsedi
product in the support phase of the product lifégyclf a CollaborationProcessis initiated, the
ProcessEnginavill select possible work tactics and generatesguence ofollaborationProcedurghat
can be used by &roup to achieve the intended goal of ti@ollaborationProcess Thereby the
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ProcessEnginevill use data from th€ollaborationContexto analyze the availability of possibdgents
andCollaborationTools For example, if the intendeZbllaborationProcedurendicates specifiSkills of
the Group, the engine needs to seldgentswith theseSkills During runtime, the engine can modify a
CollaborationProcedure

The ProcedureEngindocuses on the activity of an agent duringGa@laborationProcedureThe
engine analyzes and manages the concurrent aggifithe agents. Therefore the engine logs theeact
activities of the participants. If theollaborationProcedurendicates the synchronization of all activities,
the engine can abort the active activity of thendgiand initiates a common activity for all agents.

The ActivityEngineinitiates and modifies the uséwllaborationToolfor an activity. The engine
generates information from the data streams tha¢égssary for the execution of an activity, sucthe
task description or existing criteria for a dedisimaking process. Further, the engine provides fiata
the configuration of &CollaborationTool For example, the interface of GollaborationTool can be
described in a XML syntax, which allows us to pdw®viindividual tools for the activities of an agent.
During runtime, the engine uses BellaborationDataStreanto analyze the use ofGollaborationTool
by an agent and if necessary to modify the tochdigpting the XML syntax.

4 Application Scenario: Collaboration Support duiing the Maintenance Processes

The system model for collaboration support, intetl in the previous section, represents abstract
entities that describe a collaboration process @y@amic environment. The maintenance process is a
dynamic collaboration process for problem solvimgriachine maintenance (rf. Section 2). In this pssc
experts need to constantly assess the status atchime, be available for short notice collaboratol

use appropriate tools to analyze the machine data.

These dynamic situations are reflected in the mddelSection 3) that contains four main
entities: the lifecycle engine, process enginec@dare engine and activity engine. In this model, a
maintenance process is associated to the suppasemf a product lifecycle, which is controlled thg
lifecycle engine

rule InitiateFailureSignDiagnosis
when
$sensordatastream: Data (type == ‘pressure’)
eval ( $sensordatastream.data.value () >= 100)
then
initiateCollaborationProcess (Diagnosis, time, sen sordatastream)
end

Fig. 2: Example for Lifecycle Rule for Failure Detection.

To detect the need for collaboration support @fjuirement R1), the lifecycle engine analyzes
given data streams from the operational produdetect a possible failure. One rule example coeld b
the detection of a possible failure signs of a nreecland the resulting initiation of collaboratioropess
for problem analysis as part of a maintenance potsee Figure 2).

If a failure is detected, the engine can use agiepy of different collaboration processes
templates for maintenance, each corresponding ddferent failure type. These templates describe a
sequence of patterns for collaboration, which reg@més a class for different collaboration proceslthat
can be used to guide the interaction among expedslve a certain maintenance problem.

Each collaboration procedure refers to a groupxpkegs with predefined skills and roles. This
property of a collaboration procedure can be usesipport group formation and collaboration inuwft
teams (rf. requirement R2). Here, thecess enginanalyses data streams from product operation and
collaboration, as well as the characteristics ef &vailable experts. With this information theocess
engineselects an appropriate collaboration proceduraffointended pattern of collaboration and invites
the required experts for this process. For exanifpthe diagnosis of a machine takes several siefe
accomplished and the group does not have enough diwailable, thgrocess engindas to select a
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procedure that suits the time constraint and pesva sequence of group activities that fit thdski the
experts.

The activities of the collaboration procedure ahé tsage of collaboration tools will be
monitored and adapted for each expert individuaylyheprocedure enginandactivity engine Based on
the intended role of an expert in the collaborafpoocess, these engines filter relevant informafiom
the data streams to support the activities of tkeeds (rf. requirement R3). For example, during
equipment maintenance, the group might generatsifter possible causes for an equipment problem.
They might then use a collaboration procedure talyae given data streams and to mark exceptional
areas in the stream. Depending on the available tivay have and the skills of the experts,ptoecedure
enginedefines an individual sequence of activities facte expert. For example, an engineer is intended
to analyze specific data streams according toreia af expertise.

The system model also supports collaboration iryrsanhic environment (rf. requirement R4).
The goal of the model is to provide experts witlsystem containing collaboration tools that adapt
themselves according to the context of a speoif@nario. For example, during a maintenance proeess,
group is using a tool to generate ideas about plessiachine problems. At a certain point in tinfes t
group identifies possible causes that require emdit resources to verify their relation to a cuatre
failure. The different engines of the system reéogithis resource by analyzing the data streamgtad
execute different adaptations$) they announce to the group the possible causgsehuire additional
resources in order to make the group aware of d fareadaptation; (ii) they identify the availabjliof
experts related to the identified causes and peavithe group a list of possible experts that can be
invited; (iii) they adapt the process goal by irtihg a new sub goal to verify the identified caugis it
adapts the collaboration tool by providing techeisjthat can be used by the enlarged group to vefy
possible causes.

5 Conclusion

In this paper we introduced the first steps towadh#sdesign of a collaboration support system tisas

data streams to support collaboration within thedpct lifecycle. As part of the requirement anaysie

carried out a workshop in the construction industrydentify the potential of using data streanengl

the product lifecycle. Based on a scenario for meaiance, the paper represents different requirenfent
collaboration support in a dynamic environment.

We introduced a system model of a collaboratiorpsupsystem that represents the exchange of
collaboration data among stakeholders and diffetyges of data streams. The definition of this eyst
model provides a step forward in designing a sydteahcan handle dynamic situations that resulinfro
changing time constraints, goals, participantsgeources.

There are still challenges that need to be furitnezstigated. Currently, the paper assumes that
the model can automatically trigger collaboratictians based on analysis of the data from datarsise
Currently, there is no suitable language that adl@vuser to define rules to process data and trigge
actions. Besides such a language, another challientje implementation of the collaboration support
system. Such a system has to consider the progeg§idata streams, the collaboration of a group of
experts and the application of collaboration teghas, leading the group based on dynamic goals and
outcomes.
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Abstract. Lessons learned are one way to retain experience kaowledge in project-based
organizations, helping them to prevent reinventimg wheel or to repeat past mistakes. However,
there are several challenges that make these k#samed processes a challenging endeavor. These
include capturing knowledge about project managemaltowing learning from mistakes, and
handling the group processes within the projecinte®e introduce a novel approach combining
elements from storytelling, root cause analysis] aollaboration engineering to address these
challenges, and report on first experiences utijzthis approach in a project in the oil and gas
industry.

Keywords: Lessons Learned, Root Cause Analysis, Storytellingllaaration Engineering,
Knowledge Management, Organizational Learning.

1 Introduction

Within project based organizations (i.e. organaagi structured around projects) there is some ¢once
over retaining the knowledge and experiences gaime@dproject. Failure to learn from past projezds
lead to repeating errors (Ajmal et al., 2010) dnventing the wheel. In extreme cases, project dase
organizations fail to learn from their mistakes years on end (Ajmal et al., 2010).

Some organizations address this challenge by #ainsf some of the knowledgeable people,
such as engineers or project managers, from orjegbrio the next. These knowledgeable people could
carry some of their learning with them. Howeveg ttumber of projects that can be reached this way i
rather limited. In addition, knowledgeable peopke uttheir minds. Thus, they own their means of
production - when they leave the organization, ttale this means of production with them (Stauffer,
1999), depleting the organization of valuable krexlgle.

As a result, project based organizations aspiafiure the knowledge and experiences gained
in a project. Here, lessons learned are a commmategy to transfer knowledge between projects by
gathering lessons and storing these (e.g. in dds#a for others to use.

This paper reports on action research, where leseanned were gathered from a project in the
oil and gas industry. The action research strieeaddress three challenges: capturing knowledgatabo
project management, allowing learning from mistakasd handling the group processes within the
project team. We report on the approach taken doesd these challenges, and present some firdtsresu

2 Three Challenges

There are several reasons that make lessons legatieering a challenging endeavor, see e.g. Neatell
al. (2006), Kasi et al. (2008) for an overviewttis paper, we focus on three of these challenges.

First, the knowledge gained in a project coversidewange of areas. For example, in the
construction industry, relevant knowledge can eckat areas such as design, contracting, planning, o
operation and maintenance, but also to project gemant (Tan et al., 2010). Knowledge about project
management encompasses e.g. team building, comationicand stakeholder management, and risk
management (PMI, 2004). Thus, relevant knowledgeoisjust about technical issues, but also about
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‘softer’ topics such as social interactions andding commitment. Not all of these knowledge arass
regularly covered by lessons learned efforts. Neetehl. (2006) have conducted interviews in selvera
organizations on the effectiveness of their lesseaned efforts. The results of the interviewstatiéng.
While it seems to be possible to capture knowlealggut products, technical issues and achievements,
softer types of knowledge (i.e. knowledge aboutgimcesses that a team had deployed to achieve thei
goals and why these processes seemed to have weetiedr badly) are not retained. One reason fer th
difficulties in retaining softer types of knowledgmocess knowledge lies in the tacit and situaidire

of part of this knowledge (Kasi et al., 2008). dttherefore difficult to capture and transfer (Negw
2006). For organizations relying on the executibmprojects this draws a bleak picture. Learningrfro
projects and exchanging both explicit and tacitvideolge beyond the boundaries of a project has been
identified as one of the critical success factorgpfojects (Cooke-Davies, 2002).

Second, learning from mistakes can be a challengtsélf. Here, organizational culture often
creates barriers to learning from mistakes. Thenapel honest productive culture that would fad#ita
the articulation and analysis of errors is raralgsgnt in most project-based organizations (Ajnball e
2010), leading to a lack of psychology safety (Ketsal., 2008), especially if the project manadey®
an important role in how well or badly a projectfpemed. In addition, the process of learning from
mistakes can involve re-experiencing the past, theating frustration and anger (Kasi et al., 2008)

Both challenges are made more difficult by the,fttat learning and experiences are spread in
the project team. With regard to softer types adwiedge, different team members often hold onlyt par
of the puzzle. While the project manager might knelay something was implemented, and can outline
the motivation and actual effects on a high lewshers might have detailed knowledge on how
something was implemented. Both types of insightsimportant when it comes to lessons learned. In
addition, groups remember more correct informatibout an incident (see e.g. Hogg, Vaughan, 2008).
Overall, groups have a greater amount of knowledgelligence and understanding of a problem than
any single individual (French et al., 2009). Thimsjolving key team members in the lesson learned
procesamightlead to better results. However, gathering les$eased in a group can suffer from well-
known group phenomena such as groupthink (seedHegg, Vaughan, 2008). Thus, handling the group
process adequately is a third challenge.

There are only a few studies addressing similareissn the context of lessons learned. Most
studies just state that facilitators should be used state the method ‘discussions’ in the group fo
actually gathering lessons learned (see e.g. KA@és), Liebowitz (2008)). Williams (2004) provile
more details on his process. He uses a root cauadgsés to analyze the management decisions leading
failure. However, he did not consider any groupcpeses. Baas et al. (2010) utilize appreciativelieng
to address the challenge on how to design therndssoned process in such a way that participaot& d
see it as such a negative experience. This way llaégnce reflection on mistakes with more positive
experiences, but they do not explain how to actuakate good lessons learned from mistakes.

3 Research Case and Approach

This paper reports on gathering lessons learned &qroject in the oil and gas industry. The prbjec
involved multiple stakeholders, among others antlierganization and a contractor handling the
management and engineering part of the project.progct team regarded the project as not sucdessfu
in terms of budget and schedule. Several team mendbated that at least one of the project managers
played a major role in that situation. Thus, thejget presented an opportunity to research hovapduce
knowledge related to project management (includitaggeholder management), and to explore capturing
knowledge related to failure.

Using an action research approach, we conductedesof interviews with key members of the
project team and a facilitated workshop to identifiscuss and capture the major lessons learnatbdel
to project management.

We recorded all the interviews and the workshop @athered further data utilizing a
questionnaire and debriefing rounds. In particulee, used the questionnaire to assess the perceived
effort, and satisfaction with different parts ofetiprocess. Debriefing rounds after each step in the
workshop and after the workshop as a whole providedback as well.
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The project managers were involved in how the mtojeas conducted. This made it necessary
for an external party to guide the lessons leamféart. In addition, the client organization wantex
improve their lessons learned efforts, thus leattingn opportunity for action research.

Altogether, seven people contributed lessons lebdoeing the process. From the client organizatioe
engineer, two project managers, and one portfohmager participated. From the contractor’s sidereth
were one project manager and one engineer, asowellperson responsible for managing the project
manager within their organization.

4 Lessons Learned Process

The lessons learned process employed in this grofatsists of two major phases: an interview phase
and a workshop phase.

The interviews utilized mechanisms from storytejlitsee e.g. Lukosch et al., 2011) and root
cause analysis (see e.g. Williams, 2004) to gasiodter’ kinds of knowledge about project managetmen
Storytelling is a method to capture experiencessgral perceptions, and insights through storieshé
context of this action research it was embeddedeimi-structured interviews and used to gather the
personal perception of team members on what wetitame what went wrong. The main causes for
failure were elicited in the same interviews, agkéach team member recursively what they considered
the cause for what went wrong (“why”), what theyulbrecommend to address this cause, and whether
the recommendation would be able to prevent thmate effect. Most of these recommendations had not
been tested in this project.

Altogether about 10 hours of interview material eveyathered. This interview material was
transcribed and analyzed, resulting in a prelimjinaport. Here, most lessons learned consisted of a
description of the problem or situation, and a nee@ndation on how to handle this problem. The repor
contained 31 problem descriptions.

In order to bring the separate views together, taralow the interviewees to refine and reflect
upon the gathered lessons learned, a facilitatettshop was conducted. The workshop utilized a group
support system in order to allow the participaata/ork anonymously and in parallel.

The workshop was designed using ThinkLets (see Rriggs, Vreede (2009), Briggs et al. (2006)).
ThinkLets are abstracted basic units (steps) efcdithted group processes, describing the actidrike
facilitator and of the group as well as expectett@mes, the purpose, and pitfalls.

As a first step, the participants clarified the lgeon statements, and were given the opportunity to
challenge the recommendations or to add new recowtations (using the LeafHopper ThinkLet with
problem statements and recommendations as seeds).

In the next step, they tagged the problems to niadasier to retrieve the lessons learned from
the database. An internal framework for describisk categories was given as an initial set of tags
addition, the participants could add free tagsa@erage, each problem description received 2.6 tags
Third, the group members rated the problems (utiegMultiCriteria ThinkLet) on a 5 point scale with
regard to their relative importance for their pmjehe impact should a problem occur in a futngezt,
and probability of a problem occurring in a futymejects. The rating criteria impact and probapidf
(re-) occurring are also used in risk assessmemt ¢sg. Hillson and Simon, 2007). The results ef¢h
ratings give an indication to the reader of a ladsarned, how important this lesson was in theedrof
the project, and in the context of the organizatigigure 1 shows a scatterplot depicting the proble
The participants consider the problems to be seaeddikely to reoccur in other projects. The arsiin
the scatterplot can all be explained by some miststandings regarding the usage of the voting syste
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Fig. 1 Probability and Impact of Identified Problems

5 Conclusions

Results from this action research indicate, thatititerviews together with an (anonymous) workshop
address the complex situation of the project afmvateam members to address sensitive issues in the
project, such as team building. An initial analysighe questionnaire revealed that the perceiiedtés
adequate, and that the participants show a higsfaetion with the process. The debriefings duramgl
after the workshop also showed that the workshamdeneeds some refinement.

The high ratings regarding impact and probabilityemccurring can be interpreted in two ways.
First, they could indicate that during the procas=arly filtering took place. Consequently, lesstivat
are considered unimportant are not mentioned athals leaving out important lessons learned. Sacon
the ratings could indicate that the lessons leammextess focused only on lessons learned of high
relevance without leaving out other important lessdrhis position is supported by the fact thatirdur
the workshop no new problems were added. Howewesistéess whether this explanation actually holds
further research is needed.

Another avenue for future research links to riskeasment. The employed lessons learned
process already contains elements that are alsmpesk assessment. Collier et al. (1996) progose
use lessons learned as input for risk identificatidowever, to our knowledge this suggestion has no
been taken up. Thus, our lessons learned procesd contain first steps in linking lessons learned
processes to risk identification.
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Abstract: This study provides a taxonomy of salient oppatiesm and challenges yielded by
collaboration in Virtual Worlds (VWSs). A Delphi ntatd is used to gather graduate management
students’ opinions resulting from a SWOT analysisteam collaboration in VWs. This study
produced an ordered list of important adoption antty issues to consider when collaborating in
VWs. Additional factors were identified through salission of these issues. Based on our findings,
we further discuss the relevance and implicatiohspportunities and challenges associated with
collaboration in VWs.

Keywords: Collaboration, virtual teams, Virtual Worlds, Delpbkploratory study.

1 Introduction

Virtual Worlds (VWSs) provide many opportunities ewercome some issues of traditional collaboration
such as scheduling meetings when team members arking in different countries. But team
collaboration in these environments can be moecéife but also more challenging to manage.

Both researchers in Management Science—specifithélyinformation Systems field—and in
Computer Science—specifically Computer Supportedp@ecative Work (CSCW) and Human Computer
Interaction communities —have grown increasinglgiiasted in VWs. .Management Science researchers
have placed particular focus on studying the emmergeand development of virtual organizational
settings (e.g., teams, communities, enterpriseBawWS1971; Giddens 1984; Armstrong&Hagel 1996;
Ahuja&Carley 1999; Boughzala 2007). Such reseaiah focused on the opportunities that VWSs, as a
form of effective Information and Communication haology (ICT) provide to enhance business
processes. Conversely, computer science researcaeesstudied the interaction of human beings with
VW technology and its capacity to support collabigeawork (Yee 2007; Bessiére 2009; Ducheneaut et
al. 2009). For instance, VWSs can influence critibalsiness functions such as internal information
sharing, e-commerce, partnerships, organizatieahing, value creation, and innovation (Kock 2008)
Several researchers have also explored the cotitribof VWSs as a space for social interaction aroloh
to increase, facilitate, and lead team collaborafavis et al. 2009). The efficient and effectivge of
VWs as a platform for team collaboration may yialdariety of benefits to an organization rangirarir
reducing operating costs (e.g., travel, lost warletdue to excessive or untimely meetings), to eacing
productivity (e.g. speed and richness of collabomatcreativity).

Owens and colleagues (2009) argue that VWs canneehaollaboration and VW project
management through the unique technology capasilithey provide. That is, when using VW
technology capabilities, VW project teams have ssd® efficient, as well as richer, more engaging
environments to help overcome collaboration basriefowever, many organizations are cautious of the
unintended consequences of utilizing VW collabaratiindeed, they consider VWs as surrounded by
much hype and uncertainty regarding concrete bssivalue.. Several studies highlighted factors that
could negatively impact an organization, such asr gecurity, and the lack of a clear legal framdwor
and governance

Despite the fact that several research teams habar&ed on the study of collaboration in VWs (Davis
et al.,, 2009), there has been limited research th& perceived challenges and opportunities for
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organizations operating in these environments (drilen et al., 2009). To establish a basic understgnd
of VW opportunities and weaknesses, many questieesl to be answered, including but not limited to:
What might be inhibiting or enabling team collalioma in VWs? What might encourage or discourage
organizations to invest resources into VWs? Whatofa optimize the likelihood of successful team
collaboration and high quality of outcomes?

To the best of our knowledge, there are few stuthes attempted to answer such questions
(Kock, 2008; Hendaoui et al., 2008 b; Davis et 2009; Owens et al., 2009). Thus, not surprisingly,
taxonomy of salient opportunities and challengesvid/ collaboration has not been proposed. As such,
we conducted a Delphi study to address this rekegap. The Delphi method consisted of an initial
brainstorm session, which was followed by a codstion of key issues and a ranking of these issues.
This resulted in a taxonomy of issues relevant W ¥ollaboration. We then expanded our findings by
allowing our panel of experts to openly discusss¢héssues to ensure the relevance of the initial
brainstorming results. Specifically, the currentdst was exploratory in nature and identified iritia
barriers and opportunities for VW adoption.

Our findings may help organizations to better prepheir venture into VWs by heightening
their awareness of the major challenges of thisrgemt technology. The relevant issues identifiethia
study also provide a starting point for better ustbnding and further researching factors thatierfte
the optimal utilization of VWs to conduct team edibration. Furthermore, the understanding of sévera
barriers related to the technology will lighten rath to enhance VWs design (Ducheneaut et al9)200

The remainder of this paper is structured as fdloWhe next section presents a literature
review. Then we introduce our methodology for idfgintg the opportunities and challenges associated
with team collaboration in VWs. Next, the resulfste study are detailed in the fourth section.ti®acs
discusses our findings and their implications witle support of a complementary qualitative study
through an open discussion with participants. Tapep concludes with a summary of the key findings,
limitations, and directions for future research.

2 Background

2.1 Virtual Teams (VT)

It is becoming more and more common for individualsvork remotely in cross-distance, cross-domain
and cross-organizational VTs (Zolin et al., 200@)at is, organizations are trying to take advantaige
the flexibility of technology-enabled work to creatistributed VTs and tap into globally dispersedss-
functional expertise and competences (Huang et28l10). At present, electronic communication is
evolving towards a 3D era. For the first time, athed technologies, such as the 3D internet, hawema
VWs accessible to nearly everyone in an induskéali country (Chen&Chen, 2009). Further, the
globalization of business practices and the pnalifen of collaboration technologies have catapltte
utility of VWs into the corporate world.

Moreover, VTs have the advantage of incorporatingmivers from different cultures,
organizations, countries, etc. These teams arentdmiy-enabled and can improve productivity by
reducing operational costs and employing the misti@ate human resources for a task (Townsend et al.
1998 b). They can also help organizations distelyigks and costs in an appropriate innovationesdant
(Gassmann and Zedtwitz, 1999).

Despite the potential for VTs to experience greapastunities, efficiency and effectiveness,
these teams are not guaranteed to outperform hysiorld teams. Indeed, VTs face many daunting
challenges such as management difficulties, maiimgi individual motivation and focus, building
commitment, and promoting trust (Huang et al., 2010

Furthermore, team members may suffer from reduced (Bos, 2004) and reduced engagement
resulting from excessive multitasking (Mark, 1998)an effort to ameliorate VTs’ meetings diffidak,
researchers designed an avatar-based e-meetingrsippl named Olympus (Shami, 2010b) to host
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more personal VT collaborative efforts. Others gesd a tool called Porta-Person to enhance the sens
of social presence for remote meeting particip@ismkelovich, 2007).

Notably, research cited in this literature reviesvniot exclusive to VWs. However, several
aspects of VWs make them more promising than foadit technologies such as e-mail or
videoconferencing. For instance, VWs approach ¢la¢ world and bring a feeling of presence and being
together (Franceschi, 2009). They allow object ipalaition (Davis et al., 2009) and creation of sbcia
and economical interactions (Hendaoui et al., 20@@)nsequently, some researchers have pondered
whether the use of VWSs can mitigate the inefficiea®f distributed meetings (Shami, 2010a).

2.2 Team collaboration in VWs

The introduction of VWSs as an innovative technoldiggt can be utilized to enhance collaboratiorhin t
workplace has raised promising opportunities aretsjation (Rohall, 2008; Shalini, 2009; Srivastava,
2010). Owens and colleagues reported that companies as IBM and Dell have recognized this
potential and began piloting various VW projectscl$ projects incorporated work from a variety of
issues including but not limited to marketing, hleedre, virtual museum tourism, e-learning, and
recruitment. These projects were performed on ttyges of collaborative platforms within SecondeLif
Immersive Workspaces, Virtualis and the Alpine Exae Center. Each platform aimed to enhance
intra- and inter-organizational work contexts (Owen al., 2009). The aforementioned platforms gevi
many communication and work tools and features saghcapabilities for editing reports, sharing
comments, video conferencing (The ImmersiveSpadé®y allow organizing conferences, social events
and brainstorming (Virtualis; Alpine executive cent2011).

Generally speaking, collaborative platforms in Vifevide the advantage of reducing the need
for business travel, which in turn reduces cost$ potects the ecological environment. Moreover, in
VWs, employees can attend internal conferences vemdkshops for free from the comfort of their
everyday office. This convenience can reduce tinastad on travel and increase productivity during
down time. Arguably, VW collaboration may not repdaface-to-face collaboration, but it becomes a
complementary and supplementary alternative fa@rp#rsonal interactions.

Despite the many opportunities for improved collation afforded by VWs (Kock, 2008), some
researchers have addressed threats and weaknassesnt to this medium (Bessiere, 2009; Owens. et al
2009). For instance, VWSs require technical skilegsiere, 2009) to be used in order to take adgardé
the technology’s capabilities. Also, while avatgr®vide visualization and realism to the electronic
communication, the user must be able to effectiveneuver the avatar (Owens et al., 2009). Hence,
researchers highlighted a learning curve relatedv¥8 technology usage. Also, VWs could face
acceptance issues (Bessiére, 2009) if users réjectechnology, or the idea of changing to new
technologies. Furthermore, cross-country VTs stiltounter problems with time differentials in VWs.
Finally, the Lack of face-to-face could lead to el social problems such as confusion,
misunderstandings, interpersonal conflict, intranowunity conflicts (Cahalane et al, 2010), violatiof
group norms (Owens et al., 2009), and difficultylding trust between users (Bessier et al., 200 ¥t
al., 2007; Schroeder, 2008).

Some researchers specializing in law, public pdljitiand economics have raised questions
addressing regulation and governance of VWSs, aedetinerging virtual economy (Lastowka, 2005;
Castronova, 2006; Maclnnes, 2006; Malaby, 2006).ilfrstance, some authors have addressed the issue
of whether “virtual properties” that are bought audd in VWSs should be considered property in dgal
sense (Mennecke et al., 2007). Furthermore, sosearehers addressed the question of identity ameft
fraud in VWs (Lastowka and Hunter, 2004; Roche ¥ad-Nostrand, 2007). Mennecke and colleagues
(2007) argued that more research is needed to statierthese issues and to find remedies for them.

In conclusion, researchers have pointed out intiegesnd salient opportunities and challenges
of collaboration in VWs. However, no taxonomy ofpoptunities and challenges of VWs has been
provided. Therefore, our contribution to the litera is to provide the cornerstones—or at least
guidance—for such a taxonomy.



Group Decision and Negotiation — GDN 2012 47
20-24 May 2012, Recife, Brazil

3 Method

In order to address the aforementioned researchvgapsked our panel of experts to identify chajén
and opportunities organizations may face when uSAs in a collaborative context. We conducted a
SWOT analysis from a brainstorming session as dingrary exploratory study with graduate
management students. This SWOT analysis is intertdegpresent possible perceived Strengths,
Weaknesses, Opportunities, and Threats of tearabmottion in VWSs. This study addressed two primary
types of factors that influence VW collaboration:idternal factors including strengths and weakesss
of VWs, 2) external factors including opportunitiesd threats. The SWOT analysis generated an
organized set of factors which may help organizetito deepen their understanding of the costs and
benefits of using VWs for team collaboration. Th&seors can help inform companies of the advargtage
to working in VWSs, as well as raise their awarenetdhe prospective threats inherent to VWs. To
address these SWOT analysis categories, we coaditlez following questions:

»  Strengths: What factors do you consider as majeargidges of VWs?

* Weaknesses: What factors do you consider as megarbéicks of VWs?

e Opportunities: What potential opportunities do V@fer in a collaborative context?

e Threats: What potential threats do VWs pose inlalcorative context?

To conduct our exploratory study, we used a Degfpiiroach. Delphi studies are regularly used
in information systems studies when a consensudsnteebe achieved among domain experts on a topic
where ideas generation is required (Keil et al.020 We enriched the Delphi process through a
thinkLets-based (Briggs et al., 2003) facilitatimmocess. ThinkLets are codified best facilitatioaqtices
that create predictable, repeatable patterns d¢dtmmiation among people working toward a goal. They
are used to streamline collaboration during braimsing sessions, rapid decision-making, evaluabibn
strategic objectives, team building, and creatifityeede, et al., 2009).

While Delphi studies are normally survey-based (&idh et al., 2001), we had the opportunity
to use a Group Support System (GSS — here a custdrSiphinx Web Reporting application) and a well-
structured facilitation process. A GSS is a sufteaftware tools designed to support collectivebpem
solving, including the generation of ideas, redgginorganizing, and evaluating idea sets
(Fjermestad&Hiltz, 1999). These tools facilitatee temergence and sharing of information among
participants, and assist the facilitators in thentewl of the participants’ reflection process. Each
participant in a GSS session uses a computer toisideas and votes to the group, to make selestiton
organize ideas, or to write draft texts. Using &SG&l team members can contribute simultaneoasig,
may generate and evaluate ideas anonymously, wiakicipating in well-structured deliberation
processes (Dennis et al., 2001). The use of a B&8ea us to collect in a bottom up fashion, exteas
and well-organized group collaboration resultsal#io served for the development of a synthesisrtepo
summarizing the results of the process, which wasgnted and discussed with all participants.

3.1 The Participants
In March 2011, students of a 3D VWSs course werétedvto participate in a study at the authors’
institution. They were asked to do a SWOT analg§igW collaboration using electronic brainstorming.

Demographics of the study participants are providetiable 1.

Table 1. Delphi study participant demographic data

Study data
* Total Participants: 13
All participants are Management Graduate students
Youngest Participant in Age: 21
Oldest Participant in Age: 26
Male Participants: 6
Female Participants: 7
Web 2.0 & VWs Experience: Very Often
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3.2 The Brainstorming Process

The brainstorming process consisted of severaliiet in which the participants were asked to gega
during a 180 minute period. A summarized agendareselarch process follows:

After an introductory presentation Mws and the scope of the meeting, participants wekecato
anonymously generate ideas around the four SWOTdhe

Participants were then assigned to four subgroumb asked to reduce, clarify and organize
collectively generated ideas into unique statemantsind one of the four themes. Each subgroup
was assisted in this task by a facilitator. Thel goas to converge on similar ideas, remove non-
related ones, and reword those insufficiently clear

Participants then rejoined as a single group. Batdgroup facilitator presented and explained to the
group which statements were selected for theireetsge theme.

Participants were then asked to individually andramously rate the relevance of each statement on
a 10-point Likert-type scale, with ‘10’ represeigtia very relevant statement and ‘1’ a least relevan
statement relating to each of the four SWOT themes.

The voting scores were then presented to all patits in a raw format to stimulate a discussion of
the results (proposal by proposal), and to allog isformulation of proposals when necessary, to
clarify ratings' standard deviations and so todaikollective consensus.

Finally, we conducted an open discussion for 90 uteim with the same participants about the
brainstorming results. We aimed to deepen andfgldmeir understandings of the statements’ impar¢an
and their role to make teamwork in VWs successfullist of guiding questions addressing these
constructs was prepared to facilitate the discussio

4 Results

The SWOT analysis produced a total of 146 ideasnduhe initial brainstorming activity aiming to
identify opportunities and challenges of VWSs. Thateas were reviewed, reclassified, and paraphrased
following the process described in the previougisecWe reduced them to 32 statements (9 strengths
weaknesses, 9 opportunities, and 7 threats). Aftga collection, we reviewed and paraphrased the
overall results from the SWOT analysis categong lie enhance clarity. Some key questions weredaske
about the collected data:

Are the resulting statements possibly misclassifietiveen threats and weaknesses or between
opportunities and strengths?

Are the resulting statements appropriate and witiénscope of team collaboration?

Are the resulting statements specific to a pardic\W?

After careful analysis, we organized and put thaults in four tables, tables 2 through 5. (SD =n8#&ad
Deviation)

Table 2. Strengths: Strengths consolidated from an inigalo$ 49 ideas and then reviewed, reclassified, and

paraphrased.
Strengths Mean SD
Universal access 8 1.89
Entertainment 8 2.07
Simulation (object manipulation) 7 1.79
Environment personalization and flexibility 7 1.65
Shaping personality 6 2.78
Pleasant working environment 6 3.17
Cost reducing 6 2.25
Saving energy 6 3.01
Socialization 4 2.36
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As a result of the brainstorming activity, partiips identified some relevant strengths. First,
participants highlighted the universal access tosvivdm everywhere and for everyone. This virtuaittr
is inherited from the Internet and helps to elimgénlaoundaries and reduces communications’ congtrain
Secondly, they identified the entertaining envireminwhich may help to make work condition more
pleasant. Additionally, they cited the possibiltty simulate processes remotely which is more tialis
compared to other collaborative environments Geoupware) where visualization (Hall, 2008) and or
co-presence (Schroeder, 2006) are not possible.

Third, they stressed the possibility to personalfme environment and make it better suited to
users’ demands. In a participant's wordsnvironment personalization helps to define a &lita
environment which improves performahdeurthermore, the possibility to personalize &vatar seemed
to be relevant. Said one participafetsonalization allows us to be identified with awn profile”, i.e.
to be different from others. So one could ligehtified with his/her characterbr “getting a desirable
image”, and ‘shape his/her personality as desitedhese findings regarding personalization reflect
propositions of Ducheneaut and colleagues (2008thErmore, users can overcome shyness and interact
with people without constraints. Consequently, Viésease socialization by facilitating theohnecting
with new people’ and becausecbmmunications are easier and so socialization bexo easiér
Finally, participants declared that VWSs help touesl transportation and accommodations costs. Indeed
like other means of electronic communication, V\&gestravel expenses and reduce traffic pollution.

Table 3. Weaknesses: Weaknesses consolidated from an setialf 48 ideas and then reviewed, reclassified,
and paraphrased.

Weaknesses Mean SD
Impersonal social communication (desocialization) 9 1.26
Lack of juridical framework 9 1.12
Hacking and fraud 8 1.93
Requiring advanced technical skills 8 1.82
High hidden cost 7 1.76
Loss of touch with reality 7 281
Requiring many technical resources 6 2.31

According to the participants, many weaknesses sequarvade VW collaboration. First, VWs
may lead to impersonal social communication. Sopfgewill lose important aspects of human contact
(desocialization) andldss of touch with reality That is, VW participant contacts may become uait
contacts only. Moreover, participants are wondeabgut conflict management in VWs with a lack of
juridical framework. One participant saidPdssibility of conflicts in 3D life, which rules wid one
apply? . Some weaknesses are specific to VWs' technologh s security problems namely hacking
and fraud in absence of legislation associated eatiflicts in VWs. Furthermore, VWSs require advathce
technical skills and high hidden cost as well (esgbscription fee, software cost). Finally, the o§such
technology requires many technical resources suclara advanced graphical card and a powerful
processor.

Table 4 Opportunities: Opportunities consolidated frommitial set of 30 ideas and then reviewed, reclasifand

paraphrased.
Opportunities Mean SD
Distance reducing 9 1.40
Real time and rapid communication 9 1.44
Time saving 8 1.23
Less discrimination when the visual identity isded 8 1.61
Free opinion expression 8 2.36
Personal skills development 6 1.89

Risk reducing with process simulation 5 2.54
Increasing creativity 2.86
Easy knowledge sharing 5 2.81

a1
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The participants identified many relevant oppottiesi that may help us to better understand team
collaboration in these new environments. Firsttipants argue that VWs allow people to work
remotely from any place—such as their homes. Exgégrbetween team members may become faster
thanks to real time and rapid communication. Counsatly, this may &ccelerate project developmént
and allow time saving. Second, users are ablede thieir visual identity and, in the same time,eoth
team members could know the statue, the identitlycampetencies of the persons with the hidden Visua
identity. This may reduce discrimination (e.qg.,adhigity, gender, race...) andriakes discussion in team
richer because there is no judgnienthis “ensures to everybody to express him/herself maiéyend
freely’. So one may overcome his/her shyness and paate&ipositively in team discussions. Moreover,
people can use VWs to develop new skills such asieg languages, attending conferences, and doing
process and object simulation. Third, one may requoject failure risks thanks to remote simulaimial

a rich tool environment. Furthermore, participasatgue that these environments could help to inereas
creativity through cross organizational and cragiucal collaboration. Finally, VWs make knowledge
sharing much easier which is relevant aadriching to team collaboratidn

Table 5 Threats: Threats consolidated from an initial $et®ideas and then reviewed, reclassified, and

paraphrased.
Threats Mean SD
Identity theft and hacking 9 0.96
Reduced efficiency 9 1.55
Social loafing 9 1.55
Psychological issues 9 1.19
Perception issues 8 2.2
High dependency on machine reliability 8 1.82
Leadership issues 7 2.33

The last stage of the brainstorming activity waatesl to threats of VWs when people work in teams.
The findings in this section align with the litae¢ review (Lastowka, 2005; Castronova, 2006;
Maclnnes, 2006; Malaby, 2006; Cahalane et al, 2QH3towka and Hunter, 2004; Roche and Van-
Nostrand, 2007). In fact, safety issues are stgomgghlighted by the majority of participants. They
identified some relevant threats such as identigftf hacking and use of invisible avatars. Thespal
focused on the impact of the use of VWSs on teancaf{. They argued that team efficacy may strongly
decrease due to the lack of emotion and gestunes, Thmay be difficult to explain ideas and readiyp
language in VWs, which may lead to more misundaeditays and lower team efficacy. Moreover, the
risk of social loafing seems to be noteworthy wittle possibility to hide one’s visual identity inede
environments. That is, social loafing is hard tgulate in this context. One participant samb ‘one could
know what people do in virtual meetings, are thegicentrated, do they listen.. Another one said,
“People may feel lack of commitment when there isupervisiof. Another one declared thasdcial
loafing may increase when there is no supervisiontdam work According to the participants’
contributions, hiding the visual identity couldnaplicate some leadership issues because it is thard
manage a VT mainly when we do not know or see mesntbedeed, when we do not know or see the
leader we will not be able to feel his/her charisara influence. One participant declared that an
“unknown person could not have so strong influencepeoplé. Another said human contact is
indispensable for creating leadership in a téafurthermore, VWs may lead to some psychological
issues such as dependency on these worlds, aral sgmation in the physical world. As such, VW
participation may have a harmful impact on persoiagnilies and society. Finally, participants
highlighted the strong dependency on a machine thay not be always reliable. Indeed, some
connection troubles or electricity issuestild lead us to stop working or cancel a meéting

Discussing the strengths, weaknesses, opportunitesl threats of VWs during the
brainstorming activity yielded results that appeéate relate to factors are arguably relevant faurte
collaboration in VWSs, such as personalization (Bareaut et al., 2009), social loafing (Karau&Willigm
1993), hiding visual identity, object manipulatiand simulation (Robinett and Holloway, 1992),
knowledge sharing (Cramton, 2001), socializatiola(8en, 1968) and leadership (Chemers, 1997) These
are factors which distinctly influence team colledt@n. They are neither opportunities nor thrdais
fundamental constructs that impact team collabonatSome of them may enhance team collaboration
such as knowledge sharing while others may inhibltaboration in VWs such as social loafing. To
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further enrich our understanding of the particigaperceptions on these constructs and their roteam
work in VWSs, we conducted an open discussion foduse enablers or inhibitors of VW collaboration.
To this end, a list of open-ended questions wapagresl that were used to guide the discussion. These
questions and a summary of the participants’ respoare presented below.

1. Does it make any difference when you personalize yoprofile (avatar, space, decor...)?
Participants suggested that personalizing theifilpsp including but not limited to their avataspaces,
and décor, influenced their collaboration expersnin VWs. First and foremost, they indicated that
profile personalization helped establish an idgntit the VW. Having a unique identity reflected an
personalized profile puts users at ease in a VWl it gives you a style, makes you original and
helps you feel closer to your avatar and at eagb e environmeritin fact participants reported that
individualizing a VW profile is just as importantamntaining a desirable personal image in real hfeq
some respondents went as far as to suggest trexsanalized profilei$ a window to our personality.”
Furthermore, this process of establishing an itertelps usersifiteract with others by creating a
desirable image of a character that fellow userspzrceive as a unique person. Participants ireticat
that being able to customize one’s image in a VWIma particularly beneficial because users carrebnt
the appropriateness, attractiveness, and aestiadtie of how they appear to others.

2. To what extent would it make a difference when mampiulating object in these VWs?

Participants also expanded on how the capabilitym@nipulate objects in VWSs influences team
collaboration. They explained that object manipalatmakes us feel closer to realitygecause it gives
the perception of touching and interacting with #mvironment. In addition to making users feel more
comfortable in an enriched environment, object malation improves collaboration by making idea
sharing ‘more interactive and illustrativeFor instance, being able to visualize and askstjors about

a project tlecreases project failure risks when processesbmasimulated’for all team members to
understand. Moreover, object manipulation is exgebtd enhance learning in VWs because this function
allows users to view a modeled behavior and thante it.

3. Does it make a difference to hide your visual ideity when collaborating with others?

Further probing of the SWOT analysis indicated thatcontributions of participants with a hiddesual
identity can have a variety of impacts on VW coliediive efforts. Interestingly, about half of the
participants heralded the benefits of this kingbaiticipation, whereas the other half suggestetititan

be detrimental to collaboration. Those in favobeing able to hide their identity indicated thdtntakes
communication easier'because it reduces evaluation apprehension, aondps ‘more freedom to
express your opinion.Proponents of this method also reported thatciteiases the richness of debates
because judgments focus on the idea rather thapeitsen. Conversely, the other half of the paréintp
warned that visual anonymity makes collaboratides$ comfortable”’and ‘feel more distant.”An
argument was made that hidden visual identity desae spontaneity in that participants are les$ylike
engage in a rich dialogue. Importantly, it can l¢adlistrust when participants cannot make juddes o
credibility, and in some cases this lack of crddibcan “encourage people to be less serioafiout the
issue at hand.

4. To what extent you think that hiding your visual identity could increase social loafing?

Moreover, the participants elaborated on how hiddisnal identity can increase social loafing. The
most common issue that participants identified Wes it makes virtual collaboration more crucial.
Indeed, it will be more difficult to supervise teamembers because they can hide behind their
computers and nobody knows if they are not cortiriguto a discussion. The nature of this
communication may not be conducive to encouragartjgpation because those not already committed
to the task at handc&n be more laz{by not contributing),” and do not have to worryoab defending
their reputation. Thus, social loafing is likelydocur unless team members are invested in theojaal
collaborative effort,

5. To what extent you think that hiding your visual identity could influence leadership?

Leadership is critical to effective collaborationdaparticipants explained that hidden visual idgnti
collaboration can both help and hinder the infleent leadership in VWSs. On one hand, it can faatiit
leadership becauseshy people can express themselves more easily eominie leaders in the Vit
may also encourage the group to share leadershjmomsibilities. On the other hand, hidden visual
identity can be detrimental to leadership efforthew it deteriorates the interpersonal relationship
between leaders and followers. For exampleevietyone considers him/herself equal to the otheum
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members, everybody may want to lead the team ahddyowould want to take instructionslfi this
instance, it would make it difficult for the ass@ghleader to leverage his authority and regulaegtbup.
Further, trust between leaders and followers, sem$al to effective collaboration; therefore, redd
visual identity is likely to breed distrust whenldavers cannot become intimately familiar with thei
leader. The absence of face-to-face interactionemdkust very difficult to build, especially for wlky
formed teams.

6. To what extent do you think that socialization coud enhance knowledge sharing?

Finally, participants indicated that socializatiaturing VW collaboration efforts could enhance
knowledge sharing by means of building bonds amst that in turn increase the willingness to stzare
collaborate. Socialization may even lead to coltabon and knowledge sharing outside of the stnectu
collaboration session if people discover they shmreommon interest. Participants did echo some
concerns that socialization in VWs can be a diitaavhen it takes the focus of collaboration avirayn
accomplishing the task at hand. However, they sstgdethat socialization is more likely to stir maitu
interests and inspire new ideas than it is to olretm collaborators with distractions.

5 Discussion and Conclusions

VWs are pervading our daily life and are workingithway into our offices. They seem to be an obpdct
diverse opinions, criticisms and support, rangimgnf the fear of losing human contact to the
considerable advantages of distributed team calidlom. From a logistics standpoint, VWSs inherited
some advantages and opportunities from VTs. Foaree, VWSs are relatively cheap and easy for anyone
to access remotely from everywhere at anytime, tayreduce distances and costs, save time ara trav
efforts. They allow real time and rapid communigcas$. These findings align with Owens and colleagues
(2009) and Davis and colleagues (2009) researatthéry from an interpersonal standpoint, VWs allow
an easy knowledge sharing which is one of the bakestual team collaboration according to Cramton
(2001).

Moreover, VWs have several advantages and opptidsnielated to the technology. For
instance, VWSs are customizable environments ané hagaming aspect. As such people will feel more
comfortable when working in a pleasant and flexil@evironment that they can control. Avatar
personalization is important because it allows siserexpress their personality and utilize an aveta
they can relate to. This finding matches with Duedaut and colleagues (2009) research as they found
that people were more engaged during VW activitidsen their avatar reflected users’ persona.
Moreover, the ability to create and manipulate otsign VWs offers the possibility to reduce risks
through process simulations, increase the creatfiusers, and help users to develop their intspal
skills. In addition, VWs provide the possibility tbide one’s visual identity which may decrease
discrimination among team members and allow theexfress their opinions more freely. Finally, VWs
facilitate more realistic socialization than expaded by traditional VTS, which matches Hendaoul an
Limayem'’s (2008) conclusions.

Basing on these findings, the adoption of VWs iotio daily lives and organizations is expected
to increase in the future in the age of Web x.Owkler many threats or issues remain unresolvedsel he
obstacles could have some negative effects on dbptian and acceptance @fNs by teams due to
salient drawbacks and threats. In fact, VWs’ lagkradical framework and provide poor security acgi
hacking, fraud and identity theft as seen in theeaech of Lastowka and Hunter (2004 ;2005). In
addition, several leadership problems have beeartegh—mainly due to the lack of face-to-face and
body language communication. Consequently, teanti@fty could drop significantly in VWSs. In
addition, VWs require advanced technical skills abhmay inhibit users from adopting them (Bessiére,
2009). Finally, VWs could lead to some psycholobisaues such as isolation (Bos, 2004), addiction,
social loafing and loss of touch with the reality.

After data analysis, we noticed a set of construbtt seem to be relevant to effective
collaboration in VWs. They are factors may positiver negatively influence team collaboration in
VWs, such as social loafing, knowledge sharingjadization etc.. Some of these factors are esddutia
effective collaboration, and all have an obvioupaet by enabling or inhibiting individuals or teams
when collaborating. Enabling factors include oppoities such as knowledge sharing, and others are
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inhibitors such as social loafing. Some factors @aen be both enablers and inhibitors such assbaefi
hidden visual identity. These understandings/irtsigite a first step towards an optimal utilizatimn
VWs to conduct team collaboration and a help fdtdvelesigning of future VWs.

This study is a preliminary exploratory study ore thalient barriers and opportunities of
collaboration in VWSs. It reported the point of vief management students (from the digital genematio
on the adoption and use of VWs for team collaboratirhe participants produced a list of ideas about
their perceptions of team work in VWs. The resytt®vide interesting insights on the various
opportunities and challenges organizations facenwhanaging distributed teams in VWSs. Nevertheless,
this study has several limitations to be taken mtoount. First of all, it was conducted with aited
number of students from the same class. Secongaditipants came from the same geographic lotatio
which could lead to a regional bias. Finally, studeinvolved in this study did not actually perform
collaborative work tasks for their job in VWs. Howez they do belong to the digital generation, which
tends to be adept at using many Web 2.0 techndo#igrther, they are graduate management students
who are very sensitive to virtual project manageim€&a address these limitations and as future rekea
directions, we plan to conduct a field study inwoly experts and managers already using VWSs for
collaboration.

This exploratory study is an early step in a redegrogram. In future research, we plan to
enrich this list of team collaboration factors lpnducting a quantitative study examining the retathip
between team collaboration factors and performahide. our hope that this research will address and
spawn further research questions surrounding azgtans’ use of VW. We also hope that this study wi
aid organizations in deciding they can successfallgrage team collaboration in VWs.
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Abstract: Facilitation has been extensively studied in Gr@&uypport Systems (GSS) but under
researched in other evolving collaboration techgiele. Based on the MAIN+ modeling approach,
this paper develops a two-tiered organizing franmmbwon facilitation of technology supported
collaboration. Preliminary case situation is usedhighlight the dynamic and multi-dimensional
nature of facilitation. Contributions include a teetunderstanding of facilitator responsibilities,
development of richer facilitation task taxonomiead identification of critical collaboration

technology features.

Keywords: Facilitation; Design Science; Modeling; CollaboratW/ork; Virtual Teams.

1 Introduction

Facilitation has been studied widely in the Grouprt Systems (GSS) literature (Fjermestad ant Hil
1998), but in today’s environment, teams choosmfeovast array of technologies which can offeredri
functionalities and complexities that extend bey@8sS, such as social networking tools and virtual
worlds. It is not clear how the role of facilitaticchanges as teams move into a greater variety of
collaborative work situations supported by a myrddollaboration technologies. Moreover, in pregti
facilitators are not always readily available, affordable, and the need for automated systemsatieat
capable of effectively supporting some facilitafianctions is apparent.

Therefore our objective is to introduce a framewtwrkprovide a structured perspective on the
role of facilitation to support a team’s collabdvat activities. Understanding facilitation rolesdan
responsibilities has useful potential for (virtupipject leaders by allowing them to better stréaentheir
process management and apply technologies to duppltaborative work situations with increasingly
virtual and distributed teams. We therefore aindeéwelop an organizing framework to better undetstan
the different situations in which teams may uselifation support to be productive. The research
questions we will address are as follows:

RQ 1. What is the role of facilitation in technologypported collaboration?

RQ1.1 What are the different collaborative scenariossiduations that can benefit from
facilitation support?

RQ 1.2 What are the different facilitator roles and rasgbilities in these different
collaborative situations?

The remainder of this paper is structured as fddlolm the next sections we discuss the importatfice o
facilitation and its effects on teams and teamwdrkis is followed by a description of the MAIN+
modeling approach which we use as a basis to mdidffelrent collaborative situations and provide
examples to better illustrate our proposed framé&wkdre then discuss the utility of this framework in
terms of research, practice, and technology desidme paper concludes with a discussion of the
framework’s limitations and directions for futuresearch.
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2 Facilitation

In collaboration research, facilitation is typigatlonsidered to be the process by which “a persohese
selection is acceptable to all the members of tioeiy who is substantively neutral, and who has no
substantive decision—making authority—diagnoses servenes to help a group improve how it
identifies and solves problems and makes decisiun@crease the group’s effectiveness.” (Schwarz,
2002, p.3). Facilitation also functions to guidewps in selecting which collaboration tasks andstoo
use, as well as when to use them (Dickson et @83)L Such tools can range from simple pen andrpape
methods to advanced collaboration technologies Aesult, some authors distinguish between twostype
of facilitation: 1) technical facilitation, and 2Zyoup process facilitation (Clawson et al., 1993)e first
form is aimed at assisting participants with thehtelogy, and the second at managing participant
interactions. Technical facilitation often is extmliby a chauffeur or technographer, who simphgtis
and operates the collaboration tools, but doescootribute ideas to the discussion (Straus, 2002).
Regardless of the form, facilitation is needed tauccessfully aggregate and build on the strengptias
expertise of individual group members, while limgithe challenges of group work; and 2) direct geou

in regards to making optimal use of performanceaenhng collaboration technologies (de Vreede et al.
2002; Dickson et al., 1993).

2.1 Facilitation Styles, Tasks and Characteristi

Not only does the presence of a facilitator infice technology supported collaborative problemisglv

efforts matter, but delivery of the facilitationgmess also impacts collaboration. Thus, we musteto
dissect the role of the facilitator into substaatdelivery styles, tasks, and responsibilitiesffiiet al.
(1998) and Miranda & Bostrom (1999), indicated tHatilitation styles do matter as process
facilitation—which provides structure and ensuras participation—yielded group decision outcomes
with higher quality and consensus than that of eodintfacilitation—which allows the facilitator to
intervene and contribute ideas to the decision ggecGroups experiencing content facilitation were
overconfident in the contributions of their faaliors and in response produced fewer of their aleas.
Furthermore, there are two types of process fatiih (Dickson et al., 1996): ‘task interventiormsid
‘interactional interventions’. Task interventioresd., guiding the agenda, clarifying issues) aranh#o
focus the group’s attention on the task. Interactiointerventions (managing conflict, soliciting
feedback) are aimed at the participants and tledationships. Hostager et al. (2003) found that whe
process facilitation style (task vs. process intéoa) fit the nature of the GSS agenda structure
(anonymous, closed-ended activities vs. open-euligmlission), group decision outputs were of higher
quality and participants were more satisfied with butputs and collaboration process. Thus, fatibib
does not occur in a vacuum as the behavior of #itéacr and the nature of the collaboration praces
design has an interactive effect on collaboratieigion making outcomes.

In addition to delivery style, the role of the f#eitor is also contingent on their tasks.
Consequently, Clawson & Bostrom (1996) surveyeceebfacilitators to determine what tasks were most
salient to the role of a facilitator in GSS suppdrtollaboration. This study yielded a list of tt& most
critical tasks, ranging from planning and designihg meeting to presenting information to the group
Moreover, Niederman et al. (1996) conducted intexgi to determine what characteristics a facilitator
must have to effectively execute these tasks. Relpus indicated that the two most important giealit
are good communication skills and ego-less fatitita followed by understanding the group and its
objectives; flexibility; task focus; and leadershignderstanding the most important tasks and geslit
exhibited by facilitator creates a foundation fmproving and training for the role of the facilat

Moving beyond GSS research, the importance ofifatdn is evident in other collaborative
endeavors. Presently, organizations are becomirgasingly reliant on Community of Practice (CoP).
The CoP lifecycle is typically described in fotages requiring 1) exploration of membership irger2)
organizing and building of the group 3) activatwiithe interpersonal communications and activitegs
purposes of the group; and 4) deactivation of gréwnpctioning (Tarmizi & de Vreede, 2005). CoP
facilitators have the most intensive role in theugr as such members report that on average theyl spe
over 53% of their assigned work time managing theug by means of networking, encouraging
participation, and coordination events. Unsurpghkin the greatest challenges experienced by the
facilitator in supporting a CoP are usually spectfd the stage in which the CoP resides at the.time
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Tarmizi, et al., (2006) indicated that these chgjkes typically fall within six categories rangingih
making a case for the CoP to finding common intérggopics for members to discuss.

In addition to understanding the challenges oflitating a CoP, the role of the facilitator can be
improved by identifying what tasks need to be cateld by a facilitator for the CoP to be productiker
this reason, the aforementioned facilitation taxopocreated by Clawson & Bostrom (1996) was
expanded into a CoP specific taxonomy of facilitattasks by Tarmizi & de Vreede (2005). The CoP
taxonomy 33 facilitation tasks that can be catematias either an internal or external task. Inteasks
involve the functioning of interactions within theommunity, whereas external tasks concern the
functioning of the CoP within the broader orgarimadl environment. More specifically, internal task
can be subdivided into three facilitator roles:sburce of information for members of the group; 2)
provide inspiration for members to be active in deenmunity; and 3) guide for assisting and advising
members. Conversely, external tasks can be suladividto the following three roles: 1) information
source for explaining the CoP to the outside wao2ldpublic relations manager; and 3) investigahat t
searches and collects useful information for Conbrers. With this understanding of the challengek an
task requirements of CoP facilitators, step cataken to improve facilitator performance and tragni

Early research supports that facilitation is ofical importance for a smooth and effective
deployment of teams (Kayser, 1994; Rees, 1991; édivdn & Volkema, 1999). Many studies have
examined facilitation and leadership in face-toeféaeams (see Bass, 2008 for a review of past work i
this area), CoPs (Tarmizi & de Vreede, 2010; Taretial., 2007), and virtual teams (Kahai et abQZ2,
Kayworth & Leidner, 2001). For example, Tarmizi adé Vreede (2010) identified five common
leadership tasks necessary for facilitators of lilPs and virtual teams: 1) present informatiorkep
community focus on its purposes; 3) promote theewstdnding of tools; 4) help community or
community members through suggestions; and 5) médchbers’ cooperative relationship. Other studies
have examined the challenges of leadership in ttezdms (Tarmizi et al., 2007).

Yet another line of research has examined theenfle of a facilitator’s leadership style in CoPs
and virtual worlds (Kahai et al., 2004; Kahai et @007). More specifically, when facilitators adkxqb
participatory and directive styles in a collabavatiprocess supported by GSS, participants congértibut
more ideas to the problem solving effort (Kahaalket 2004). Further, the more participants conteduy
the better they performed, but the less satisfiey tfelt. Interestingly, when Kahai & Avolio (2008)
examined the impact of two common leadership styeansformational and transactional leadership—
on virtual teams, they found that group memberigipgtion increased under transactional leadership,
especially when contributions were identified (aonymous). Additionally, Carte et al., (2006) fdun
that self-managed virtual teams performed best vilsggership emerged in the group that was narrowly
focused on performance.

2.4 Organizational Access to and Use of Facilitats

Trained facilitators are invaluable when an orgatiin desires to create sustainable collaboratiogk w
practices, successfully adopt such practices, affdsd collaboration technologies in the workplace
(Briggs et al., 2003). In their study Munkvold & ddte (2003) found the greatest challenge of GSS
implementation was around a lack of facilitatorso Tetermine the likelihood of successfully
implementing a collaborative work process suppolgdollaboration technology into an organization,
Briggs et al. (1998) developed the Technology Titeoms Model (TTM). Generally speaking, the TTM
hypothesizes that organizational intention to usmlaboration technology is positively relatedhiow
frequently the organization expects to use the rteldygy, and how much value the technology is
expected to deliver. Further, these relationships rmoderated by organizational certainty that the
collaboration technology will work and the percalvaet value of the transition to the technology.
Behavioral intentions to use the collaboration tetbgy are then expected to be positively related t
actual technology use. Two case studies by Agteal.,e(2005) provide support for the TTM. First, a
study of GSS use at Rotterdam Port Authority (RRAdicated that this organization effectively
implemented GSS into their daily work. SpecificalRPA followed the TTM as GSS was utilized
frequently for disaster relief training (meaningfubrk). Additionally, cognitive effort for GSS useas
minimized through frequent and meaningful trainfhigh certainty of positive results).
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3 A Model of Collaborative Work Situations

In this paper, we use the MAIN+ modeling approasta dasis to model different collaborative situagio

in which teams may use and benefit from facilitat&eupport. MAIN+ is based on business process
virtualization modeling in which collaborative sitiions are analyzed according to the nature ofvitr
(geographical location and work interdependencé) tarthe form of the collaboration (communication,
coordination and co-production) (Boughzala 20000720The goal of MAIN+ is to support organizations
to understand the collaborative nature of the difie working situations of their employees and team
and to provide them with collaboration tool reconmai&tions. To this end, MAIN+ provides a structured
sequence of analysis steps and a set of modelihgitpies to determine the flow and ‘virtualizalyiliof

key collaboration processes (Overby, 2008). It alsivides for decision aids to determine which tgpe
collaboration technologies would be useful for aercollaborative processes and tasks.

An extensive description of MAIN+ is beyond the gemf this paper. For further details please
refer to (Boughzala & Romano, 2011, Boughzala et28110; Levan, 2004). For the development of our
organizing framework to discriminate between d#far types of collaborative activities and situasion
we use the MAIN+ techniques from the approach’slifbmrative Situation Analysis’ phase. In this
phase, the interactions of actors within each bolative task are analyzed and identified. Two imasgr
are used to perform this central analysis in MAINFRe work matrix and the collaboration matrix (Figu
1)

Figure 1. Work Matrix (a) and Collaboration Matrix (b)
(note: S2S = Screen-to-screen; F2F = Face-to-face)
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The Work matrix (Figure 1a) is inspired from these-time matrix proposed by Johansen et al.,
(1991) and adapted partially from (Levan 2004). fibdzontal axis represents work dependency ingerm
of work goals and deliverables ranging from indejet work (individual work) to interdependent work
(collective work) (Malone & Crowston, 1994; Kim, af., 2002). The vertical axis represents actor
proximity ranging from collocated work (Face to Eg&2F) — in the same place) to distributed/remote
work (Screen-to-Screen (S2S) — at different pla¢ésgtinger, et al., 1950; DeSanctis & Gallupe 1987
Barkhi, et al., 1999). The Collaboration matisigure 1b) consists of two axes based on collalmwrat
forms: communication, coordination and co-produttid@he horizontal axis represents the axis of
communication interactivity ranging from minimal éxtensive (Rafaeli & Sudweeks 1997; Downes &
McMillan 2000; Lowry, et al., 2009). The verticatia represents effort ranging from separate efiort
joint effort. Separate effort represents coordorativhere each actor carries out his/her part d&f ilas
consistency with those of the team according tooerall process. It can be in sequence or in [ehral
with respect to other actors’ efforts. Joint effiotolves co-production where each actor bring# then
knowledge, experience and expertise to solve a ammpnoblem simultaneously or to collectively carry
out a group task in a synchronous mode (Nunamakar 2001-2002).
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Combining the Work and Collaboration matrix yielti8 unique collaborative work situation
arch-types. Each collaborative team task can beeglavithin one of the four quadrants of each matrix
depict their relative collaborative nature. Thiscaforms a starting point to further distinguistivieen
different facilitation tasks and responsibilitieds discussed above, a facilitator may have differen
responsibilities and involvement levels be it tachh content, or group process facilitation. Birilglon
the previous facilitation research as discusseatiernprevious section, we identify four distinctifidator
responsibilities:; to design, to execute, to evauatto train. The facilitator can assume one oreraf
these responsibilities over the course of a coliatidee process:

1. Designresponsibilities include planning and structurprgcedures before the actual execution.
The facilitator designs a dynamic process that aoradign and manage relationships, tasks, and
technology (Bostrom, et al., 1993). This includesfing key process steps, selecting
appropriate collaboration technologies, and prey@ristructions for the team members.

2. The Executionresponsibility includes applying structured prasess and encouraging effective
relational behaviors. This involves encouragingaorgarticipation and influence (Hoffman &
Maier, 1959), managing conflict constructively (Pan, 1986), emphasizing consensus
acceptance through voting (Hall & Watson, 1970%cdssing tasks procedures (Hackman &
Kaplan, 1974), applying explicit criteria (Hirokavéa Pace, 1983), using and sharing factual
information (Hirokawa & Pace, 1983) and maintainfogus on task goals (Dalkay & Halmer,
1963).

3. Evaluation responsibilities include the assessment of a looi&ion process as it unfolds,
generating post meeting assessments, and propokampes to improve the efficiency and
effective of the collaborative practices. When aatihg, the facilitator applies active listening
techniques (Bostrom, 1989), discusses interpergmaogkesses (Hackman & Kaplan, 1974), and
acts as a team coach or personal coach.

4. Training responsibilities involve teaching collaborative ogedures, techniques, and
technologies. A facilitator may train group membarsi/or leaders (Hall & Williams, 1970),
provide detailed instructions to group members (H&lVatson, 1970), or train external
facilitators (Anson, 1990; Bostrom, 1989, Hiroka&a5Gouran, 1989). A facilitator can also be
involved in the transfer of collaborative practiteteams or team leaders. The intention of such
training is for the teams to be able to executepttteess without any further support from the
facilitator (Vreede et al., 2009).

Apart from having different responsibilities, fatators also experience different levels of
involvement in the various collaborative work stioas. Depending on their level of involvement, we
can classify facilitators as Performers, Conductor&horeographers:

1. Performer In this role, someone is involved in all aspetftshe team work as both a facilitator
and a team member/leader. As a performer (s)hddqaewsupport for the technology, moderates
and participates in discussions, structures anelxecutes tasks, and provides content. His or her
presence is critical for successful outcomes of dbkaboration process. As a performer the
facilitator not only supports the group and encgaranultiple perspectives but can provide
content from his or her perspective that directliates to the problem or outcome that is being
addressed. This role bears many similarities vhigth 6f a meeting chair.

2. Conductor This role is not less involved than that of af®ener. In this role, the facilitator's
presence is also critical to the collaborative\atsti However, (s)he listens and moderates the
discussion, clarifies the process, and collects iatejrates information from team members.
However, (s)he is not involved in providing actaahtent to the process like offering solutions
to a problem. This role is often considered thditianal role of a facilitator.

3. Choreographerln this role, the focus is on all the pre-plammnand design activities that occur
before the actual execution of the team processir Thle is like a collaboration engineer who
prescribes the way in which a team should execetdlaborative task including the selection of
tools that they need to use (Vreede et al. 2009 Tnhvolvement of a choreographer
encompasses all details related to planning thielmmlative work practices, including defining
the team’s goal, naming and describing team aisyitscheduling, identifying required team
members, notifying these team members, prescrivmfing procedures, and defining expected
outcomes.

By combining the Work and Collaboration matrix wite different facilitation responsibilities
and roles, we create a two-tiered organizing fraotewThis framework models collaborative work into
16 distinct situations and provides the situaticc@itext to explore the different tasks a facititamay
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perform to fulfill different responsibilities anadles in each of these situations. In the next sective use
this framework in a case situation in the autormefivdustry to illustrate different types of faalion
actions and behaviors.

4 Facilitating Technology Supported Collaboration

To better illustrate the framework introduced ahopeeliminary application was done at a
multinational automotive firm. This firm establisha new organizational matrix structure, basedhen t
“management by project” principle, after a mergemgdsition between three brands in different
countries. This meant greater usage of distributgdal teams across three different sites. Managgm
by project introduced increased diversity and camipy in terms of actors’ relationships and
responsibilities. The company also established raév€oPs after a knowledge management audit
recommendation. These informal groups focused waraktopics related to the company’ specific areas
of interest. The CoPs were established as spac&safledge sharing, collective reflection/problem
solving and innovation. They functioned as thinkks and followed the evolution of the automotive
domains. In this context, high quality collaboratibetween individuals, teams, and sites became
increasingly crucial. Indeed, effective collabavativas expected to lead to increased efficienaghéri
quality outcomes, and more widely to an overall ioyed organizational performance. The role of
facilitators was considered critical to accomplilgsired collaborative productivity, especially sineam
members’ roles and responsibilities became incnghsidiverse and complex due to an assortment of
working settings (formal and informal), organizakd structure (e.g. project teams, networks,
workgroups, CoP) and the prevalence and intenséeeafi collaboration technologies (e.g. groupware,
GSS, and Web 2.0).

To illustrate the different facilitator roles, stgl and responsibilities according to the 16
collaborative situations, we focus on two situadloexamples within two settings (project mode and
community mode) in this automotive firm. The fiestample relates to a virtual team distributed dwer
countries (two sites) with different organizatioaald national cultures, work habits, project manazeyst
styles (hierarchical vs. consensual management) demision making styles (reactive vs. proactive
behavior). This virtual team was in charge of tBadine After Treatment System” (EATS) that was part
of a larger development project of a new dieselren@\NDE) that took place under the responsibiitya
business unit distributed across three countrigs Team had three facilitators: The leader of the
business unit for the whole project (NDE), the kadf the virtual team (EATS Site 1) and the local
coordinator at the other site (EATS Site 2). Weerdb these three facilitators as F-A, F-B, and F-C
respectively. They assumed different roles and llifferent styles and responsibilities accordingheir
position in the project: F-A and F-B had a consahsnanagement style and F-C had a hierarchical
management style.

The second example is related to a CoP working Future Advanced Ecological Systems”
(FAES). This CoP is completely virtual and involvesveral participants from different countries,
business units, and sites. Participant involvenmientese types of CoPs was voluntary but strongly
encouraged by the management. The CoP was faaditay a group of moderators (referred to as CoP-
F1...CoP-Fn) which was related to the different cwdmies and the portfolio of collaboration
technologies (Discussion forums, Wikis, blogs, R®8dcasting, social platform, CMS, etc). The
facilitators’ style is this COP was consensual.

Table 1 provides examples of team/CoP member tas#éisfacilitator tasks according to their
different profiles in the 16 standard collaborativerk situations. The information for these exaraple
was gathered through observations, interviews teitim members and facilitators, and access to sessio
logs on some of the collaborative platforms thatemgsed. For each situation there are two typaasif
examples. The first is related to the member mafitam member or CoP member) and the second is
related to the facilitator profile (team facilitator CoP facilitator). For each profile, there dveo
examples according to the two settings (projectenadd community mode). The first is related to the
virtual team EATS and the second is related toGb® FAES. For example, for the first collaborative
work situation in the EATS team a team member ceuiglcute his/her own task in the project according
to his/her competence. This work is independertiidual) and distributed. In terms of collaboratjo
the interactivity between this one and other memilgeminimal and his/her effort is separate. Tames
goes for the FAES community when a CoP member gostessage on the discussion forum. In the same



62 Group Decision and Negotiation — GDN 2012

20-24 May 2012, Recife, Brazil

situation for EATS, facilitator F-B determines @ifént research tasks and assigning them to project
members while the facilitator F-C observes the atien of the task. For the FAES setting, facilitato

CoP-F1 checks the messages posted by CoP membirs discussion forum.

Table 1: Task Examples of Members and Facilitators ifProject and Community
Modes (Automotive Scenario)

Sit# Work Collaboration Member Task Facilitator Task
- o Examples (Project Examples (Project
Dependence Proximity Interactivity Effort (EATS) vs. (EATS) vs.
IN INTER DIST | COLL | MIN EXT | SEP JOI Community mode Community mode
(FAES)) (FAES))

1 X X X X EATS: Executing EATS: F-B:
his/her own task in | Determining
the project according | relevant areas of
to his/her research and
competence, e.g. assigning research
Co||ecting recent tasks to individual
relevant diesel enging Project members.
research. F-C: Observing the
FAES: Posting a executi(;]n oflihe
message on the research tas
discusgion forum. FAES: CoP-F1:

Checking the
messages posted on
the discussion

forum (as
moderator)

2 X X X x | EATS: As atrainee, | EATS: F-A:
remotely observing Designing the
group solving a protocol of an
problem or testing a | experiment.
protocol (e.g. F-B: Remotely
Laboratory Engine observing a group
experiments). solving a problem
FAES: Reviewing the| or testing a protocol
flow of a discussion. | as evaluator (e.g.

Laboratory Engine
experiments).
FAES: CoP-F1:
Following the
discussion flow or
explaining the rules
of the discussion
protocol.

3 X X X X EATS: Writing EATS: F-B:
assigned parts ofa | Assigning each
specification report | member one part of
and exchanging it the next version of 3
with other team specification report.
members. F-C: Checking the
FAES: Sharing progress of
knowledge through | everyone towards
the CoP’s wiki. the deadline.

FAES: CoP-F1:
Evaluating the
veracity of the
shared knowledge
on the CoP’s wiki.

4 X X X X EATS: Working EATS: F-B:
remotely Conducting
synchronously with remotely the co-




Group Decision and Negotiation — GDN 2012
20-24 May 2012, Recife, Brazil

63

others on the same
artifact making a
distinct individual
contribution, e.g. the
co-design of a
mechanical piece with
group of engineers
with different skills

design task in group
consisting of
experts from
different areas of
expertise.

F-C: Training
people to use the
shared application.

through a shared FAES: CoP-F1:
application. Motivating people
FAES: Giving his/her | to give their
feedback on one issug Personal feedback
from his/her through IM.
viewpoint through
Instant Messenger
(IM).
5 EATS: Executing an | EATS: F-C:
individual project task| Evaluating the
in the presence of | quality of a demon-
others as a stration/simulation
demonstration or of an individual
simulation. task/process by a
project member.
6 EATS: Reporting as | EATS: F-C:
an observer on Observing
collocated group collocated group
problem solving. problem solving.
7 EATS: Executing an | EATS: F-C:
individual project task| Evaluating the
in the presence of | quality of a demon-
others to get their stration/simulation
feedback of an individual task
immediately. by a project
member. Evaluating
the feedback
provided by the
other members
present.
8 EATS: Working EATS: F-C:
same place same timg Conducting a local
with others on the | co-design task in a
same artifact making | group with experts
a distinct individual | from different areas
contribution, e.g. the | Of expertise.
co-design of a
mechanical piece in a
team with varied
engineering skills.
9 EATS: Planning taskg EATS: F-A::
and assigning roles tg Assigning roles to
others remotely (i.e. | others remotely.
Project F-B: Planning tasks
Leader/Coordinator) and assigning roles
FAES: Planning tasks to others remotely.
and assigning roles tQ FAES: CoP-F1:
others remotely (i.e. | planning tasks and
moderator) assigning roles to
others remotely.
10 EATS: Taking notes | EATS: F-B: Taking

and minutes during a

virtual meeting.

notes during a
virtual meeting
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FAES: Taking notes | FAES: CoP-F1:
and minutes report | Taking notes during
during a virtual a virtual meeting
meeting.

11 X X X X EATS: Voting EATS: F-B:
electronically and Conducting the e-
remotely on the voting task.
adoption of a new FAES: CoP-F1:
strategy option Facilitating the e-
through an e-voting | voting.
system.

FAES: Voting
electronically and
remotely on one
option through an e-
voting system.

12 X X X EATS: Remotely EATS: F-B:
discussing new ideas| Moderating the
to clarify them or group discussion or
make collective the decision making
decisions on project | process.
options. FAES: CoP-F1:
FAES: Discussing Moderating the
ideas to clarify them | group d_ls_cussmn_or
or taking collective | the decision making
decisions on one process.

CoP’s task remotely.

13 X X X X EATS: Planning tasks EATS: F-C:
in a F2F mode (i.e. Planning tasks in a
Project F2F mode.
Leader/Coordinator).

14 X X X EATS: Taking notes | EATS: F-C: Taking
and minutes during a| notes during a F2F
F2F meeting. meeting.

15 X X X X EATS: Sharing EATS: F-C:
opinions to prepare | Collecting and
and submit a personal Processing the
evaluation of project | submitted
options. evaluations.

16 X X X EATS: Participating | EATS: F-C:
in a creative Moderating the
workshop using a creative
GSS, e.g. to brainstorming
brainstorm solutions | process.
to an engineering
challenge.

Table Key:

IN: Independent INTER: Interdependent DIST: Digtted COLL: Collocated

MIN: Minimal EXT: Extensive

SEP: Separate JOI:

Joint
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Let us now take a closer look at two examplesasibns, 4 and 16, to illustrate the different
levels of involvement and responsibilities thatilfeetors can have in each situation. We focus luesé
two situations as they present the most collabarasicenarios; they have interdependent work with
extensive interactivity and joint effort. The omifference between situations 4 and 16 is thahéntéam
members in situation 4 (for EATS and FAES) are @iispd and have to collaborate virtually, while the
team members in situation 16 are collocated. Takdbows the roles and responsibilities facilitators
these situations assumed in the automotive firnotéNhat similar examples can be provided for other
collaborative situations but are not included duspace restrictions.)

Table 2: Facilitator roles and responsibilities forselected facilitator task examples.

Facilitator roles and responsibilities
Role and level of Responsibility in the|
. process
involvement (OR) (AND/OR)
Facilitator Task Examples (Project (EATS) vs. o) o
. — < —
Community mode (FAES)) E % @' g = % o
5 3 2 21 5| 5 |3
T S 3 818|288
¢ | 8 s 5| @
(@)
EATS: F-B: Conducting remotely the co-design task
group consisting of experts from different areas X X X
expertise(4)
EATS: F-C: Training people to use the shal X X X
application for a specific collaborative tagk)
FAES: CoP-F1: Motivating people to give their perso X % | x
feedback through IM4)
EATS: F-C: Moderating the creative brainstormi x % | x x X
process(16)

In situation 4 in the EATS case (table 2), F-B nsalved in the process in the role of a
Conductor. F-B is not the Designer of the procsss;e this type of process is a standardized psoces
which is designed at the organizational level. isBxecutioner of the process and also an Evaluator
the participants. For the same situation, F-C ilived in the process as a Choreographer. His
responsibilities include that of Trainer and Evaédwanot of Executioner. In EATS, F-C became a
Conductor of the process and hence Executioneheofptocess for some scenarios as he was learning
from F-B. In the FAES case, CoP-F1 was involvethi process as a Conductor and Executioner. CoP-
F1 was the Designer of the process but did noasein Evaluator or Trainer of the participants.

Situation 16 only concerns the EATS case as this aveollocated situation (see table 2). Here,
F-C assumed the role of Conductor. His responsdslincluded being the Designer and Executioner of
the process. In addition, he was the Evaluatorttier whole process. Sometimes F-C took the role of
trainer for the same process for the new recruits.

5 Discussion and Conclusion

Facilitation is a multi-dimensional process. Itsrgase is to make collaboration easier for teams by
optimizing interpersonal communication, informatjmmcessing, and the use collaboration technologies
However, most previous research on the facilitabbrechnology supported collaboration traditiopall
has taken a mono-dimensional perspective on dtédoil's tasks, roles, and responsibilities. Mamgtp
studies either treat facilitation as a uniform highel concept or analyze facilitation from the gpective

of a specific type of collaboration technology, Isws GSS or CoP. This paper introduces a two-tiered
framework to describe facilitation tasks, rolesdamesponsibilities in different collaborative work
situations. We illustrated the framework throughase example in a multinational automotive firm. A
key contribution of this framework is that it imtly provides a rich insight into the multi-facetedture
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of the roles and responsibilities that are assulmedfhcilitators in varied collaborative situatiornghis
may not only assist organizations to assign respilitiss and provide organizational and technobadi
support for their team leaders and (virtual) projeanager who have to fulfill the facilitator rolé. may
also assist organizational facilitators themseleeprepare for the various responsibilities theyehan
assisting technology supported teamwork.

The practical utility of this organizing framewoektends further. Organizations can use the
framework as a starting point to assess whichterertost prevalent collaborative work situations ase
this assessment as a map to determine which kinfhdlitation needs are most prevalent for the
organization. Such insights can, for example, imfarganizational training programs for virtual team
leaders and project managers. Moreover, organiratioay use the framework as a basis for defining
facilitator hiring profiles and selecting betweeandidates, or, as a basis for evaluating the pedoce
of their active facilitators and team leaders. Bynahe framework may serve as a guide for teaadlégs
to more comprehensively understand their respdiigbiand subsequently consider which collaboratio
and project management technologies to adopt &r tham.

For researchers, the framework can offer an infoahdation for understanding the situational
characteristics of facilitation needs and requinetsieThis may inform the design of experimentatigs
where subjects are either assigned facilitatiopassibilities or are guided by a facilitator thaives to
exhibit consistent behavior within treatments. Hynalso provide useful as an organizing framework t
map past research and determine ‘white spots’ tadoeessed in future research. For example, tbake
of our knowledge, most facilitation research hasrbearried out in F2F settings with teams using GSS
(Situations 15 and 16). Finally, it may serve dsaais for detailed task analysis research that nasuyit
in a rich facilitation task taxonomy. Such taxonomgy consist of a foundational set of tasks that cu
across all collaborative work situations augmentgth task subsets that relate to a specific work
situation(s).

Finally, the framework may also provide utility fatesigners of collaboration technology.
Designers can use the framework to identify critfeatures that have to be embedded in collaboratio
technologies to support the facilitator functiorheTframework can also be used as a starting point t
compare and contrast the extent to which faciitasupport (such as traceability, feedback capguion
presence indicators) is embedded in different tools
There are a number of limitations associated towhek presented in this paper. First, the framework
presents a model of collaborative work situatidhdiscriminates between different situations based
number of characteristics. In reality, it may nbways be possible to distinctly discriminate betwee
these situations as they may blend over the caifrgeteam’s collaboration process (e.g. a team move
between periods of minimal and extensive inter@glivAlso, there may be other relevant attributteest
characterize collaborative work situations, suchpagchological or cultural aspects. Further redearc
needs to be conducted to determine whether thasiations significantly limit the utility of the
framework. Second, the framework was single caiingdo illustrate different facilitation tasksples,
and responsibilities. While we did not encountey aituations in this case setting that could not be
captured in the framework, further research applyihe framework in other case organizations is
required to determine the extent to which it caacadtely describe different facilitation scenattioat
exist in practice.

Other avenues of future research that we plan ptoex are threefold. First, we plan to collect
additional case study data, second, organize assefifocus group sessions with experts from inglust
and academia to test the validity and utility o thamework. Third, we intend to investigate how to
expand the framework with a selection guide ofaimiiration tools and capabilities specifically fomtis
on supporting the facilitator role. To this endg #ixisting collaboration technology selection gaain
MAIN+ provides a promising basis. Finally, we hapat the framework will inspire further research on
facilitation of technology supported collaboration.
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Abstract: This paper analyzes the crowdsourcing phenomernom fcollaboration science
perspectives. We conceptualize the crowdsourciren@menon as a social-web, technology-driven
collaborative problem-solving model. Collaborativeldem solving is an enduring topic in the realm
of Group decision and negotiation systems and nasthd/e provide several insights into how the
accumulated body of knowledge from the areas ofabolation Science and GDSS can frame the
study of collaboration in a crowdsourcing context.

Keywords: collaboration science, group decision support sysféVeb 2.0, social web technologies,
crowdsourcing, closed collaboration, open collabora

1 Introduction

Organizations frequently encounter complex problémas no single individual has sufficient expertise
influences, or resources to solve alone. Therefo@nagement of effective collaboration has been an
important feature for every organization. New tegbgy affords opportunities for new ways of
collaboration. Especially, the influence of infoina and communications technologies (ICT) has been
sizable in both enhancing human interactions amdtc$ting the tempo-spatial boundary of those
interactions. In fact, ICT has begun to reshapeammational forms and structures into socio-tecdnic
systems resulting in machine-mediated human caliglom often becoming the norm for organizations.

In academia, the research stream of Group DecBigport Systems (GDSS) studies how ICT
can enhance collaboration quality. Indeed, resesinclws that, under the right conditions, collaborat
technologies such as GDSS can help improve thetgadlcollaborative problem solving (Nunamaker et
al. 1989; Vreede 2001) by expanding the limited atdiiies of human interaction and facilitating
collaboration. A study carried out by IBM repottsit the use of electronic meeting systems has wegro
55% of collaboration performance on average, addaed the meeting times and project time up to 90
percent (Aiken et al 1995). Vogel and Vreede's @9%8tudy on GDSS at IBM and Nationale-
Nederlanden, one of the largest insurance compadnidsurope, shows that the use of GDSS yield
significant timesaving, strong user satisfactiorg &igh perceived usefulness.

Initially, GDSS were used to facilitate collabocatiamong teams or groups of employees within
the boundary of an organization. Although GDSSteted the boundary of collaboration and changed
the way of communication, it mostly remained foaus@ co-located teams within a single organization.
Therefore, many of the early GDSS studies weraezhiout at group and organizational levels. Siee t
emergence of the Internet as a platform for collation technologies, GDSS have moved into the airtu
meeting space, supporting teams that could not ateee same tine and/or the same location. However
the majority of research still has focused on aated teams working at the same time.

Recent years have seen a rapid expansion of nawsfaf collaboration and collaboration
technologies. Social media, dubbed Web' 2dhd its derivative socio-technical phenomena sagh
crowdsourcing raises critical questions for Collattion Science scholars. As those names (i.e.akoci
media in general and crowdsourcing in particulaly, these developments affords material groumd fo
large-scale collaboration at a social level beydhd boundary of an organization. As ‘social

1 We use the terms social web, social media, and Welinterchangeably in this paper. They are altemporary
terms but we realize that no one term will endorever due to the rapidly evolving nature of thiestnologies.
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technologies, operating on the material ground ofld/Wide Web (WWW), they expand the capability
of collaborative problem solving into social levéheluding online crowds of employees, professienal
amateurs, producers and consumer etc. In this segmsel spaces opened by social web technologies
and new modes of large-scale human interaction ddmsaholars to reconsider the way and scope of
collaboration.

A quick review of a few emergent socio-technicatpbmena surrounding Web 2.0 technologies
illustrates the emerging mode of collaboration. mame just a few, they include “platform for
participation,” “mass collaboration” (Tapscott aNdilliams 2006), “open collaboration,” “collective
intelligence” (Surowiecki 2005), “crowdsourcing” @We 2008), “produsage” (combination of
“production” and “usage” to describe user drivemtemt creation through the social web (Bruns 2Q07))
“co-creation” (the emergent collaborative productimode between firms and consumers through Web
2.0 tools (Kazman and Chen 2009)), and “Pro-Am’pfesenting the advent of the networked
“enthusiast” who is exists on the borderline betwpeofessionals and amateurs (Leadbeater and Miller
2004)). Roughly speaking, all these new terms pilihe users in the center of collaboration procgsse
which have not been considered as important agtarsiditional collaboration models. However, as we
will describe in detail in the following sectioni,is easy to recognize that Web 2.0 technologres i
general and its attendant socio-technical phenorireparticular inherit the spirit of GDSS researth,
collaborative problem solving through mediationte€hnologies. In this sense, traditional studies on
GDSS can shed light on framing the study of Webcalaboration.

In this paper, we present a research frameworksfmial media driven collaboration, in
particular crowdsourcing. To do that, we review tdaminant definitions of crowdsourcing, and argue
that collaborative problem solving is an enduriopit that flows from traditional studies on collaation
science and GDSS to the emerging crowdsourcing gshena. Through analysis of crowdsourcing
websites, we identify two types of collaborativeolplem solving processes, and show how traditional
collaboration science and GDSS studies can comdritiuinvestigate emerging modes of collaboration
which are driven by social technologies.

2 Crowdsourcing as a Collaborative Problem Solving/odel

The expansion of social web technologies has agfbrganizations big and small the ability to dbifgr
collaboration methods in order to solve organizaloproblems. Social web technologies that are
affordable and easy to use have provided accedsditoduals with innovative ideas and skills arouhe
world, and created a conventional norm that no mmgdion needs to innovate on its own (Pisano and
Verganti 2008). Among many, one of the most buz#imonew collaboration models is crowdsourcing.
Crowdsourcing inherits many technological feateeg., authoring, tagging, sharing, connectingingpt
rating, and commenting) of social media websiteshsas Facebook, YouTube, Twitter, and Flickr.
However, crowdsourcing is distinct from those sboiedia technologies in that organizations actively
involve the online community through many collakama techniques and web enabled control systems.
In other words, whereas social media sites focughesocial side of online communities, crowdsourcing
emphasizes thenanagementside of online communities to retrieve and assemihleir scattered
knowledge and skill sets to solve specific orgatibrel problems (Saxton et drthcoming.

As of now, there are two common definitions on aisaurcing, which are useful to consider:
crowdsourcing as a sourcing model and crowdsouraing problem-solving model. Crowdsourcing as a
sourcing model is defined as followsCrbwdsourcing is a sourcing model in which orgatimas use
predominantly advanced Internet technologies tonkas the efforts of a virtual crowd to perform
specific organizational goal(Saxton et al. forthcoming, authors emphasis)isTefinition is a refined
version of the crowdsourcing definition which wasned by Jeff Howe (2006): “the act of taking a job
traditionally performed by a designated agent (dsuan employee) and outsourcing it to an undefjned
generally large group of people in the form of gep call’ In a similar vein, the ‘crowd of authors’ in
Wikipedia define crowdsourcing ash® act of sourcing tasks traditionally performed by specific
individuals to a group of people or community (cddwthrough an open cdll(Crowdsourcing in
Wikipedia, 8 December 2011, authors emphasis).

From a slightly different perspective, Brabham @p@istinguishes crowdsourcing according to
applications in the for-profit and not-profit sectoand expands crowdsourcing beyond for-profit
applications to éstablish a model that can have profound influendbe way we solve our world’s most
pressing social environment problénfp. 75). He defines crowdsourcing as a problefeisg model as
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follows: “Crowdsourcing is a legitimate, complex problem-sm\vmodel, more than merely a new format
for holding contests and awarding priz€p. 76, authors emphasis).

Although the above perspectives have different $esuthey share a common denominator that
crowdsourcing strategically integrates outsidejnentrowds into collaborative problem solving prese
by using advanced Internet technologies. Howevecabse the collaboration side of crowdsourcing is
simply taken for granted in both definitions, thég not articulate well the fundamental function of
collaboration embedded in crowdsourcing. As a result, the lamuscaf crowdsourcing hides the
enduring theme otollaborative problem solvingwhich flows from collaboration science and GDSS
studies to current crowdsourcing paradigms. Howevegardless of focuses manifested in those
crowdsourcing definitions, its central argument bagn mostly about the new ways of collaborative
problem solving through the use of social web tetbgies (Tapscott and Williams 2006;Surowiecki
2005; Howe 2008; Bruns 2007; Kazman and Chen 2D88dbeater and Miller 2004). Therefore, the
above definitions of crowdsourcing can be rephrased blended without changing its essences:
Crowdsourcing is a collaboration model enabled logial web technologies to solve organizational
problems in partnership with online communiti€kis rephrased definition is advantageous in theam
funnel enduring research questions and accumulaiegledge orcollaborative problem solvingto the
emerging field of crowdsourcingrhen, the remaining questions are to understandsttuetural and
procedural patterns of collaboration in crowdsaugcin order to expand previous findings from
collaboration science research into this context.

In crowdsourcing, there are two modes of collaboratclosed collaboration versus open
collaboration), which have distinctively differenbllaboration processes. In table 1, while ‘closed
collaboration” focuses ofinding the best solution out of many submitted ones, ‘opelteboration’
focuses orfacilitating collaborationamong undefined large number of online communitynimers to
solve problems.

Table 1 Different level of collaboration between onlinenemunity members of crowdsourcing websites.

Closed Collaboration Open Collaboration

Types of|e Structured problem. » Unstructured problem.
problem | Organizations define a problenand| * Organizations broadcast an unstructured
broadcast the defined problem to @n question to an online community so that the
online community so that community community can (1) identify and define
members can submit solutions to the specific problems in parallel
organization. (“brainstorming”), and (2) clarify and
evaluate each problem by commenting|or
Exemplary Problem: “A one-part adhesive voting to reduce the large number |of
is required that is activated at rogm suggested problems into a selection of the
temperature. The adhesive should have abest few ideas worthy of more focused
minimum set-strength upon activation for attention (“convergence”).
gluing a fixed substrate on metals and
synthetics (polymers) which can then pe
fully cured by other methods...TheoretigaExemplary Problem: “We've received many
proposals (no verified method data) will beuggestions about closing select streets
considered for a lesser reward.” temporarily to create more opportunities for
bicycling, walking, and events such as farmers
markets and art walks. How often should we
close streets for these types of activiti€s?”

% This is a real R&D problem broadcast to the Inno@endnline community as a structured question. fiaiget the
copyright and intellectual property of their cligthtis question is posted by hiding the identitytred client firm. The
problem to solve is already defined by the questiolding firm who seeks an innovative solution their R&D

question. https://www.innocentive.com/ar/challe8§82932 last accessed on 12th December, 2011

% This is a real problem broadcasted to an onlinensonity in an unstructured question format so thag BAngeles
citizens can collectively identify and rank strgmtoblems. http://ideas.la2b.org/los-angeles-closingets-for-
ewvvents last accessed on 12th December, 2011
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Way of | The organizatiorselectsthe best solution The organization facilitates collaboration
finding from a large number of solutionsbetween online community members. The
solution submitted by the online community.organization determines the best solutjon
Collaboration between online communityconsidering the results of both brainstorming
members is not allowed. Thereforeand convergence activities. Therefore,
collaboration features such as votingollaboration features such as voting,
commenting, rating, and sharing in theommenting, rating, and sharing in the Web
Web interface design are not important. | interface design are important.

Examples | mTurk.com.com, InnoCentive.comThreadless.com, CambrianHouse.com
YourEncore.com, oDesk.comMindMixer.com, CrowdCast.com,
freeLancer.com BrainReactions.net

One of the most frequently cited crowdsourcing vitess Amazon’s Mechanical Turk, follows
the closed collaboration model. Their business ggs@onsists of three steps: (1) find, (2) fingstd (3)
earn? It means that:

First, online community usefsd a task posted by solution seeking agent on the amd make
a contract with him/her to complete the task.

Second, the contracted online community menfibeshesthe task.

Finally, the contracted online community membarnsmonetary gain for their labor.

Although slightly different, another high-profilexample of an R&D crowdsourcing firm,
InnoCentivé, follows a similar business process. The Inno@enfIC) problem solving process starts
with broadcasting a problem defined by a solutieeking firm along with IC scientific operations féta
the online community as an open call via IC’s wehsiith a predefined monetary prize. Then, a large
number of online problem solvefind and finish the task that they can solve, and submit the isoiut
statement directly to IC. The IC staff then scre#essolution statements and forward potentialtgmis
to the solution-seeking firm. If the solution-se&kifirm finds a submitted solution that meets their
requirements, then the problem solver receivesmvang: An important distinction is that “IC solvedls
not work collectively, through the web site, tow@problems and do not know who else is workingon
problem or how many solutions have been submit{@dppersen and Lakhani 2010, p. 1021). It means
that, as an IC policy, collaboration among commumiembers is strongly prohibited or is allowed only
among agreed team members through confidential fgaject rooms. This policy serves to protect the
solution seeking firm's intellectual property ancttails on the firm's R&D projects from their
competitor8. Therefore, focus of closed collaboration liesfinding a best solution out of many
submissions by strictly controlling collaboratiom@ng online users.

The open collaboration model of crowdsourcifagcilitates collaboration among online
community members to solve problems. This modeblves two-step collaboration processes with
online users, each of which has a different purp@gebrainstorming, and (2) convergence. For eXxamp
MindMixer’, a virtual town-hall meeting system starts a dmiation process with a general question
posted by a city hall in an unstructured and opathed question format so that online users can (1)
suggestas many ideas as possible through online post$, (2nevaluate, clarify, and defineach
suggested idea by commenting, voting, or ratingetiuce large number of suggested ideas into ddest
ones worthy of focused attention by the city haten, the city hall compiles the result of online
community members’ converged ideas into their deaimaking process to solve municipal problems.

In the for-profit business sectofhreadles® uses the open collaboration model as the core
strategy of their business. As a community driveshirt manufacturer, they determine the T-shirtigles
for print by compiling results of community membeesllaboration into their decision making process.

4 https://www.mturk.com/mturk/welcoméaét accessed on 8 December 2011

® https://www.innocentive.conast accessed on 8 December 2011

® More detailed problem solving process of InnoCentind intellectual property protection measure faround
from Jeppersen and Lakhani (2010). Also refer tipsWwww.innocentive.com/fag/Seekdagt accessed on 8
December 2011

7 http://Mmww.mindmixer.comlést accessed on 12 December 2011

8 http://mww.threadless.contat accessed on 12 December 2011
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The collaboration process starts with postings «fhift designs on th&hreadlesswebsite by online
community members (brainstorming). For each suleahitiesign, community members express their
preferences with comments and scores (on a 1-8)s@ainvergence). Thehhreadlessconsiders the
converged results to decide which design to adopt the many submitted designs.

Be it focused on closed or open collaboration,dtnength of both collaboration models is that
organizations can receive a large number of salutieas beyond their internal domain of expertise a
low cost. This is a different characteristic froraditional collaboration models, which seek problem
solving ideas from internal organizational groupberefore, the key challenges in crowdsourcingtare
attract large participation from online communitigisdiverse domains, and effectively screen a large
number of suggested solutions to find the best die main difference between closed and open
collaboration crowdsourcing is that, while the femiocuses offinding the best solution out of many
submitted ones, the latter makes an efforfatdlitate collaborationprocesses of “brainstorming” and
“convergence” through interactive system designsrofvdsourcing.

3 Key Issues of Crowdsourcing: Collaboration Perspsive

Collaboration research, be it in the context of GOS8 social media, often has the following common
underlying assumptions: (1) a larger number of peoan solve difficult or complex problems bettean

a small number of people, and (2) a team or grbap has high collective intelligence is more liké&by
excel in complex problem solving. Compared to tiadal settings such as GDSS, a distinctive feabfire
social media driven collaboration is that it highlis the potential that large onliaenateur crowdtan be
smarter than a handforganizationalprofessional expert® problem solving. Either way, in both cases,
it is key is to recognize that (Iollective intelligenceis not an absolute summation wfdividual
intelligences and (2)collective intelligenceé'emerges from the way group members interact whey
are assembled” (Wooley et al. 2011). In other wordslaboration is more about the process of
assemblage and emergence rather than a single event

In fact, Wooley et al. (2011) provide empirical @emce of a general collective intelligence
factor. Their study reports that general collectivtelligence “is not strongly correlated with theerage
or maximum individual intelligence of group membbtg is correlated with the average social sensitiv
of group members” (e.g., the equal number of casat@nal turn-taking and the proportion of femates
the group etc.). The implication of this findingtisat collective intelligence tends to depend bmththe
composition of the group and dynamic factors whecherge from the way the team members interact.
Furthermore, Wooley et al. suggest that it may égiez to manage and raise group intelligence than
individual intelligence. This implies that colleati intelligence can be controlled and enhanced by
manipulatingthe structuralandthe proceduralproperties of group. In fact, discovering thosepemnies
of collective intelligence at group or online commity level has been and will be enduring research
questions for collaboration science scholars.

In the social media context, Surowieck (2004) sstgythat certain conditions have to be met for
online crowds to make wise decisions to solve mwisl collectively. This is what he refers to as the
“wisdom of crowds.” To have a “wise” crowd, in Swiecki’'s framework, there are four prerequisites: 1
diversity of opinion, by which each individual inved has some private information, even if it istjan
eccentric opinion; 2) independence, wherein eachopés opinion or decision is not influenced bygao
around them; 3) decentralization, through whichviitlals can specialize and tap into local sourfes
knowledge; and 4) aggregation, which stresses iiy@oitance of mechanisms for translating many
private opinions or decisions into a collective idien (p. 10). He argues that, when all four cand
are met, we can solve many problems better themaimart experts by collaborating with a multitude
average people.

These notions are not entirely new. Apart from fiherth condition (‘aggregation’), the first
three conditions have been repeated research ouesith collaboration science research in general
(ranging from psychology and management to infoilonagystems and industrial engineering) and GDSS
research in particular. Although it is still an endesearched area, Collaboration Engineering esudi
(Briggs and Vreede, 2009; Faieta 2006; VreedeleP089) have recently begun to pursue the notion o
“convergence” which is comparable to Surowieckigion of “aggregation”. Suggested below are some
key concepts that have been repeatedly testedriarglecollaboration science and GDSS studies. As
these concepts are technology independent varifiidésan be applied to any context of collaboratio
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we believe that they can fuel a research frameworkempirically test the four prerequisites for the
“wisdom of crowds”.

3.1 Diversity of Opinion

The notion of diversity of opinion in Surowieck (4)'s four conditions for utilizing wisdom of crowd
has been in fact a repeated topic in collaboramence research. It argues that different peagiehave
different interpretations on a common fact or eyamd therefore potentially solve problems better i
groups than individually. However, whether groupan cutilize this advantage depends on the
collaboration process that the groups follow toi@eh their goals (Steiner, 1972). Various causes of
group process loss have been identified in smalugrresearch and GDSS literature. For example,
Stasser and Titus (1985) found that group memtesrded to discuss information that seemingly the
whole group knew and were reluctant on revealingqus information, which is called the shared
information bias phenomenon. Dennis and William80@ summarized five process losses that were
popularly cited in the GDSS literature: productiblocking, social loafing, evaluation apprehension,
cognitive interference and communication speedaAsnsequence, the ultimate goal of GDSS research
was to overcome these process losses and utilieediversity of the group. Towards that end,
considerable progress has been made in the fisjgec@lly in the group brainstorming area. For
example, thanks to features such as parallel iapdtanonymity, electronic brainstorming was clained
surpass face-to-face brainstorming problems ofegBluation apprehension that group members are not
willing to share unique information for fear of bgicriticized, and (2) production blocking that gpo
member have to wait until all other members finiglk (Nunamaker et. al., 1991, Pinsonneault ef. al.
1999). Empirical evidence supported the superiaftglectronic brainstorming over face to face grou
brainstorming, but also showed that it only surpedssominal group brainstorming i.e. groups in which
members do not interact with one another when tloei size was large (Pinsonneault et. al., 1999;
Dennis and Valacich, 1999).

3.2 Independence

The notion of independence in Surowieck (2004)r foonditions for utilizing wisdom of crowds is
closely related to the concept of anonymity, whitds been studied thoroughly in GDSS research.
Valacich et. al. (1992) defined the anonymity as #xtent group members’ contributions were
identifiable to the other group members or to atheutside the group. Anonymity was considered an
important contribution of the GDSS to collaboratjmmocess. Groups were found to generate more ideas
and comments, and were more critical under anongmmndition than they did under identified
conditions (Jessup et. al., 1990; Wilson et. @1@. The superiority of anonymity in supportinggp
tasks were attributed to its effect on removing s@hthe process losses such as evaluation apmiehen
and influence of unequal social status (Nunamakeale 1991; Wilson et. al., 2010). However, a th
same time, one has to be cautious that anonymitypoamote negative group behaviors and effectd) suc
as social loafing (Forsyth, 2009), flaming or unbited behaviors (Kiesler, 1984), and the decrea#se
groups’ perceptions of the credibility of the infation source (Rains, 2007).
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3.3 Decentralization

Surowieck’s (2004) idea of utilizing local knowleslgf diverse community members with different
backgrounds is closely related to the notion ofrtefiiversity that has been well studied in group &san
research. Compared with a homogeneous team, asditeam can bring more ideas, and a wider range of
knowledge and skills to the team. However, at thees time, it can cause conflicts and reduce team
cohesion due to social categorization processesy#g 2009). Consequently, to maximize the besefit
of team diversity, managing conflicts in teams ssential. Some suggestions on the matter have been
made in the literature. For example, Salas et24l09) proposed that high team psychological safety,
(e.g., an environment where team members are gilbirraise their voice without fear of being purigh
embarrassed, or rejected) could moderate the azhedfect of team diversity on team performance.
Moreover, Van Der Vert and Bunderson (2005) alamébthat in teams with high levels of collective
team identification or “the emotional significantkat members of a given group attach to their
membership in that group” (p. 533), expertise diitgrpositively related to team performance andrtea
learning while in teams with low level of colleativeam identification, the relationship was negativ

3.4 Aggregation

Identifying the mechanisms to screen and aggreti@elarge number of ideas into a small set of
collective decision has long been a challenge hiathGDSS research (Davis et al. 2007) and
crowdsourcing (Pisano and Verganti 2008). A paradorainstorming tasks is that, while it is edsy
capture hundred of ideas, the process of scredaigg number of ideas into a few best ones, iow& sl
and painful process (Chen et. al., 1994; Davisakt2007; Hiltz and Turoff, 1985). This problem get
serious as the scale of collaboration increasessaiaged understanding among community members
becomes weak, as is the case in crowdsourcing.oprot that, as group membership and member
involved become more fluid in large online grouibe& convergence process must be carried out through
(semi)-automated means, such as aggregation &gwrifaveraging, counting, subtracting etc).

In collaboration science research, there have beemoc attempts to address the convergence
issues. For example, Chen et. al. (1994) suggestieg text-mining techniques to automatically dlgss
the content of the brainstorming ideas during thevergent process. Hiltz and Turoff (1985) proposed
reducing information load by letting participantschoose the topics they were interested in arrelsc
conference. In the case of crowdsourcing, one @ftlost dominant practices of converging on a smalle
set of ideas has been to use web tools such as eotimg, voting, or rating to collectively determitie
quality of posted ideas in terms of relevance, toritg, and practicality.

Apart from these ad-hoc initiatives, the CollabmnatEngineering (CE) approach has been
suggested to study the convergent process in a sy@Ematic way. The central idea of CE is to
systematically combine the distinctively differesik collaboration patterns into a repeatable preces
model. CE suggests six collaboration patterns, ig@@ereduce, clarify, organize, evaluate, anddbuil
commitment. Among these six patterns, the secoundtlaind patterns relate to “convergence,” which is
essentially “moving from many ideas to fewer ideasthy of more focused attention” (Vreede et. al.
2009). The potential of the CE approach for crowdsing study is at least twofold. First, it propsse
seven-layer model of collaboration that defines traious design concerns along six different
dimensions of collaborative work practices (Briggsl., 2009). As this seven staged collaboratesigh
model is technology independent, it can providewaegrful design foundation for social web technology
driven collaboration systems and practices. Secitirahn provide systematic angle to understand how
collaboration processes move from the idea gemeragtage to the convergence stage, especially in
crowdsourcing settings that follow the open collation model.

4 Conclusions

Maturing social web technologies and consumer |Viads have dramatically reduced the cost of
collaboration. Added to this, the recent crowdsimg@henomenon has spread the idea that collabarati
between organization and online communities is -effective and practically feasible (Pisano and
Verganti 2008). On the positive side it can be oles that opportunities for collaboration with owi
users is increasing and collaboration technologiesyetting pervasive and cheaper. On the negsitiee
caution is justified as a wealth of free ideas lgasiay lead to information overload and poverty of
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solution. Therefore, to take advantage social vesihniologies for effective collaboration, we need to
understand the nature of collaboration itself.

In this paper, we argued that the questiortafaborative problem solvinhas endured from
general collaboration science and GDSS studiesawdsourcing. With this recognition, we rephrased
currently two dominant definitions of crowdsourciag a collaborative problem-solving model. After
that, we reviewed two typical collaboration modelglosed collaboration versus open collaboration —
which are manifested in current crowdsourcing phegwa. Also, we illustrated how the accumulated
body of knowledge on collaboration science canriomte to set the direction of collaboration stisdie
a crowdsourcing context.

However, many questions are still untouched. Famgxte, it is noteworthy to mention that
crowdsourcing may need very different governancegies from that of traditional collaboration. Ngh
traditional collaboration has normally taken pladgéhin organizational boundaries or well-definedein
organizational contexts, crowdsourcing performs$atmration between organization and online uses th
have no formal relationship with the organizati@hat means, while traditional collaboration normall
involves team deliberation among employees in #mesorganization, social media driven collaboration
accompanies undefined heterogeneous entities véhtearporarily connected around common problems
to address. Therefore, compared to collaboratidwd®En employees, social media driven collaboration
may have weaker shared norms and lower common stadelings. Separate from structural and
procedural pattern of collaboration, different gamance structures (such as rewards, leadershigtuate.)
responsibility, and policy on privacy etc.) need®investigated.
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Abstract: Collaboration is inherent to complex participatsgstems. Supporting collaboration, and
especially decision making is challenging. Decisinaking, like all knowledge-based collaborative
effort, requires mainly cognitive effort. Understiimg cognitive load involved in collaborative tasks
such as decision making is important, thereforetht design of decision support techniques and
tools. This paper focuses on cognitive load relatedecision making, especially the final phase of
decision making in which alternative solutions ptions are evaluated and the group engages in, e.g.
consensus building, negotiation or commitment ingdo agree on a course of action. This phase is
a complex collaborative task that is much lessistlithan the preceding divergence or brainstorming
tasks in which alternatives are created and emasio Drawing on an overview of evaluation and
consensus building techniques and the broadeatiber on decision making, this paper presents a
framework of cognitive load during the decisiongesses. The paper ends with a reflection on future
work, consisting of validation, use and implicasarf the framework.

Keywords: Collaboration, Decision making, Cognitive load.

1 Introduction

Collaboration is a sine qua non for innovation ganoductivity of organizations(Frost & Sullivan, 200
When groups collaborate they also need to makesidesi that represent an agreement in the groum Eve
when one group member has the power to make desislone, it often makes sense to involve others in
the decision making process to use their experéind, more importantly to get buy-in for the results
Thus, while people make decisions alone, group st®ti making requires consensus building and
negotiation to establish trust in buy-in and suppBnowledge intensive collaborative tasks such as
decision making often require high cognitive effartconsider alternatives, their implications, thailue
and personal preferences for these. Further, aolidive decision making requires a team to perfarm
task jointly, thus requiring interaction and cooaion of cognitive effort (Dillenbourg & Betrancayu
2006). Coordination and support of collaboration b& offered by a group member (leader) or by an
external facilitator or mediator, who can help g®up to focus cognitive effort and offer tools and
techniques to support effective cognitive efforirthermore, techniques and tools such as decigidn a
negotiation support systems, and sometimes alstirtga can offer guidance in collaborative actiei
(Dennis & Wixom, 2002) and in decision making pautarly (Balthazard et al., 1998; Pervan, 1998;
Wheeler & Valacich, 1996). Cognitive load is tyallg higher for collaborative tasks than for indiual
tasks (Dillenbourg & Betrancourt, 2006) and, theref groups often benefit from tools and facildatio
structure their cognitive effort (Niederman et 2D08).

Cognitive load arises from the cognitive effort radxy a person to perform a task (Sweller et al.,
1998). Cognitive load theory (CLT) distinguishegiwas design principles to use cognitive capacity
efficiently and effectively in the context of leamg (Sweller, et al., 1998). However, in the comtek
collaboration support, rather little research hasrbdevoted to understanding the cognitive imptoat
of process and technology design. Collaborativeblpra solving, in particular decision making, does
require some form of learning, specifically to ¢eeahared understanding about alternatives and thei
implications; and, therefore, we can learn frons thomain to support collaborative effort. In demis
making, this cognitive complexity is extensivelydied in psychology (Slovic et al., 1977) and ie th
design of, e.g., expert systems, artificial ingghice (Simon, 1980) and decision support systeresnK
& Hirschheim, 1985). While there exist cognitive aets of decision making, these mostly focus on
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individual decision making rather than group dexismaking (French, 2007). Also, these models might
not consider the different sources of complexitgtthequire cognitive effort, and are triggered in a
collaborative decision making process.

To design interventions that improve cognitive @éfincy and effectiveness and reduce the
demand on our working memory (also called centredcative) in collaborative tasks requires an
understanding of cognitive activities and processemllaboration. This paper presents some fiteps
towards developing a framework for assessment ghitiwe load in a collaborative decision making
context. Earlier work has focused on the divergeplase in which ideas or solutions are created and
shared (Kolfschoten, 2011), and the convergenceelta which the group filters or summarizes the
information they shared to analyze it and createctire, shared understanding and an overviewef th
alternatives they have considered (Kolfschoten &z, 2012). In the decision making phase thegrou
judges the value of the alternatives, compares tla@ch considers both rational and strategic imptoa
to agree finally on a course of action. Based am literature and examples of existing collaboration
support techniques and tools, the role and desigptidations of cognitive load in the decision makin
phase of collaborative problem solving tasks apgard.

2 Cognitive Load

Cognitive load can be defined tiee cognitive effort made by a person to undestamd perform his/her
task (Sweller, 1988) Cognitive load has both taskbased dimension (mental load) angeasonbased
dimension (mental effort) (Paas & Merrienboer, 1,984veller, et al., 1998). We propose that a third
dimension of cognitive load can be found in thmutual coordinationof effort in a group task.
Dillenbourg calls this collaboration load (Dillenlrg & Betrancourt, 2006). Task-based cognitive load
has a further perceptual and a cognitive dimensiglated to the amounts of information presented, a
the amount that needs to be processed in workinganeto accomplish the task (Fitousi & Wenger,
2011), a similar effect can be considered in caolfabon load, where participants consider the asctiof
others and the ‘intentions’ or stakes behind traad®ns to the motivation of their fellow group means,
and ultimately to predict their behaviourhe concept of cognitive load in cognitive load dheis
associated with ‘computer-based’ cognitive modeWinich the main ‘processor’ is represented by our
short-term or working memory, also called centredative, which is limited in capacity (Farrington,
2011; Miller, 1956; Simon, 1974). Problem solviaghks are mainly associated with the prefrontalesort
which is also used to recall things from memory mahhibit distraction (Rock, 2009). In this cotiné
load theory, the complex cognitive activities oé$k brain parts are simplified as a limited resotioc
information processing. While cognitive- and newyghologists offer ample debate on the different
ways in which cognitive tasks are performed in tvain, they agree that our capacity to process
information is limited, and that these limitatica® actively experienced in problem solving tasksok,
2009). Furthermore, research in instructional degigs provided ample evidence that the manner in
which information is offered and structured hasmsigant effects on performance in problem solving
(Sweller, 1988).

Problem solving is a complex task, and can beffirefih support. Early research from Simen
al already indicated that we can learn a lot aboablem solving and how to support it, when looking a
it from a cognitive perspective (Simon, 1980). Ca$sumes people have a short-term or working
memory for information processing, and a long-tenemory to store information in so called schemata
(Sweller, 1988). Information in our long term memas related, networked or associated through these
schemata (Rock, 2009). In a process called automadiso called chunking (Miller, 1956; Simon, 1374
we can process more complex information in our waykmemory. With limited cognitive capacity,
cognitive overload is easily reached in complexnitiee tasks such as the problem solving and dawisi
making considered in this paper. Cognitive overload impair performance and decision making, create
stress, cause difficulty in retrieving knowledgepiede creativity, and cause difficulty in analysamgl
organizing knowledge, and impede schema buildirtglearning (Eppler & Mengis, 2004). Overload can
be handled though structuration, organizing anddioating, and though the use of information system
that help filter information (Eppler & Mengis, 2004 ognitiveoveload creates ineffectiveness, but too
low cognitive load can also be ineffective as pedpbse attention for the task. When cognitive |isaatt
a right level, participants can get in a statel@ivf(Czikszentmihalyi, 1990). The cognitive loadaofask
differs for each individual, depending on their esipnce in the domain and skill in the type of peob
solving task (Kalyuga et al., 2003; Kolfschoterakt 2010). Furthermore, people can become digtlact
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while performing a task or use ineffective wayspofcessing the information due to fatigue or latk o

skill (Rock, 2009).

CLT in the context of learning explains how cogrétcapacity is used to construct schemata and
use them for problem solving tasks. Three typesoghitive load (Sweller, 1988) are distinguished:

< Intrinsic cognitive load is the cognitive load thatinherent to the task, defined by the intrirtsisk
complexity.

e Extraneous cognitive load is the cognitive loadseauby the presentation and transition method of
the information. Extraneous load should be reduasdmuch as possible, as it is ineffective.
However, it cannot be completely eliminated. Exéaus load also covers collaboration load, the
mental effort required to coordinate effort.

* Germane cognitive load is the cognitive load insieatal to building schemata and storing them in
the long term memory. For learning, germane loaaikhbe stimulated.

Limiting unproductive mental activity, and focusginollaborators on effective cognitive effort
is a critical challenge for information systems iges(Bray, 2008), particularly those that support
collaboration and collaborative effort. Informatisystems are socio-technical systems, a combinafion
technology, people and processes. In these systechsiology and process structuration support aecis
making by reducing the complexity of informatior. Tprovides different methods to reduce extraneous
(Sweller, et al., 1998), intrinsic cognitive loa2002), and to focus effort on germane load (Paas. et
2004). With these approaches, CLT has providedinsights in instructional design improving learning
efficiency and effectiveness. In collaboration, mitige load has many sources. It can originate fthm
information shared among participants through werioommunication channels, from constructing and
thinking up new information, from explaining or angg positions, from assessing value, implications
and effects of decisions, from various proceduaes] from distractions. While collaborative problem-
solving and decision making is different in manyys/idrom learning tasks, it also bears similaritid&e
therefore expect that this cognitive perspectivié naise new insights in the effectiveness andcedficy
of collaborative decision making.

3 Decision Making

When groups collaborate, they often go through @ gdented problem-solving or design process with
roughly three phases.
e First, they brainstorm (also called divergencepather, create share or brainstorm information
and identify alternatives for decision making.
e Second, they analyze the information availableréai® meaning and shared understanding (also
called convergence).
e Third, they make decisions based on the informadiwalyzed.

This paper focuses on the process of evaluatingpaoing and prioritizing alternatives to come
to an agreement on a course of action. Divergeaise,called generation or brainstorming, (Briggalet
2009) often produces a large volume of contentanying relevance, across multiple levels of absimac
and of varying granularity. This knowledge, shaaed created by a group, needs to be summarized in a
manageable way to create an overview that can bd t further analysis, evaluation or decision
making. We acknowledge that decision making oiitetudes the creation and organizing of alternative
In this paper we focus only on this final phas@e¢ision making, as we have covered brainstormmay a
convergence in previous work (Kolfschoten, 2011[fsahoten & Brazier, 2012). There are many ways
to approach decision making, and there are sigmifidifferences in the cognitive effort they requithe
depth of the analysis of implications of decisioaisgd the commitment or support of the group anéroth
stakeholders to the agreed on course of action.

Decision making typically can be described along tlimensions; one represents the rational-
social choice aspect: the alternatives that hagk qualities are not necessarily the ones that pegple
want given their stakes, personal goals and piesrifThe other dimension is the extent to whichehe
commitment to the decision outcome. Groups candeéetd use a very simple decision principle (we
choose what the majority wants or judge based enatrerage score), or they can engage in conflict
resolution to unravel their disagreements and &irgblution that has full support of all membersalin
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scenarios, participants need to understand theattees, judge alternatives on their value, anasizter
the impact of the choice on their personal or sgiat goals. Depending on how many alternatives are
considered and how open the group is toward nesvratives, the complexity of the decision making
task will increase. Alternatively, a group can feauore on comparing the value of a few alternatiees
maximize value. Furthermore, conflicting objectiv@y need to be traded-off, for instance costs and
benefits, or when there is risk or uncertainty tedlato the alternative. These need be considergavidh
impact the overall evaluation of ideas and compyeaf the decision making task. Decision support ca
be used to consider these different evaluatioeriaitand their relative importance to support eatidun
and the identification of the source of disagreetmen

Several approaches to decision making are comparéanerged by Schwenk (Schwenk, 1984).
We adapted this approach for Group Decision Makhgte that a very linear view of this process is
explained here. In practice the process mighttitesad alternate between phases. However, for izverv
and analysis we use this overview of phases torstated cognitive load in decision making. Figure 1
visualizes this decision making process.

Phase 1: Decision preparationln this phase two aspects are prepared:

A) the criteria for evaluation, (note that identify and agreeing on a set of criteria can be a
process that takes steps like generating possilbéia, converging to a smaller set and decisi@kinmgy
to choose appropriate criteria, as this processrsaall three phases of collaboration, we leave dhi of
the scope for this study and focus only on thediesimaking phase),

B) the rules for decision making.
(The preparation involves also the choice of deaishakers, which can be a decision process irf.itsel
For the cognitive activity involved in decision niragg we consider this aspect less relevant and dgalu
out of the scope.)

Phase 2: Evaluation.This phase is used to assess, value and/or coraftareatives. When all decision
makers have shared their assessment and preferéness need to be combined to get an overview of
the group’s assessment and preferences, and #leofeagreement there is on the evaluation.

Phase 3: Aggregation.In this phase the individual evaluations are agated to the group level to
compare them. Based on this first overview of eatidun results, disagreements can be explored tif see
any of them are based on misunderstanding.

Phase 4: Resolving Misunderstandingln this phase disagreements based on misundeirsaoan be
resolved though information sharing, and explamatiof differences in perception. When these
misunderstandings are resolved, differences irepeates remain.

Phase 5: Negotiationln this phase, negotiation is used to build supfmwards the decision that helps to
resolve the problem or offer a solution to overcdtifferent perspectives.

Phase 6: Decision makingFinally the phase for determining the final demisis used to confirm results
with the group.



82 Group Decision and Negotiation — GDN 2012
20-24 May 2012, Recife, Brazil

1A determine 1B determine rules
criteria for DM for DM

!

2 assess
alternatives

l

3 aggregate results

l

4 resolve
misunderstanding

l

5 negotiate

l

6 decision making

Fig. 1. Decision Making Phases. DM = Decision Making.

4 Cognitive Load in Decision Making

To create an overview of cognitive activities imgergence this paper focuses on eight decisionnmgaki
thinkLets ThinkLets capture best practices in patternsotiboration (Briggs et al., 2003; Kolfschoten et
al., 2006; Vreede et al., 2006). The thinkLets use CheckMark, StrawPoll, CrowBar, Pin the Tail on
the Donkey, Point-Counter-Point, Moodring, and BatMote as documented in (Briggs & Vreede,
2001). Two of the authors have facilitated overuadred workshops in education and industry settings
based on thinkLets, including those listed abovenKLets are documented as scripts and prescribe ho
to facilitate a collaborative activity. For eachintLet this paper identifies the cognitive actiggi
required, and listing these in a table. Any overtdpcognitive activities was identified and removed
Next, cognitive activities are grouped in the diecismaking phases to create a complete list. The
resulting set of cognitive activities are compatedhe decision making aspects found in the litemt
described above, to verify completeness of theselatimaking activities. This completeness check als
considers basic cognitive activities; understandidegiding, recalling (from memory), memorizingofst

in memory) and inhibiting (to push away distractifgughts or stimuli) (Rock, 2009). In this way an
overview of the cognitive activities in collaborati decision making is offered, which we will then
classify based on their effectiveness.

Effectiveness of decision making has two key fatarbjective quality of the decision and
subjective support for the decision. Objective dyak about the rigor in comparing alternatives to
understand and consider their implications and sedbe alternative that best meets the decisioeriexi
Subjective support is about the accommodation akest and preferences and ensuring buy-in and
commitment towards the outcome of the decision n@akirocess.

The overview of the cognitive processes involvedegision making below is organized in the 6
phases of decision making described above. Cogréidtivities and their cognitive implication arstéid
in the table below, and numbered in the text witmhers between brackets ().
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4.1 Cognitive activities in decision making

Phasel: Preparation In the preparation phase a group receives (Bste@ads) a specific decision

making task (1), a set of criteria for decisionking, and one or more decision making rules, they
process these (2-4) for understanding, and memgrizas they need to be maintained in working
memory, especially the objective and criteria. Rert they receive instruction about the tools and
methods that will be used for the purpose of decisnaking (5), observe, study or try it (6) and
understand it to infer their personal task (7).aly) a group needs to make the transition from
preparation to the actual decision making acti{@y

Phase 2: Evaluation In this phase contributions are evaluated basethe criteria presented in the
preparation. To enable this evaluation, participarged to explore and understand implications ef th
alternatives on the systems they affect. Decisigppert tools and models can be used to assess this
impact. This analysis is partly covered in the argence process described in (Kolfschoten & Brazier
2012), and will be outside the scope of this paparticipants need to assess each alternative @n ea
criterion (9), they will consider implications ohdir score (10) and they will compare scores for
alternatives to consider strategic implicationswathers will score, how to use the evaluation esysto
manipulate the outcome) (11) and/or consistenctheif scoring with respect to a single criterio)(1

and with respect to the relative weight of crit€fi&). Finally they mark their evaluation on a bakither

as a score, choice or qualitative evaluation (14).

Phase 3: Aggregation We assume that results are aggregated accaalithg decision making rules by
a system or though means of shared representdliepending on the method of evaluation some
overview of the results will be presented to theug; including aggregated group scores and ranlahgs
alternatives. Participant will interpret the grorgsults (15) Participants will want to comprehehd t
aggregation rule (16). They will consider the imptions of the group score (17) and compare thik wi
their own evaluations to identify differences (18gxt, participants will want to comprehend the ilagy
ranking is created (19). They will also consider ttmplications of the ranking of alternatives a®sult

of the group scores (20), and compare this rankiitly their own ranking (21). In case of a qualitat
evaluation, some of these aspects will be much miffieult to understand, or they might be abseng(
no ranking, or no real group score, ideas thatnaoee or less positively evaluated). However, simila
considerations will apply, and some of these aggiiengs might be created in the next phases raliaer t
directly based on the initial evaluation.

Phase 4: Resolve misunderstandingilternatives that receive highly divergent scazas indicate some
type of disagreement. Briggg al (Briggs et al., 2005) distinguish five types adabreement; different
meaning, information asymmetry, different mental dels, different goals and different taste.
Furthermore, they consider that these disagreenvamtseflect on the outcome, its implication, ahd t
likelihood of both outcome manifestation and imation manifestation. This diagnostic can be used to
understand the source of disagreement; it can me $evel of misunderstanding, or there can be k rea
conflict of stakes behind the disagreement. Ifdsagreement is mainly rooted in misunderstandaig (
meaning, information asymmetry and mental mode¢lsan be ‘resolved’ by exchanging and explaining
different perspectives and understandings of therratives. Participants in this process will idfgnt
disagreements (22), assess the source of disagneéd3} share/explain their perspective (24), fiste
another perspective (25) understand another pdargpeand the differences between perspectives (26),
and reconsider their evaluation (27). In some cHsmslternative might be reformulated to refldwred
meaning (28). When misunderstanding is (partlybirei, participants can mark their new evaluations,
looping back to the evaluation phase, or they cainbtorm about reformulation to loop back to the
brainstorming phase, which is outside the scophisfpaper.

Phase 5: NegotiationWhen disagreement is rooted in differences ikestaa process is initiated that is
aimed at either convincing others to change theritigs in their stakes/goals (debate) or to chahge
alternative to compromise (negotiate). In thisgess participants argue for a specific evaluatk$),(
listen to arguments of others (30) and compareraegs with their personal goals/stakes (31). Thent
make counterarguments, and circle in this procasistbhey consider a compromising proposal (32¢yth
articulate this proposal (33) and then loop todtaluation process to collect renewed evaluatiowagoa
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understand new disagreements. Note that evaluaitiotigese follow-up rounds might be less formal in
nature, or could be a complete iteration of thespha

Phase 6: Decision makingFinally, the group will converge in this processa group evaluation and
ranking of alternatives. In this final stage, papants might reflect on the decision making preces
consider if they can accept the outcomes (34jaftfind the decision process fair (35) and if thest
that other will commit to the outcome of the demisprocess (36). Finally, participants might coasid
the cost-benefits of further evaluation and negiotia (37). To end the decision making process a
facilitator or group leader can articulate the dieti outcome as a course of action. Participarda th
understand the decision outcome (38), consid&4it37), and assert their commitment (yes or no).(39
This process can result in ending the decisionge®cor reiterating steps.

Distraction: Finally, across phases, participants might be atistd by ideas triggered from considering
the alternatives (40), off-task internal distrantid41) and off-task external distractions (42)

Table 1 lists the numbered cognitive activitiestidguished from the 8 Evaluation ThinkLets, and our
experience with these ThinkLets in practice, wadatd if they are ineffective, extraneous (needgdte
process, but not contributing to outcomes) or ¢iffedfor decision quality or support.

Table 1. Cognitive activities in collaborative decision rmak
DQ = Decision Quality, DS = Decision Support, Pedass, |[E= Ineffective.

Cognitive Activity DQ DS P IE
Preparation
1 receive (listen, read) the decision making taskuding objective, rules and criteria X
2 understand the decision task X
3 understand the decision criteria X
4 understanding the decision rules X
X
X
X

5 listening to the explanation of decision tool &timod

6 study/observe/try out the decision tool & method

7 understanding one’s task based on the decis@&tmethod

8 cognitive effort to make the transition from urgtanding the decision making task to

performing it X
Evaluation
9 assess alternatives based on criteria X X
10 consider implications of individual score X
11 compare scores for alternatives to considetegfi@implications of ranking X
12 compare scores for alternatives to consideris@mey of scoring X
13 compare scores for alternatives to considetivelaveight of criteria X
14 mark/capture/write down evaluation or score X
Aggregation
15 understand group results (scores and ranking) X
16 understand the aggregation rule (how indivicsadres are combined into a group X
17 consider implications of the group score X
18 compare group score with personal score X
19 understand the aggregation rule for ranking (fteevgroup scores are combined to X
become a ranking of alternatives)
20 consider the implications of the ranking X
21 compare the group ranking with personal ranking X
Resolving misunderstanding
22 identify group disagreements X
23 assess the root cause of disagreement X

24 share or explain an evaluation perspective

25 listen to other evaluation perspectives

26 understand differences between perspectives
27 reconsider scores in light of new understanding

X X X X
X X X X
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28 rephrase alternative to capture shared meaning X X

Negotiation
29 argue for specific evaluation X X
30 listen to other arguments of others X X
31 compare arguments with personal stakes X
32 consider compromise X X
33 articulate proposal for compromise X X

Decision making

34 consider decision outcome acceptance X
35 consider decision process fairness X
36 consider trust in other stakeholders to commihé decision outcome X
37 consider costs and success chance of furthkratican and negotiation X
38 understand final decision outcome X X
39 assert commitment (yes or no) X

Distraction
40 consider new idea sparked by evaluation X X
41 personal distraction X
42 external distraction X

5 Discussion and Conclusions

This paper offers a first framework and classifmatof steps in a decision making process from a
cognitive load perspective. In previous work welexgd this perspective for divergence (brainstoghin
(Kolfschoten, 2011) and convergence (informatioalgsis and structuration) (Kolfschoten & Brazier,
2012). Here we add a cognitive perspective on aetimaking to understand the cognitive load invdlve
in evaluation and consensus building. The framewurids validation. If validated, it can be usedas
basis to design more effective decision supportstomodels and processes, taking into account the
cognitive effort involved in decision making, ardusturing the group decision making effort to sofip
consideration of alternatives and their implicatiorivalidation of cognitive activities is not a
straightforward task, as the self-reflection oraspection required as a research approach cansampo
considerable bias (Ericsson & Simon, 1993; Jacko®pstorff, 2002). However, we also believe that thi
perspective on collaboration and decision making shed a new light on group support tools and
techniques, and on designing structure to enalolepgrto effectively collaborate. In our future wowe

will explore methodologies to evaluate and useftamework to understand the cognitive trade-offs in
supporting effective decision making.
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Abstract: Information overload is a key issue in group deais A heuristics, calledtéake-the-best’
has been shown useful to face multicriteria densiwhile reducing information overload: when
making decisions people often take criteria in &dpfined order, the first criterion which
discriminates the alternatives at stake is usethae the decision. In order to rationalize group
work, Briggs and de Vreede have proposed collalmradiesign patterns, called thinkLets. This
article presents the LogicalMulticriteriaSort thirgt that can be seen as a generalization of the tak
the-best heuristics. It also proposes to considteria one at the time but once a criterion hasnbe
found discriminating it is kept in a record, aneé grocess is iterated. The thinkLet is supported by
GDSS, based on Logical Information Systems, whigkeggan instantaneous feedback of each micro
decision and keeps tracks of all of the decisiahken so far. The LogicalMulticriteriaSort thinkLet
guarantees more fairness and speed than the Ch&dfethinkLet. It also avoids the need to give
artificial values and weights to the criteria apoged to the Multicriteria thinkLet. A successfest
case is reported.

Keywords: Multicriteria decision, Logical Information Systenfrmal Concept analysis

1 Introduction

At the workplace, collaboration is a key issue,pirticular, to make sensitive decisions. Important
advantages of a group decision are that the granpshare a better understanding of the situatian éh
single person and that it can be easier to collelstiendorse a decision. Experience shows, howévat,
collaborative work is not always satisfactorily anjized. Collaboration design patterns, called that,
have been proposed (Briggs and de Vreede, 20083Ithe person, called the facilitator, in chaofe
helping a group achieve a common task.thinklet provides a transferable, reusable anddictable
building block for the design of a collaborationopgess’ A major problem faced by people is
information overload. ThinkLets for convergence aspecially needed in order to reduce the cognitive
load (Davis et al. , 2007). As stated by (Lewis]l@) “Perhaps the greatest challenge a group will face
is how to take a raw list of ideas and discusst, etlid organize these ideas to create a coherentlte
Consistently, (Vogel and Coombes, 2010) state tinaip a cognitive point of view, it is much more
difficult for a group to organize ideas than to geneth&n. In order to minimize theffects of
information overload, people tend to employ congsi®@r even unconscious heuristics (Vogel and
Coombes, 2010). Thegaze heuristics reported in (Marewski et al., 2010), is exemplain order to
catch a ball high up in the air, a player fixatestarts running and keeps the angle of gaze aphdtle
does not beforehand calculate a compldtedéntial equation but he will be at the proper elax catch
the ball.

A second important issue is the use of multipléecia. The results of (Vogel and Coombes,
2010) show thatdroups selecting ideas from a multiple criteriakkdsrmulation will converge better
than groups working on a single criterion formutati. Another of the heuristics described in (Marewski
et al.,, 2010), calledtake-the-best allows to face multicriteria decisions while rgging information
overload: when making decisions people often taleri in a predefined order, the first criterishich
discriminates the alternatives at stake is usadake the decision. This heuristics has been shovire t
more dfective than multiple regression while consideriegsl criteria in a number of cases. Not all
criteria are, thus, relevant for a given decisitinis even crucial to discriminate against relevant
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irrelevant criteria because, as stated by (Shante3aPp), irrelevant criteria can inappropriatelfiuence
the judgment of people whatever their expertisellev

The contribution of this article is to propose thegicalMulticriteriaSort thinkLet with a
supporting tool which could be an asset if integplanto existing toolboxes, such as for examplestite
of simple editors to help non professional faditita proposed by (Briggs et al. , 2010) or thekibdbr
GDSS facilitators proposed by (Adla et al., 201The LogicalMulticriteriaSort thinkLet gives a
procedure to logically sort candidates into categoaccording to multiple criteria. It can be sesna
generalization of take-the- best and an implemamtaif the gaze heuristics. Following take-the-pést
proposes to consider criteria one at the time. &lemo predefined order, participants put forwdoel
ones they find the most relevant at a given time. &ihance take-the-best by using a GDSS, based on
Logical Information Systems (LIS) (Ferré and Ridp@004). It firstly enables participants to easily
navigate in the data. It secondly gives an insteedas feedback of each micro decision and it thirdl
builds a shared knowledge by keeping tracks obfalhe decisions taken so far. It thus providegpsup
for the gaze heuristic with no cognitive overlodthe LogicalMulticriteriaSort thinkLet has been &bt
on the debriefing of an academic year validatioy juhose results had been controversial. The &st c
participants were positive about the process aedntiain result was that they all agreed to use the
LogicalMulticriteriaSort thinkLet and the suppoditool for the forthcoming jury at the same level.

The LogicalMulticriteriaSort thinkLet is related two thinkLets of (Briggs and de Vreede,
2009): ChaffeurSort and Multicriteria. A detailed discussiontbése two thinkLets can be found in
Section 3. In summary, compared to the GfeauSort thinkLet, or Organize deetingwork8" (Lewis,
2010), the major dference is that, with LogicalMulticriteriaSort, thescussion is led by the criteria and
not by the candidates. It ensures both fairnessspadd. Indeed, with our approach, it is guarantead
all the candidates will have been considered atbegdiscussed criteria. Furthermore, the meetimy ca
stop after any criterion analysis if the group desi so. The Multicriteria thinkLet of (Briggs ané d
Vreede, 2009) also addresses the analysis of pnsbbefined by multiple criteria. The values for the
criteria, however, are necessarily numbers; weightsattached to each criterion and a weightedisum
computed. Producing numerical criteria weight®edidus, arbitrary and can lead to dubious reswlith
our approach, the values can be numerical or syimhhbkir analysis is logical. Participants onlwbhao
decide if a criterion is relevant or not and defiheesholds for the values of the relevant criteklasta
(Hiltunen et al., 2009) is a multicriteria decisismpport tool. For each criterion, participants asked to
propose acceptable thresholds. The graphical ¢ispal handling of the thresholds has been proved
useful. The approach can be implemented on topl$ftbols. An interface "a la Mesta for the simple
cases would be helpful. Our tool, neverthelessblesato state logical queries that can be much more
sophisticated.

In the following, Section 2 briefly introduces Lagl Information Systems. Section 3 describes
in detail the LogicalMulticriteriaSort thinkLet flowing the schema of (Briggs and de Vreede, 2009).
Section 4 reports about the jury test case, andepte the users’ feedbacks collected in two
questionnaires, one before and one after the nggetin

2 Logical Information Systems

Logical Information Systems (LIS) (Ferré and Ridp@004) belong to a paradigm of information
retrieval that combines querying and navigatiors lare formally based on Logical Concept Analysis
(LCA) (Ferré and Ridoux, 2000), a logical genemtian of a mathematical theory, Formal Concept
Analysis (FCA) (Ganter and Wille, 1999). In LCA,gical formulas are used to describe objects, as
opposed to FCA where only simple symbolic critexdam be used. One advantage of logical formulas is,
for instance, to permit numerical and symbolicegia to be combined. From the descriptions of dbjex
data structure, calledoncept latticeis computed. The concept lattice partially ordeosh objects and
criteria. It serves as the navigation structuregital formulas are also used to represent queriels a
navigation links in the lattice. In the cases addee by the LogicalMulticriteriaSort thinkLet, ttata are

so dense that the current FCA tools (see for exaifiilley, 2004)) that graphically display the cept
lattices cannot be used. Indeed, the global conedite is too large to be managed by hand. On the
opposite, and as illustrated by the screen copi#sa following, the local views of LIS tools enahlsers

to grasp and manage the relevant information. Luals are obtained by querying the system. There
exist three ways to define a query: by formulaiedijtby navigation (selecting criteria in ordemtodify
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the query) or by examples. Query definition isdthated in Section 4. It is one of the strength&GA
and LCA systems to be able to focus on the critand the objects are then logically sorted. Another
important user action provided by LIS tools is aation. Annotations, navigation and querying can be
performed in the same interface. In the followihg examples are given using the Camelis tool

3 The LogicalMulticriteriaSort ThinkLet

This section describes the LogicalMulticriteriaStrinkLet following the schema of (Briggs and de
Vreede, 2009). We have addedlaol and Manpowefield. ThinkLets have been partitioned into 6
pattern categories (Kolfschoten et al., 2010): @Gatee Reduce, Clarify, Organize, Evaluate and
Consensus Building. The main related pattern antipattern of LogicalMulticriteriaSort is
Organize/Categorizing. People speak of Convergence for the Reduce anarifyCl patterns.
LogicalMulticriteriaSort can also be considerechaonvergence thinkLet because the discussiornedela
to the relevance of criteria and the traces kepghbyLIS tool highly contribute to build an exptishared
understanding of the situation. Furthermore, sgrtinto categories and filtering along the criteria
contribute to the reduction aspects. Related thetkl are discussed in thénsights on
LogicalMulticriteriaSortfield. The descriptions are illustrated using thst case detailed in Section 4,
namely a jury to validate students’ year, at a mézl university. In the following, phrases in itabre
taken from thinkLet descriptions of (Briggs and\éteede, 2009). In that case the name of the thinid_e
given in between parentheses.

Choose this thinkLet...

... when you want to assure that the placement of eitemg/candidate in a category is carefully
considered by the team (ChaurSort)

... to evaluate a list of items/candidates agaimattiple criteria (Multicriteria)

... when it is crucial that the decision procesasiair as possible

... when the important criteria for the decisioa aot necessarily known

... when creating a shared understanding of thezidigating criteria is crucial

... when the group will have to endorse a sensi&&sion

.. when meeting time is of the essence

Do not choose this thinkLet...
... when nobody has time to prepare the table &gsug criteria values to candidates
... if the group has not been prepared to makesida based on multiple criteria

Overview

The group decides which of the criteria are distrating for the sort, and what are the requirediesal
for those criteria. Candidate sorting is a logioahsequence of these decisions. For example, jioya

the group can decide that in order to pass a studest have had a given grade above a given thicesho

Inputs

1. A set of candidates, for example students for wa jur

2. A set of categories in which the candidates shdngldsorted. For a jury the categories can be
“automatically pass”, “let through by jury” and ffa

3. A set of criteria. For a jury the criteria can be taverage grades orfférent modules, how many
credits students have validated, whether theylidfithe English test requirement.

4. Values of these criteria for most of the candidateste that it is not mandatory that all candidates
have all criteria filled in.

5. (optional) A set of rules, mandatory or revisaltifet automatically sort subsets of the candidates.
Mandatory jury rules tell which of the studentsaamatically validate the year according to the
rulings of the university. An example of revisapley rule is that students with a scientific grade
average below a given threshold fail. The groupes to revise that threshold, or even remove the
rule.

! see http:/iwww.irisa.fr/LIS/ferre/camelis/
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Outputs
1. Candidates sorted by category.
2. A set of criteria important for that particular dsaon.
3. A set of rules to explain the sorting. These raias be used as germs for the next meetings of the
same kind.

How to use LogicalMulticriteriaSort

Setup

1. The chaftifeur, namely the person in charge of the technigadets of the hardware and software
(Lewis, 2010), collects the data to build the cahtbasically a table with a line per candidate,
filling the criteria slots whenever it is relevahtote that there are a number of cases where the
prerequisite data is not an extra burden becauseldne anyway. For example, for juries, grades
and additional information must be collected whatehinkLet is used.

2. The chaffeur or the facilitator integrates the data intolth® tool.

3. The facilitator investigates the data in order ¢odble to suggest important criteria, to bootstrap
the process if necessary.

StepsThe chaffeur uses the tool to display the state of the stnidere are two dlierent phases:

1. If there exist mandatory rules, they are “law” ar@hnot be questioned. The group analyzes the
properties of the candidates automatically sortedhlese rules, in order to build up references
for further discussions.

2. The group iterates through steps 2a to 2f unthegitall candidates have been sorted and
participants are convinced that it is fair enoughparticipants cannot find any more criteria on
which to discriminate on a consensual way, or fisngut.

(a) If there are revisable rules, the group investigatat their impacts on the given
context. These rules come most likely from a presimeeting of the same kind. They
are not necessarily totally relevant for the curreantext. The group decides to keep
them, adjust them or leave them aside.

(b) The group takes the list of criteria and decidegkwlones are relevant for the decision.
Note that not all criteria need to be investigatedlepth. For a jury the group can
decide that the grade for each particular moduksdmt need to be investigated for the
time being. Nothing prevents the group from contmghat point later.

(c) When a set of criteria have been accepted as belegant, the group discusses what
the characteristic values for these criteria areefh category.

(d) Whenever a logical formula has been identifiedjla can be created to keep a trace of
each small decision. It provides basic blocks for global explanation of the final
decision. It also enables the group to questiom @ddhe small decisions at anytime
during the meeting.

(e) The group can decide, at any time, that new caitare relevant. If these criteria were
not initially in the context, their values can fi&ed in on the fly.

(H Regularly, the rules are inspected to check they #iill reflect the current state of the
group’s understanding and consensus.

Tool and Manpower

As reported in (Ducassé and Ferré, 2008), spreatlshan be used to support the
LogicalMulticriteriaSort thinkLet. Their filters, asks and macros provide part of the necessary
functionalities. However, selecting criteria andhdi@ates in the spreadsheet is error prone. laid ko
ensure consistency. Furthermore, adding attribiatéise table is tedious and again error prone. Kegp
track of the selection process is almost impossibl§ tools, as shown in the Test Case Sectiorrel, a
appropriate tools to sustain this thinkLet. A cliauf is necessary for a physical meeting, a fatditis
also required. Unless for simple cases, it is ablesthat the roles are played by twéfalient persons.
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Insights on LogicalMulticriteriaSort

LogicalMulticriteriaSort is related to two thinkletof (Briggs and de Vreede, 2009):
ChauffeurSort andMulticriteria. ChauffeurSort investigates the candidates in sequence. Brigd=dan
Vreede statedo not use this thinkLet if time is of the ess&énCensistently, (Lewis, 2010) statesften,
the majority of the time will be spent on the fiiestv ideas [candidates] at the top of the list, thiee
these have the greatest merit or noVith LogicalMulticriteriaSort it is the criterithat are investigated
following an order prompted by the participantseftsures both fairness and speed. Going along the
candidates without consistency checking mechanishes treatment of candidates is not fair, for one
candidate participants will talk about some créeffor another candidate there is no guaranteethieat
same criteria will be used. With LogicalMulticritaBort, even if all the criteria have not been tered,
it is guaranteed that all the candidates will héneen considered along the discussed criteria. As a
consequence, the meeting can stop after any oritamnalysis, preferably if the group decides timaiugh
relevant criteria have been considered. If timeus the criterion analysis is incomplete, the dieci is
nevertheless guaranteed to be fair to the candidate

The Multicriteria thinkLet is based on Multi-Criteria Decision Ansily (see for example
(Zopounidis and Pardalos, 2010)). Criteria are miaewumerical value and a weight, and then a wedght
sum is computed. Briggs and de Vreede stdterfot use this thinkLet as final decision-makingcpss.
Odd anomalies can crop up in the results of Muliicia analysi$. Consistently, (Bana e Costa and
Chagas, 2004) emphasize that producing numeridatiar weights is tedious, arbitrary and can lead t
dubious results. In order to palliate those prolslethey ask users to fully rank the criteria, then
according to the actual values of the data thegraatically produce weights to insure consistenctha
actual context. While this is a significant impravent, our experience is that it is oftefifidiult to reach
an agreement about a total ranking of the criteria meeting. For example, in the test case ofi@edt
there was no obvious convergence in the relatiygoitance of the criteria before the meeting. Even a
the end of the meeting there was still disagreenadiout the importance of a few criteria. With our
approach, the values can be numerical but also syenibheir analysis is logical. Participants otigve
to decide if a criteria is relevant or not and panditions, for example thresholds, on the relecaiteria.
When the results of LogicalMulticriteriaSort leama decision, they explicit in a legible way arguntse
on which the group agrees, and can be relied uptien the results do not lead to the final decisiay
still pave the way for further steps. They, thusphthe group endorse the decision.

4 LogicalMulticriteriaSort Success Stories

An example of success story is a recruitment pyaeported in (Ducassé and Ferré, 2008), whaose fir
step had followed the LogicalMulticriteriaSort thiret, even if not explicitly said. The overall obfwe

of the meeting was to propose a sorted list of icktels. The first step consisted in sorting thedadates
into three categories, “to be considered”, “may, Bekcluded”. For the further steps only the caadkd

in the first category were actually consideredtha remaining of this section, we describe a swsfukes
test case related to a jury at a technical unityersi

Context of the Jury Test Case

The reported test case is a debriefing of a yehdataon jury (called theactual juryin the following)
whose results had been controversial. Such jusess, at the end of every school year and decideaicin
student of a class whether s-he passes or failthelpast, the juries of the concerned institutise to
reason almost exclusively on a global weighted ayercalculated over all the grades of the studant f
the school year. With the European Bologna prdc@&BTS credits came into the picture. The students
must acquire 30 ECTS credits per semester. Yetpeasation between modules is allowed in the French

2 http://www.europe-education-formation.fr/bolognetsedoc.php
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systeni and the institution introduced compensation rdtEsautomatic year validation. Jury members
are therefore forced to reason on multiple criteatdeast on credits and global average.

The authors were respectively the facilitator amel ¢hatffeur of the meeting. Camelis was used
(see Section 2). Beside the facilitator and theuffbar, there were five participants, all computeesce
teachers not familiar with the LIS tools. Among tfiee participants, 4 attended the actual jury; the
remaining person had chaired another jury at timeesperiod. Neither the facilitator, nor the cffaur
had attended the actual jury. The whole actual, jarmembers, had been invited but only the peofile w
responsibilities in the institution came, namelypalrticipants were responsible of a curriculunejuiding
the chair of the actual jury. There were no idétdifconflicts but there was also no obvious conercg
in the relative importance of the criteria. Thecdissions during the meeting were (audio) recorded.

A spreadsheet file had been prepared for the apinaby the chair of that jury. It contained 55
lines (one per student under judgment) and 160nwadu(one per criteria). Examples of criteria are th
grading and the acquired ECTS credits of each negdile average per group of modules, which
specialty students took or the ranking in the clasgrinted version of this file had been usedatactual
jury. The jury chair had sorted it into several etise The actual jury members had to browse thr@igh
printed pages. The facilitator transferred the agsbeet data into Camelis and structured by hamd th
criteria so that participants did not have to fdee 160 criteria in a first step. Figure 1 showsatvh
participants could see during the meeting (explanatare given in the next section).

Meeting First Phase: Analysis of Automatically Pasag Students

The first phase, analyzing the impacts of the mamglaules, lasted approximately 20 minutes.
There was only one rule specifying the students wiere automatically passing thanks to the
institutional compensation rules. Figure 1 shovesr@en shot of Camelis during the first phase.ud&r
interfaces give a local view of the concept lattiEke local view is made of three parts: (1) doery(top
left), (2) theextent(bottom right), and (3) thandex (bottom left). Thequeryis a logical formula that
typically combines criteria (e.ggl_Average ), patterns (e.ggl Average >= 10 .), and Boolean
connectorsgnd, or , not ). On the figure, the query area shows the implaaiem of the institutional
automatic passing rulgfl_Average >= 10. and g2_Average >= 10. and g3_Average
>= 10. and g4_Average >= 10. and g5_Average >= 10. . It means that the selected
(passing) students have a grading average of stt16a(out of 20) for all of the 5 groups of module

The extentis the set of objects that are matched by theyg@ecording to logical subsumption.
Objects correspond to the candidates mentionedhén description of the LogicalMulticriteriaSort
thinkLet. The candidates are actually studentshis test case. On the figure, one can see paiieof t
identifiers corresponding to the 44 students pags#ianks to the institutional automatic passing.rul
Note that during the test case participants coeddtbe full name of students.

Finally, theindexis a set of criteria, taken from a finite subséth® logic, it is restricted to criteria
associated to at least one object (student) inetttent. The index plays the role of a summary or
inventory of the extent, showing which kinds of etig there are, and how many of each kind there are
(e.g., in Figure 1, 3 students in the extent h&reampensated_credits )

Note that the query had been obtained solely lmkiclg on criteria of the index. Let us describe
how it had been produced. Firstly, opening Awerage ? criterion, the chafieur could click to open
gl_Average . Then clicking on one of the displayed values €H4Y. ), then on the>= button and then
on thezoom button produced thgl_Average >= 10. part of the query. Repeating the process for
all the group averages produced the query.

3 See for example "Arrété du ler ao(t 2011 relatiflicence NOR: ESRS1119411A"
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gl_Average >= 10. and g2__Average >= 10. and g3__Average
>=10. and g4__Average >= 12. and g5__Average >= 10.
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Fig. 1 Screen shot of Camelis with a query specifying adatory rule

After some investigations, the group agreed thatitvteresting facts about the passing students
disserved to be noted. Firstly, as can be seemeriigure, 8 out of the 44 passing students hadrl0
more compensated_credits . Compensated credits come from the institutiomahgensation rules.
The students failed some modules, but becausehheygrades good enough in some others they gain
credits for modules for which they fail. It was yémportant for the following discussions to ndtattthe
maximum number of compensated credits was 12. $&gcoih can also be seen that there are some
“holes” in the rankingranking = 0.00e3 * means that there are ranking values between ®and
ranking = 0.01e3 means that there are ranking values between 10%netc. As mentioned above,
the number in front of each criterion tells how matudents have the criterion. Here it seems notinzsl
there are 9 students ranked between 1 and 9.l#s$s normal that there are only 9 students ranked
between 20 and 29, and only 4 between 40 and 4&ciadly as there are two automatically passing
students who were ranked after 50. The global rapkiased on the global grade average, used toebe t
main decision criteria. Here we can immediatelytb@¢ at least 7 students fall into an unusual.case

Meeting Second Phase: Sorting Out Candidates

The second phase, the actual sorting phase, lagfgdximately 50 minutes. In the meeting there were
prior optional rules. To initiate the discussior tfacilitator suggested that the number of credis
probably a relevant criterion. After a discussitire group hinted that it would be unfair to requinere
credits from the students under discussion thamti@mum number acquired without compensation by
the automatically passing students, namely 48 tseligure 2 shows a screen shot of Camelis wiwere t
query selects the students who do not automatigalds and who have acquired at least the requBed 4
credits. In the extent area one can see that ®istsidire concerned. In the index, one can see herurh
interesting points. Firstly, all concerned studeh#se a general average above 11 (2 even have an
average above 12). They also all have a sciemtfazage above 10. The three students who are délow

4 We acknowledge that this idfgputting and we are investigating how to preseit ifh a more accessible way.
Note, however, that participants, although initigdzzled, managed very well after they receiveulanations



94 Group Decision and Negotiation — GDN 2012
20-24 May 2012, Recife, Brazil

for the average of the g1 group of modules (glg.average = 0.00e3 ) are the same three students
who are above 10 for the average of the g3 groupazfules (e.gg3_average = 0.01e3 ). It can be
seen from the coloring of the numbers, an identicdbr means that the related students are the.same
From the above properties, the group decided trathit particular class, it was ok to let throubbse
students. The chéfieur therefore created a rule, saved in the todtetp track of the reasons for which
these students were let through. At the momentiting the rule, somebody said that the rule way on
acceptable for him because the scientific average wot too weak and wanted that to be recordedein t
rule. The rest of the group agreed and the actsalyd rule is given in Figure 3. It uses anothkr fnot
shown here) that specifies that if the scientifierage is below 10, it is considered too weak dmed t
student fails. Note that the 5 concerned studemtsnaatically got a new criterion, namely ’let thghu
cause more acquired credits than some automatipalg students’. This new criterion could then be
used in queries. The meeting went on by sortingeeifrom top or bottom. Sorting from top consisted
identifying thresholds above which students couddsp(for example with a general average above 12),
sorting from bottom consisted in identifying threkls below which students should fail (for example
with not enough acquired credits or a scientifierage too weak).

not automatically_pass and acquired_credits >= 48. Appliquer
OnNoT O= @>= O<= Zaom| pivet [pito (0) Texto (5
all” 3 b general_average = 11. [4]| |« < Results:1-5/5 > >
_I 2] b general_average = 12. BNMd
5 < FSEe
s - o
3 > gl__Average = 0.00e3 ToCe
I 2 b gl__Average = 0.01e3
5 b
5 <
2 b g3__Average = 0.00e3
I 3 > g3__Average = 0.01e3
5 b
5 b
5 3
5 <
5 <
2 b scientific_average = 10.
3 b scientific_average = 11.
5»
50
5»
5«
I 1 b ranking = 0.02e3
4 = ranking = 0.04e3
1 b ranking = 41.
1 b ranking = 44. |
1 b ranking = 46.
1 b ranking = 47. =

Fig. 2 Screen shot of Camelis when the group had idedtiieule

'let through cause more acquired credits than some automatically pass
students’ :-
not automatically pass
and not 'fail due to scientific average too weak’
and acquired_credits >= 48.

Fig. 3 First rule produced by the jury test case

At the end of the meeting, the context had beeitleed by 5 rules which sorted 53 out of the 55
students: (rl) forty four students automaticallgged thanks to the institutional mandatory rul) five
students were let through thanks to the rule dsmdisibove, (r3) one student was let through thamks
good enough general average, (r4) one studentdfdie to a scientific average too weak, and (r5) 3
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students failed due to a lack of credits. One studes concerned by two (consistent) rules andshe i
therefore counted for each of the rules. Altogetherfive produced rules use the three logical eotors
“and”, “or” and “not”. They also use 6 ffierent criteria, symbolic and numeric, showing thmatlti-
criteria reasoning and decision are indeed possibelogical level. Rule r3 concerns one studehy.o
There was a consensus that the student should Pasdacilitator asked whether the student shoeld b
simply moved to a “pass” basket. One participakedgshat a rule was created to specify explicitlyyw
participants thought he should pass and to keegca bf the reasons.

At the end of the meeting, there were only two stid for whom no consensus could be found, whereas
participants reported that the actual jury votedefetudents.

Users’ Feedbacks

This section reports the results of the two questires filled by participants, one before and after
the meeting. Note that the person who did not dttha actual jury answered only the general questio
The questionnaire and discussions were in Frenieb.gliotations of participants have been translayed
the authors.

Questionnaires Before the MeetingAll participants reported that at the actual jtimgre had
been no formal step to analyze the results of thdesits who automatically passed. Two participants
mentioned brief discussions about some studentke wiigcussing the other students. Three particgpant
acknowledged that analyzing these results withsireadsheet display is too tedious. The arguments
were that the data were too numerous, too complicanhd that it takes too much time. One participant
thought that reading the 9 pages of spreadsheetsnataa problem. Four participants reported having
clearly conscience that they were doing a mul8ciat decision at the actual jury. Three, out of finr
persons who answered, reported being rather ufigdtif the decision of the actual jury, whereas 4ith
one was rather satisfied. Stated reasons for wfeetion were: We have been unfair against one of the
student, “some important arguments had not been explicitlg’sdhe two participants who had to deal
with the students afterwards were among the uffieatiparticipants and reported havindfaiulties to
endorse the decision.

Questionnaires After the Meeting. The two participants who had to endorse the datisi
reported that after the meeting they endorse tehetven if they were still unsatisfied with thecgsion.
The four participants who answered the questioontefd that the first phase (analyzing the stud#as
automatically pass) had been usefit:has put the light to the importance of the congated credits
“it has made me realize that we do that but infolyialAll participants validated the produced rules: “
realize now that they are exactly the ones we useeh) if | was not totally aware of it last tiiméthey
could be used at the next jury as a discussionshdsihey will help guarantee consistency in the jury
decisiori, “with the rules it is more rational, the memofjeet is interesting “| appreciate to have clear
and stable rulés Four participants agreed that the tool had heblthee group to express the rules. The
person who said having no problem to analyze thequt spreadsheet pages thought that it was rdtber
opposite. All participants reported having undesdt@ll the queries and theiffect. Four participants
considered that they contributed to the queriese(timat a rule is simply a given query which hasrbe
given a name). One of them emphasized that it bBas b collective contribution. The participantseagr
to use the tool for the forthcoming jury of the salavel together with the usual material. It sholoéd
noted that the two persons who had to endorsedbisidn were the most positive about the resulthef
meeting. Moreover, the chair of the actual juryowlas one of those two persons, was the most pesiti
of all.

5 Conclusion

In this article we have proposed the LogicalMuitamiaSort thinkLet. To address the problems of a
multicriteria decision LogicalMulticriteriaSort ceitlers criteria one at the time as the take-thé-bes
heuristics. There is no predefined order betweéari, participants put forward the ones they fthd
most relevant at a given time. The values can Imeenigal or symbolic; the analysis on them is lobitta
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avoids the need to give artificial values and wtdgto the criteria as opposed to the Multicriteria
thinkLet. LogicalMulticriteriaSort guarantees mdairness and speed than the QffiewrSort thinkLet. In
addition, LogicalMulticriteriaSort is supported lay GDSS, based on Logical Information Systems.
Thanks to the tool, the group can share a bettdenstanding of the situation and it can be easier t
collectively endorse a sensitive decision. In paitér the tool keeps tracks of all of the decisitalen so

far with a set of rules that explain how candidatese been sorted. It also gives an instantaneous
feedback of each current decision. LogicalMulteniaSort has been tested on the debriefing of an
academic year validation jury whose results hadnbemntroversial. The test case participants were
positive about the process and they all agreesgé¢oLwgicalMulticriteriaSort and the supporting téot

the forthcoming jury at the same level. The twospes who had to endorse the decision were the most
positive about the results of the meeting.
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Abstract: Trust is referred to as a key facilitator in teeoliaborations. Evidence shows that different
levels of trust will lead to different quality oam collaborations. Trust development in teams
presents significant challenges in groups collafama. In this paper we review factors that affibet
establishment of trust in hybrid teams who collatewirtually as well as face to face. Further we
deliver an instrument to validate trust developméentteams. Finally we describe preliminary
evaluation of the instrument by running experimevith teams of collaborating students.

Keywords: Trust, Trust evaluation, Trust development, Teankwiirtual teams

1. Introduction

Increasingly knowledge workers have to work in tedhat are global, inter-organizational, inter-orat,
and dispersed in several ways. Therefore, teamedsimgly face the challenge of working (partially)
virtual. Due to for instance a lack of presence body language, such teams face problems with céspe
to trust. Many studies have focused on understandirst in virtual teams.

Trust plays a pivotal role in reducing complexiyoviding “internal security” and determining
the internal balance between risk, utility and peofbfactors that affect decision making ability hirit
our daily lives (Abdul-Rahman & Hailes, 2000). Trusspecially interpersonal trust, is an important
concept in psychology and vital to personality depment (Erikson, 1963), cooperation institution
(Deutsch 1962), and social life (Rotter 1980, W&rgmurian 2005).

Trust and knowledge sharing play a central rol&iendship development. According to what
Sharkie (2005) has introduced, “Trust is an impurtgeterminant of the predisposition or willingneds
individuals to enter into conversations with othassa prerequisite for the sharing of knowledgettier
benefit of the organisation”. Consequently, triegtiresents both an outcome and a process: a defgree o
trust is necessary for individuals to open up andanfide in each other. Trust is enhanced whemhano
party’s motives are understood, providing theseivestare positively oriented.

In this study we're interested in trust developmienteams, particularly in collaborating teams,
and the factors that affect trust development t¢ivez on effectiveness of collaboration in teams.

2. Types of Trust

The literature identifies various types of trust.

The first of which is “Dispositional trust”. Dispiti®nal or “basic” trust is specific to each
individual. Some people are generally more trustiigthe world than others. This type of trust is
independent of any context (McKnight & Chervany 969 and acts as a central ingredient in the
“healthy personality” and has a major impact awlividual traits (Erikson, 1963), relating to a g@n's
general faith in human nature, that is, a crossasiinal general tendency to trust other peopldtéiro
1980).

‘Interpersonal’ trust is developed from an intelat®nship between two or more persons. It is
defined by Rotter (1967 p.651) as, “an expectanmelg by individuals or groups that the word, pramis
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verbal, or written statement of another can besdetin”. Interpersonal trust is important for maiming
the health of interpersonal relations (Rotter, 1967

The third category known as ‘Situational trust’ ifep a ‘situational decision to trust’ in which a
person has formed an intention to trust every tangarticular situation arises. Trust leads to astio
mostly risk-taking behaviours. The form of the antidepends on the situation, and may concern
something either tangible or intangible. For ins@m person lends his or her money to a frienduse
the friend is trusted to pay back the money ladarig & Emurian, 2005). Others key factors of
situational trust identified are: benefit or galireicki & Bunker; Tan & Thoen, 2003), and the uilof
information (Shapiro & Varian, 1998). A situatior@gcision to trust may occur when there is “much to
gain from trusting but little attendant risk” (K&eKnox, 1970:361). An important rider to this isatithis
trust is context specific such that A might trustdix his car, but not to handle his finances ight
& Chervany, 1996).

A further category of trust, variously termed ‘Symst or ‘Structural’ trust, has particular
relevance to this relatively new environment. Systérust denotes “an impersonal institutional
phenomenon, not founded on any property or stateeofrustee, but rather on the perceived proedie
reliance on the system or institution within whitiat trust exists” (Lewis & Weigert 1985, McKnig&t
Chervany 1996). System Trust might relate to thekivey system, or a virtual community system and is
therefore context dependent (Coetzee & Eloff 2008k formal programs and features embedded within
so called ‘trust-mark’ brands (Durkin et al. 2008)ch as those used by EBay and Amazon, are often
cited as exemplars of trust enabling mechanismsvifbual ‘communities of consumption’ (Kozinets
1999).

Trust has been variously described as being siNgeahd as a phenomenon which evolves with
time through new experiences and observations (iikos, 2003), and as assuming different
characteristics at varying phases of a relationaBigvell as in different types of relationship (Mught
& Chervany, 1996). Furthermore, trust is "intrainsit, which is explained through the situation wétgyr
Alice trusts Bob and Bob trusts Cathy, but it doe$ necessarily follow that Alice must trust Cathy,
implying that the reputation of an agent (humasystemic) helps us to manage complexity.

3. Trust in Virtual teams

Trust involves vulnerability and is only neededaim environment that is uncertain and risky (Wang &
Emurian, 2005). The online environment, with itéatiee lack of ‘media richness’, holds a number
of inherent risks that can negatively affect thdddog of trusting relationships (Daft, Lengel, &@vino,
1987).

Interestingly, the recent dramatic growth in popityaof Internet-based social networking in
sites such as Facebook, MySpace and Bebo preseritdesesting counterpoint to previous theories
relating to people’s capacity for online trust. Midlingness of large numbers of people to shamsqeal
information with others online demonstrates eittegtuced public levels of apprehension with regard t
system trust, or indeed the technical mastery ef thols and techniques for engendering trust. A
significant feature of communications in socialwatking is its informality, and it has been showen t
have a significant impact on the development oéttwithin teams and thus the team’s performance
(Castelfranchi & Falcone 1998). Castelfranchi, Battone also suggest a five-element strategy degign
to address problems associated with trust in Jirsezieties and networked technologies comprising,
human-computer (or systems) trust, interpersomakt relationships and dispositional trust, togeth
with risk and attitude, and potential gain. Whigetinology alone provides connectivity between ‘micr
communities of knowledge’ (von Krogh, Kazuo, & N&aa2000), the balance for developing deep trust
lies with social factors and the use of ‘naturaigaage’ between participants (Nolan, Brizland, &
Macaulay, 2007). Therefore both social and techrdoanectivity is required for enabling knowledge
exchange and high-level team performance (Kolblitpl& Lind, 2008).

According to Friedman et al. (2000, p.36), “Pedplst people, not technology”. Building trust
in virtual teams is complicated because time andggphical distance precludes most synchronous
communication (Powell et al., 2006). DeLuca anda¢ah (2006) report that the same-time-same-place
communications, such as face-to-face communicatiares highly synchronous. Whereas the different-
time-different-place communications, such as e-raaifl e-bulletin-boards, are of low synchronicity.
Beise et al. (2004) also claim that face-to-faceetings in virtual teams are needed to produce
commitment, accountability, and to increase urgelrgwing on case-based research, Lee-Kelley et al.
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(2004) highlight that better performance in virtt@hms is achieved through face-to-face meetings fo
team development.

Dafoulas and Macaulay (2002) have stated that b kégel of trust is required in order for
virtual teams to perform effectively and avoid atslays and conflicts, which is much higher than in
traditional collocated teams. A research on trestetbpment over time on computer-mediated teams by
Wilson et al. (2006) has also shown that it takegér for trust to develop in computer-mediatedugeo
because it requires more time for members of tigpsaps to exchange social information. Researchers
have looked for an alternative theoretical lensinderstand the interplay of teams and communication
media, particularly when attempting to solve busineproblems with little or no face-to-face
communication (Webber, 2002).

4. General Trust factors

According to the definition of trust of Hoy & Tsam@en-Moran (1999) and Tschannen-Moran & Hoy
(1998, p.334), trust is one party's willingnesdéovulnerable to another party based on the cendie
that the latter party is (a) benevolent, (b) rdbak{c) competent, (d) honest, and (e) open. Aofact
analytic study is also used to reveal the coharenstruct of trust (Hoy & Tschannen-Moran 1999).
According to the definitions from the researchaglitionally, as trust is very important between
parties, besides the five factors, we also condlierone party's willingness to be vulnerable nother
party based on the confidence” into two factorsolharewiliness to risk vulnerabilityand confidence
This two factors are also mentioned a lot in TsdesmnMoran and Hoy (2000)'s review of trust
literatures. Thus, the general trust factors aresiciered into the following seven components:

4.1 Willingness to risk vulnerability

It is reported that a necessary condition of tisigtiterdependence, wherein the interests of ony pan

not be achieved without reliability upon anotheo(Rseau et al., 1998). It is stated by Tschanneraivio
and Hoy (2000) that if there is no interdependernttere is no need for trust. The degree of
interdependence which brings with it vulnerabilibay also alter the form trust takes(Tschannen-Moran
and Hoy, 2000). Risk is also considered as thegperd probability of loss, as interpreted by theisien
maker (Coleman, 1990; Williamson, 1993). Trusthert considered as a willingness to be vulnerable
under conditions of risk and interdependence (Reausgt al., 1998).

4.2 Confidence

It is stated by Tschannen-Moran & Hoy (2000) thae of the early puzzles concerning trust was whethe
it was an individual's behavior or attitude in &uation of vulnerability. Although this may influea
willingness to risk vulnerability, however, it issignificant factor. According to what Kee & Knoah
reported four decades ago (1970), a certain anafurdnfidence is the degree to which the personbean
said to trust.

4.3 Benevolence

It is considered that the confidence that onel&lvaing, or something one cares about, will betgeted
and not be harmed by the trusted party is congideyenany researchers the most common factor sf tru
in the latter half of the last century (Baie®86; Butler & Cantrell, 1984; Bradach & Eccles, 298
Cummings & Bromily, 1996;Deutsch, 1958; Frost et1l#l78; Gambetta, 1988; Hosmer, 1995; Hoy &
Kupersmith, 1985; Hoy & Tschannen-Moran, 1999; Misti996; Zand, 1971).

4.4 Reliability

At the basic level, trust has to do with predidihiwhich means it requires consistency of hémar
and knowing what to expect from others (Butler &n@all, 1984; Hosmer, 1995). Reliability or
dependability combines a sense of predictabilitthvsienevolence and there is a sense of confidérade t
the need will be met. (Tschannen-Moran & Hoy, 2000)
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4.5 Competence

Some researchers have stated that when a persi@péndent on another but some level of his skill is
involved in fulfilling an expectation, and then ardividual who means well may not be trusted (Baier
1986; Butler & Cantrell, 1984;Mishra, 1996).

4.6 Honesty

Honesty, which is from person’s perspective is teglawith a person's character, integrity, and
authenticity (Tschannen-Moran and Hoy , 2000). &ofl967, p.651) defined trust as "the expectancy
that the word, promise, verbal or written staten@dratnother individual or group can be relied upon"

4.7 Openness

Openness is considered as the extent to whichametiémformation is not withheld and it is a proceygs
which people make themselves vulnerable to othgrsHaring their personal information (Butler &
Cantrell, 1984; Mishra, 1996). It is also statedrbgearchers that people who are unwilling to akten
trust through openness will end up living in isethprisons of their own making (Kramer et al.,1996)

All these general factors of trust mentioned abaneesummarised by researchers from different
disciplines during the past half century. Thesddigcare general factors. However, whether they may
apply to some certain areas may need to be reaesid

5. Measurement Instrument

We will evaluate each of these seven factors batin fa self-perspective, and from a group perspectiv
on a weekly basis. We will ask the group if in gahethings changed with respect to the trust & th
group, and the activities they performed that wégie results will be used to develop a framework of
trust development.

In the study we will ask student groups to ratéedént aspects of trust on a weekly basis during
a 7 week project. The student groups are normallgposed of five members. They are going to finish
their course project. Each week we ask studentatt trust and whether it changed compared to last
week. Further, we ask about causes for the chanest, and overall activities of the team fortthvaek.
As this is part of the course, the students arpyhapfinish all the tasks required.
We considered different criteria to develop therimment. We asked for the name, age, nationality an
group number of each participant and promised dentiality. We measured trust from an individual
trustworthiness and a trust in the group perspectising the following questions based on the trust
factors described above.

1 I didn't let my group down this week

2 My group didn't let me down this week

3 | am confident about my performance this week

4 | am confident about the group’s performance wWesk
5 | have good intentions for my group

6 The group has good intentions for me

7 1 did what | promised to do this week

8 The group did what they promised to do this week
9 | am competent to perform my task in this group

10 The group is competent to perform our task

11 I was honest with my group this week

12 The group was honest with me this week

13 | was open to my group about my progress intdsk
14 The group was open to me about the progresssitask

Further we asked an open question. By asking tlestiun we were interested in understanding
the students’ point of view in terms of why theyidee trust has changed in their group.
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Finally we asked participants to report the joictidties that they performed that week, and their
frequency such as formal meetings, informal mestimgllway chat, email, skype, IM, chat, phonecall,
etc. and asked them to specify and elaborate anahswers.

6. Results Analysis and Discussion

We were only able to gather results from 3 week8 groups, and the results where quite incomplete,
therefore not valid. None the less, we would likedport preliminary results to give an impressibthe
type of conclusions that could be drawn from thiglg. Overall we saw a decrease in one groupgatsli
increase and steady trust level in a second grodpaa increase in trust in the third group. In fingt
group, only a formal meeting and occasional emaihange and short chats in the hallway took place.
the second group, we saw a lot of informal condact email exchange, as well as formal meetingthdn
third group, a lot of instant messaging was usedotmmunicate, as well as some meetings. While we
cannot draw specific conclusions yet, the potentiathe instrument to give insight in the relation
between interaction level and mode and trust facteems relevant.

Based on their answers to the open question, wevieethat trust has been established in teams.
According to their answers, the more they collatoran their groups, the more intensive the
communication gets the students deliver more pesdanswer regarding the increasing levels of tirust
their teams. During the first week they delivereje understandings regarding the establishment of
trust in their team. They mainly referred to thetfdnat during the first week they had their iditantacts
and therefore could not decide on changes of tewsts in their teams. Each student pointed oubhis
her own personal opinion about the assignment andmuch collaborative understanding about the
problem could be achieved. The students indicatest tevels to be low during the first week. Asythe
increased the levels of contacts by the secondtlandl week they presented more promising answers
regarding the increasing levels of trust in thears. They believed the longer time they collalgotia¢
more they understand about the possible approahbgscan work in their group and get adapted to it.
Therefore they became more motivated to spend timaeeand effort on the assignments in collaboration
with their teams. The students pointed out thathieythird week, each student’s task and expectatas
well understood by themselves and they each weleaware of what they have to deliver to the other
students in teams. By the third week, they coulidsequently make agreement, reach consensus, become
more efficient and eventually increase their lefarust in their teams.

7. Conclusions and Future Research

While the data are yet inconclusive the instrumss@ms highly promising and further case studies are
planned to gather data for first analysis. Therurmsent allows us to compare the development ot trus
over time with the different interaction modes ainelquencies of the group. This will help us to
understand in more detail how different interactinades affect trust, and how frequency of intecercti
has impact on trust development. Also, we can rheprésults with the delivery dates of the proj¢cts
get an impression of the impact of performancequneson trust development.

The work presented in this paper is an ongoingarebe In future, further investigation and
analysis of trust development in larger numberrofigs will be considered. Other data collectionhrodt
such as interviews will be considered. We will akoply the same method to the context of other
countries and try to compare the different caseb @dm cross-case global analysis. Investigatingt trus
development is a significant and a new branch dflsoration research. A longitudinal investigation
method to different cases by undertaking experiméntpreferred as trust in teams is expected to be
dynamic over time. In this field, other future piés work, such as locating the background to dloba
virtual teams, cross-culture teams, and busineamgeby embedding the latest collaboration and
communication technologies and tools during thdifatton and collaboration process is also consde
Compared with other fields of the collaborationieegring research, from the point of view of trubts
research field will also benefit the better undemging of the links between the human behaviortaad
collaboration system development, business managesne theoretical collaboration model building, as
well as technology and system enhancement.

Acknowledgement This research thanks all the participants in theeaech project and NSFC
(71150110170, 71101029) who has provided fundingéot of this work



102 Group Decision and Negotiation — GDN 2012
20-24 May 2012, Recife, Brazil

References

Abdul-Rahman, A., and Hailes, S. (2000). Supportingst in virtual communities, Proceedings of thawdii
International Conference on System Sciences, 41iakg, Maui, Hawaii .

Baier, A.C.(1986). Trust and antitrust, Ethics, V6l.8l0.2, pp.28-33

Beise, C.M., Niederman, F. and Mattoerd, H.(2004).pfdject managers’ perceptions and use of virtealnt
technologies, Information Resources Management dgwil. 17, No.4, pp.73-88.

Butler, J.K. and R. S. Cantrell.(1984). A BehavioralcB®n Theory Approach to Modeling Dyadic Trust in
Superior and Subordinates. Psychological Reportd $28.

Bradach, J.L. and Robert G.E.(1989). Price, authaaityg trust: from ideal types to plural forms. AahReview of
Sociology, Vol.15, No.1, pp98-118.

Castelfranchi, C., & Falcone, R. (1998, 2-8 July)néigles of trust for multi-agent systems: cognitaeatomy,
social importance and quantification. Paper preskrat the International Conferences on Multi-Agent
Systems, Paris.

Coetzee, M., & Eloff, J. H. P. (2005). Autonomousstrfor web services. Journal of Internet Resedb(h), 498-
507.

Cummings, L. L., and Bromily, P.(1996). The orgarimaal trust inventory(OTI): development and validat In R.
Kramer & T. Tyler(Eds.), Trust in organizations.olisand Oaks, CA: Sage, pp.302-330.

Daft, R. L., Lengel, R. H., & Trevino, L. K. (1987Message equivocality, media selection and manager
performance. Management Information Systems Quwgrtet, 335-368

Dafoulas, G. and Macaulay, L.A.,(2002). Investiggticultural differences in virtual software teanBectronic
Journal on Information Systems in Developing CoestrEJISDC January 2002, Vol.7, No.4, pp.1-14, ISSN
1681 4835.

DelLuca, D. and Valacich, J. S. (2006). Virtual teaim and out of synchronicity, Information Techrmptoand
People, Vol.19, No.4, pp.323-334

Deutsch, M. (1958). Trust and suspicion, Journ&afiflict Resolution, Vol2, No.4, pp.265-279.

Dimitrakos, T. (2003). A service-oriented trust ragement framework In R. Falcone, Barber,S., Korbaard
Singh, M. (Ed.), Trust Reputation, and Security: dffiess and Practice. Berlin: Springer-Verlag, PP733-

Durkin, P., Durkin, M., & Gillen, J. (2003). Explog efforts to engender on-line trust. Internatiodaurnal of
Entrepreneurial Behaviour & Research, 9(3), 93-110.

Erikson, E.H. (1963). Childhood and society (2nd.@dew York: W.W. Norton.

Friedman, B., Kahn, P., Howe, D. (2000), Trust aali@ommunications of the ACM, Vol, 43 pp.34-40.

Frost, T., Stimpson, D. V., and Maughan, M. R. ()9%me correlates of trust. Journal of Psycholagy,99,
No.1, pp.103-108.

Gambetta, D (ed)(1988).Trust: making and breakogperative relations, Oxford: Basil Blackwell.

Hosmer, L. T. (1995). Trust: the connecting linkvieen organizational theory and philosophical ethiccademy of
Management Review, Vol.20, No.2, pp.379-403.

Hoy, W. K., Kupersmith, W.J.(1985), The meaning andasure of faulty trust, Educational and PsycHoblg
Research, Vol.5, No.1, pp.1-10.

Kee, H. W., & Knox, R. E. (1970). Conceptual and methlogical considerations in the study of trust andpicion.
Journal of Conflict Resolution, 14(3), 357-366.

Kolb, D. G., Collins, P. D., & Lind, E. A. (2008). Reisite connectivity: Finding flow in a not-so-flatorld.
Organizational Dynamics(37), 181-189.

Kozinets, R. V. (1999). E-tribalized marketing?: #teategic implications of virtual communities afnsumption.
European Management Journal, 17(3), 252-264.

Kramer, R. M. (1996). Divergent realityes and cogeet disappointments in the hierarchic relationsttrand the
intuitive auditor at work. In R. Kramer & T. TyleE(s.), Trust in Organizations. Thousand Oaks, CAeSa
Pp.216-245.

Lee-Kelley, L., Crossman, A. and Cannings, A. (20@43ocial interaction approach to managing theisibles’ of
virtual teams, Industrial Management and Data ®ysté&/ol. 104, No.8, pp.650-657.

Lewicki, R. J., & Bunker, B. B. (Eds.). Developing alfintaining Trust in Work Relationships. Thousandk§a
CA.: Sage.

Lewis, J. D., & Weigert, A. J. (1985). Trust asoaial reality. Social Forces, 63(4), 967-985.

McKnight, D. H., & Chervany, N. L. (1996). The Meags of Trust: University of Minnesota.

Mishra, A. K. (1996). Organization responses tgisriThe centrality of trust. In R. Kramer & T. Tyl|Eds.), Trust
in Organizations. Thousand Oaks, CA: Sage. Pp.261-28

Nolan, T., Brizland, R., & Macaulay, L. (2007). Indlual Trust and Development of Online Business Conitiasn
Information Technology and People, 20(1), 53-71.

Powell, A., Galvin, J. Galvin, J. and Piccoli, @006). Antecedents to team member commitment frean and far:
a comparison between collocated and Virtual tedmfermation Technology and People, Vol.19, No.4,
pp.299-322.

Rotter, J. B. (1967). A new scale for the measurenoérinterpersonal trust. Journal of Personality &uatial
Psychology(35), 651-665.



Group Decision and Negotiation — GDN 2012 103
20-24 May 2012, Recife, Brazil

Rotter, J. B. (1980). Interpersonal trust, trustivioress, and gullibility. American Psychologist, B5(1-7

Rousseau, D.M., Sitkin, S.M., Burr, R.S., and CaméZg{1998). Not so different after all: A cross-diie view
of trust. Academy of Management Review, Vol.23, Np{2393-404.

Shapiro, C., & Varian, H. R. (1998). Information Bsil- a strategic guide to the network economy. &tdrBusiness
School Press.

Sharkie, R. (2005). Precariousness under the neshpkgical contract: the effect on trust and théimgness to
converse and share knowledge. Knowledge ManageRes#arch & Practice(3), 37-44.

Tan, Y. H., & Thoen, W. (2003). Electronic Contrémafting Based on Risk and Trust Assessment. Intiemait
Journal of Electronic Commerce, 7(4), 55-71.

Tschannen-Moran, M., and Hoy, W.K.(2000). A muttitiplinary analysis of the nature, meaning, ancsaeement
of trust, Journal of Educational Research, VoING.4, pp.547-593.

von Krogh, G., Kazuo, I., & Nonaka, I. (2000). Eliag Knowledge Creation. New York: Oxford Universiyess.

Wang, Y. D., & Emurian, H. H. (2005). An overview online trust: Concepts, elements and implications.
Computers in Human Behavior, 105-125.

Webber, R. (2002). Editor's comments, MIS Quartevigl.26 No.1, pp.iii-viii.

Hoy, W. K., & Tshannen-Moran, M. (1999). Five fadestrust: an empirical confirmation in urban eleray
schools. Journal of School Learship, Vol.9, No&,184-208.

Wilson et al., 2006. All in due time: The develaam of trust in computer-mediated and face-to-feemms.
Organizational Behavior and Human Decision Proces$&s 16-33.

Zand, D.E.(1971). Trsut and managerial problemisglvAdministrative Science Quarterly, Vol.17, Nogp.229-
239






Negotiation Support Systems







Group Decision and Negotiation — GDN 2012 107
20-24 May 2012, Recife, Brazil

NegoManage - a comprehensive negotiation platform

1
Jakub Brzostowski Tomasz Wachowiéz

1
Institute of Mathematics, Silesian University ofchaology, Kaszubska 23, 44-100 Gliwice
2Department of Operations Research, University ohiBotics in Katowice, ul.1 Maja 50, 40-287 KatowiPaland

jakub.brzostowski@polsl.pl, tomasz.wachowicz@uekate.pl

Abstract: NegoManage is a comprehensive negotiation platfomsupporting bilateral negotiation.

It supports all the negotiation phases. In the magetiation phase the preferences elicitation is
conducted, which employs the concepts of indiffeeesurfaces and linguistic utility scale. In the
communication phase NegoManage allows for exchangifers and messages, that are rank to built
the negotiators' profiles. NegoManage offers afsmiial profile construction based on the casseba
reasoning.

Keywords: negotiation support systems, negotiation analypigference analysis, reputation
systems, negotiation outcome optimization.

1 Introduction

There are many software solutions that may be @sedegotiation support. The most known are the
negotiation support systems (NSSs) like: Inspirer§ten and Noronha, 1999), Negoisst (Schoop et al.,
2003) or SmartSettle (Thiessen and Soberg, 20033y Doffer the multitude of tools for supporting
negotiators’ activities within the whole negotiatiprocess, such as the pre-negotiation preparation:
preference elicitation, construction of the scorisgstems for negotiation offers; actual conduct of
negotiation: exchanging the offers and messagesalization of the negotiation process and itsonyst

and post-negotiation optimization: compromise inverent analysis, construction of the final contract
etc. To support negotiators they applied the formaldels, methods and techniques, that require a
negotiation process to be previously adequatelycatred and formalized, and assume that negotiators
are able to follow the specific negotiation protogod handle the supportive tools the systems affem

(i.e. presume the users know the methodology abptiee consequences of its usage and are able to
correctly interpret the results they give). Forpuping the pre-negotiation phase NSSs usuallyyaibyd
formal models derived from multiple attribute utilitheory (MAUT), mainly the simple additive
weighting method (SAW), originally proposed by Kegrand Raiffa (1976). However, some research
show that despite its simplicity, SAW is quite oftenisinterpreted or misused by the negotiators (see
Wachowicz and Kersten, 2009; and the results of\Gfitbject Paradis et al., 2010). NSSs use sometimes
the psychometric instruments to determine the neigos’ profiles, the identification of which mayeb
useful in performing the mediation role of NSS. éxample of such a tool is Thomas-Kilmann Conflict
mode instrument (TKI) (Kilmann and Thomas, 1983)Myers-Briggs Type Indicator (MBTI) (Myers
and McCaulley, 1985). These tools require the usersake series of choices within the questiongdsk

in a predefined questionnaires, that are used tateto calculate the user’s final psychologicalfieo

TKI and MBTI are widely used in research and pctiHowever, there are some drawbacks of using
such tools. Some respondents find the forced chgimstionnaire to be frustrating, on the other hand
reliability of such testing is quite low, sinceajppears that less than 50 percent of the subjects ¢he
same when asked to answer the questionnaire oraia afjer some weeks (Gardner and Martinko,
1996). Finally, the NSSs provide users with thelsdor the post-negotiation analysis, that allows t
verify the efficiency of the negotiated agreememt guggest the alternatives that mutually imprdwee t
parties’ outcomes. Since the negotiation problemsigally well structured and limited to the form of
discrete decision problem, such an analysis bodendto the identification of all Pareto-efficient
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alternatives that dominate the negotiated compmifgse the Inspire’s post-negotiation phase prgtoco
It is possible, however, to conducted a furtheryas that would allow to satisfy the pro-activderof
NSS and identify the single improvement accordimgdme concepts of the game theoretical barging
solutions.

To overcome some limitations of the NSSs basederidrmal decision models, usually applied
to negotiation support, and extend the scope obtigpn support given by NSSs, a new negotiation
support system, called NegoManage (NM), was prapbgethe authors. In this paper we give an overall
description of NegoManage. First we discuss thegdrarchitecture and configuration of the systeh a
then we present its major supportive elements, hhace: the preference elicitation module, the
communication engine and the profiling subsysteme \iscuss the theoretical frameworks of
NegoManage modules describing the formal modeld,usgch as linguistic utility scale, the model of
indifference surfaces and the notion of negotiationtext speech act taxonomy used by the profiling
algorithm.

2. NegoManage — the system configuration

From the technical point of view the NSS may begtesd and implemented in many different ways. The
NSS'’s architecture and configuration may dependhentype of negotiation, the role NSS is going to
play in negotiations and the scope of their supgBttoebel 2003; Kersten and Lai, 2007). While
designing the NegoManage system we have chosenfiguation solution in the form of a distributed
system with a central unit (NM-CU) deployed on Waeld the negotiators’ individual units (NM-I1Us)
installed on the users’ desktop computers (seedBoreki and Wachowicz, 2009). In this configuration
the central unit plays a role of a communicationteethat allows the negotiating parties to excleating
offers and messages. It also collects the dath@mégotiation processes and the negotiators ttessse
analyzes and presents it to the negotiators, piryithem with the additional information that mag b
helpful within the actual conduct of negotiationgievisualizes the negotiation progress, depicés th
concessions graphs, etc.). The central unit is ected to the domain system, which is an additional
simulation, optimization or documentary systemt tt@nsists of the independent engines providing the
NM-CU and the system’s users with the additionallifées (e.g. data analysis engine, that may ketlus
by the system administrators). One of such engises tool for post-negotiation optimization, that
analyzes the negotiation compromise and suggestsassible improvements by applying some concepts
of the cooperative game theory. The negotiationltti®n obtained by an iterative exchange of offean

be corrected in order to achieve Pareto efficiefay. this task the post-negotiation optimizatioritun
employs the Gupta-Livne (Gupta and Livne, 1988ghaning solution. The idea of improvement is based
on a shift from the current negotiation resoluttowards the Pareto efficiency frontier. NM-CU isal
connected to the separate dedicated reputatiorersy$NM-RS), used for the negotiators’ profiles
analysis. NM-CU presents to the users the negotigtrofile information about all registered negtutig,
which reduces the negotiation anonymity and allavegjotiators to better preparation in the pre-
negotiation phase (i.e. to adjust the negotiatimategy to the peculiar characteristics of the piaé
counterpart). NM-CU is not dependent on any of iegotiators but it can be administrated by a third
party in the role of mediator or arbitrator or &ncbe used for symmetric support of the negotiators
order to look for mutually satisfying compromises.

The NM-IUs are the decision analysis engines usgdhle negotiators mainly in the pre-
negotiation phase to elicit their individual prefieces. They allow the negotiators to build scoring
systems that are used later on in the actual retgoti phase. While other major NSSs (i.e. Inspire,
Negoisst and SmartSettle (Thiessen and Sober@) 200ploy for the pre-negotiation phase the différe
variations of Multi-Attribute Utility Theory, Negolihage differs from them by applying a novel
technique for preference elicitation. Inspire uadditive scoring system which is corrected by means
the conjoint analysis. Negoisst assumes the liadditive structure of preferences. SmartSettle tises
similar with additional possibility of modifying ¢hsingle-attribute utility functions. Compared hese
approaches NegoManage completely avoids the issliegtion weights assignments by the specification
of indifference surfaces instead.

The NM-RS operates within all the negotiation plased provides NM-CU with the
functionalities of identifying the negotiation pilefin three possible ways. In the pre-negotiapbase it
allows for determining the initial profiles of theew system’s users by applying the predefined
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psychometric tests (TKI questionnaire) or derivihgm from the demographic description of the new
system user (the case based reasoning algorithmseid to build the rules for proper clustering the
negotiators’ profiles). During the actual negotatiphase NM-RS analyzes each message that is ranked
by the negotiators by specifying the level of impace or the degree of request satisfaction foh eac
message. These ranks are needed for the negdtiatofiles computation performed by the reputation
subsystem.

The NegoManage general configuration scheme is shiowigure 1.

(NegoManage system A

( Web based core .~
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Fig. 1. NegoManage major components.

Such a configuration of NM allows to keep all tlemsitive and strategic data (e.g. preferences)
solely at the personal computers of the negotiafiarticipants assuring it will not be transferred o
revealed to their counterparts. Simultaneouslyetla@e the NM-IUs that conduct all the complicaaed
time consuming calculations, thus the NM-CU is askd from the computational work and ensures the
fluent communication support and data visualization

From the implementation point of view NM-IUs wereogrammed in Java, while the NM-CU,
as well as the additional engines and subsysteatsatk deployed on Web, were coded in PHP and are
connected to the MySQL database.

2 NegoManage Individual Unit’s decision support

2.1 Preference analysis

The process of preferences’ analysis supported MWk applies two concepts specific to our
preferences model, i.e. the notion of indiffererseefaces and the concept of linguistic utility scal
(Brzostowski and Wachowicz, 2011). To make thisrapph applicable the negotiation problem needs to
be adequately structured first. Therefore the dhigiart of preference analysis in NM is the problem
definition, which consists of the following steps:

o0 Step 1.Calibration of the linguistic utility scale

NM operates with double integrated, hierarchicalitutscale (Brzostowski and Wachowicz
2011), which needs to be calibrated by the negusaiefore applying it to the offers evaluation.
This calibration involves the assignment of the etimutility values to their verbal equivalents.
The aim of using linguistic utilities is to increasntuitiveness of preference analysis. The
literature indicates (Moshkovich et al., 2005) tHa decision-maker is able to cope with the
linguistic scale if it does not exceed seven levelefortunately, the seven-level scale lacks
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precision. Therefore, we propose a compromise hetwimtuitiveness and precision by
introducing the hierarchical scale consisting ob teeven-level scale. On the first scale the
decision-maker can choose a degree of linguistiityuivhich will be assigned to a particular set
of indifferent alternatives. On the second scadéedecision-maker chooses the intermediary level
located between the two neighboring levels of fssale utility. Such an approach aims at
increasing the precision of utility assignment withgiving up the seven-level scales.

Step 2. Definition of the negotiation space

The negotiators define the negotiation issues ardify the corresponding ranges of resolution
levels for all the issues defined. In the problegfirdtion we assume that the issues have the
guantitative character. In the further work theteys will be extended to cope with issues of
gualitative nature. The negotiators define alsontin@ber of indifference surfaces (sets) that they
will use to define their preferences. The indiffege set is a set of alternatives that are indiffere
to the negotiator (consequently all the alternativesuch a set have the same final utility).

Having both the structure of negotiation problend ahe utility scale and space defined

negotiators start to define their preferences:

o

Step 3. Evaluation of the indifference surfaces

The negotiators use the double integrated, caéidraterbal utility scale to evaluate the
successive indifference surfaces. They identify sheface and use the slider-based surface
evaluator to describe the quality of the surface.eample of surface utility definition is given
in Figure 2.

| = | Utility scale e | 3
]
e Low
2 3 4 5 6 i
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-
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Fig. 2. The illustration of double, integrated, hieraretiatility scale
for the assessment of an indifference surface.

Step 4. Identification of the surfaces’ representates

The negotiators build the alternatives in a formcomplete packages and assign them to the
indifferences surfaces. The alternatives need taldfmed in form of the complete packages
specifying the resolution levels for all issues emdonsideration. In Figure 3 we presents the
main form of the NegoManage preferences' analysidube. On the left part of the form the
linguistic and numeric utilities of consecutive iffierence surfaces are displayed. In the middle,
the chosen surface is displayed with all the adtéives that constitute this surface. To display the
alternatives on a plane the system performs miriedsional scaling, since the alternatives are
multi-dimensional objects, and when mapped ontdaaepthe distances between alternatives
must be retained. The system copes with alterrativethree, four and five dimensions. The
smaller form at the right displays the alternatimeler consideration. The user can set the values
of issues by manipulating with sliders that cormxp to consecutive issues. The alternative
under is visualized using its projections onto fivaensional subspaces of the alternatives
space. Each parallelogram separated by two axesspmnds to a quarter of a plane, and each
axis corresponds to one issue.
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Fig. 3. The illustration of preference analysis by meadnsffer examples assignment

2.2. Construction of the offers’ scoring system

Based on the series of indifference surfaces aressef utility values assigned to these surfabesdNM-

IU computes a scoring system that can be usedrthefuphases of the negotiation process: in actual
conduct of negotiation — for offers comparison awdluation of the concessions; in post-negotiation
phase — for searching the possible improvementheohegotiated agreement. For deriving the scoring
system the preference analysis module computestzabpility distribution of each indifference surface
The statistical characteristic of indifference age is computed by means of the hierarchical dinste
(Hartigan, 1975) and kernel density estimation ZBar 1962), which was originally proposed by
Brzostowski (2011).

Let us consider a reference set specified by theus&t in the following form:

RS ={a,,a,,...,a,} (1)

where every two alternatives belonging to the setit the relationship of indifferencai,: a ). These

alternatives are described .V criteria, that we denot¢91:92:---:9m . Therefore each alternatives may
be represented in the following form:

a=(0(a),9,(@),....9m(@). (@)

We assume that every criterit9i maps the alternative into numerical scale meagutie degree of
satisfaction of this criterion.
Every criterion index allows for mapping the altime into the corresponding set of criterion value
The indifference set is clustered uskagieans algorithm:

o Stepl

Given a split at the current stage of the RS into K disjoint subset Mi1:Miz.....Mjc | the
means for all subsets (clusters) are compt M, Mg, My,
o Step2

Using the means at the current stage the altegsatixe reassigned to clusters. Each alternative
is assigned to the cluster with the closest mean.
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o Step3
The two above steps are repeated until the aligasadssignment no longer changes. Such a
clustering state is consistent with the convergexcalition.

o Step4
Having clustered the indifference set, the profighilistribution over the such a set can be built.

For eachMi; (the jth cluster of thdth indifference set) the multivariate normal distiion is
built. Therefore, the we use the probability dstition function of the following form:

1

1,_ o -
@ [z expi; (@ -y ) 2(a-m;)), ©)

fMij (@)=

whereZ is the covariance matrix.

Let the se M be of the form Mjj ={a1,8;.....@,} | Thus, for the estimation of the covariance
matrix we use the following estimator:

2= G -m)E -m) @
=1

o Step4

After the distributions for allk clusters have been built they are fused to fore fihal
characteristics of the considered indifferenceggegn by the formula:

k
frs @ =13 fu, 3. ©)
=1

The series of probability distributions assignedhi® surfaces together with the utility values farbasis

for the negotiation offers’ scoring system. When tfegotiator starts the actual negotiation phasg th
can evaluate any alternative that occurs withinntbgotiation process. If the negotiator is intexdsh the

final scoring of a new alternative they can switohthe preferences' analysis module to perform the
scoring check. The alternative is inputted to therieag system and its scoring - in the form of von
Neumann-Morgenstern expected utility (von Neumamah lorgenstern, 1944) — is determined. We use
this concept since for each indifference surface cae obtain a probability value describing the
alternative degree of belonging to a particularfasig. Therefore, the system computes the degree of
belonging to all indifference surfaces and fusegitih utility values assigned to all surfaces. Hoen of
products of utility values with probability leveldssults in a final scoring of an alternative.

3 NegoManageCommunication Unit

The NM-CU is a central part of NegoManage systea tloordinates the negotiators activities, alloars f
an exchange of offers and messages, visualizeqggetiation progress and is an interface for the
profiling unit (which is a part of the reputatiogstem). Each message that may be sent via NM-CU
contains an offer (the package definition) and a&sage explaining why this offer is proposed at the
current stage of negotiation process (the argurtienjaWhile specifying an offer the negotiator g
also its private scoring extracted from their NM-They input the offer to the message form, preplaee
explaining message and also formalize its elemdhtsmessage is treated as a request they spbeify
level of importance of this request. If the messége response to the previous request of their
counterpart they evaluate their subjective impatanf the counterpart’'s request. These degrees are
further used in negotiator's profile constructisad Section 4).

The NM-CU'’s form in which the negotiators specifieir offers is shown in Figure 4.
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Fig. 4. Offers’ construction in NM-CU.

The series of offers and counteroffers are alsoaligzed on the graph using the private scoring
assigned to the offers that occurred in the nejotigorocess. It allows to track the negotiationgress
and the scales of the concessions in successiwiatgn rounds (see Figure 5).

Within NM-CU the negotiators may also identify theivn negotiation profiles by means of TKI
guestionnaire. But using the data collected andgm®ed by the reputation system, NM-CU presents als
the actual negotiation profile of the supportedatizgor, built on the basis of negotiation contspéeech
act taxonomy (NCSAT) (Brzostowski and Wachowicz1@p It may be confronted with TKI results to
analyze negotiator's own bargaining style. NM-ClUpifys also a list of registered negotiators whiid t
basic information of their profiles determined dmetbasis on NCSAT, which may help the focal
negotiator to prepare an adequate negotiationeglyatand the argumentation line that fit their
counterpart’s potential behavior the most.
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Fig. 5. NM-CU’s negotiation history graph and the offerstdry.

4 NegoManage’s reputation system

One of the key problems in electronic negotiatisnthe lack of knowledge on the counterpart, sithee
partner is neither seen nor heard. When the aategbtiation phase starts the partner is totally
anonymous which can result in a feeling of discamfor the negotiator. In order to overcome the
problem of total anonymity NM introduces a concepnegotiators’ profiling. The negotiators' profile
can be created in various ways. Our profile creatitechanism involves the negotiator evaluation in
terms of their negotiation style. One of the apph&s of deriving the description of negotiationestg
Thomas-Kilmann questionnaire (Kilmann and Thom&83). This tool aims at evaluating the negotiator
by asking series of questions regarding the readiipes in different conflict situations. Based the
questionnaire the negotiator’'s style is determinedterms of five possible behaviors, including:
Competing, Collaborating, Avoiding, AccommodatingdaCompromising. These behaviors correspond
to two major features of negotiator, namely: coafieeness and assertiveness.

In NM, a different mechanism is used for measurthg degrees of cooperativeness and
assertiveness. The profiling is performed by thalyais of messages exchanged by the negotiatoes. Th
negotiator classifies their message based on thetiation context speech act taxonomy (Brzostowski
and Wachowicz, 2010). There are other speech achtanies, e.g. the one proposed by Searle (Searle,
1969) and Stiles (Stiles, 1992) that give somegintsinto speech act theory. However, these taxoeemi
do not take into consideration the issues imporfi@mh the viewpoint of negotiation context suchtlaes
distinction between forward and backward commuiacatunctions. Similarly, as in DAMSL annotation
scheme (Core and Allen, 1997) our taxonomy splits speech act types into forward and backward
communicative function. This division is crucialtime negotiation context since the negotiationalisse
is a process of exchanging messages where differeasages constitute different types of request, an
different types of responses to requests.



Group Decision and Negotiation — GDN 2012

20-24 May 2012, Recife, Brazil

115

Thus in NCSAT, if the atomic speech act containedai message is a for of request, the
negotiator’s cooperativeness is increased if tisparse to this message is positive, e.g. the resppn
message satisfies the request. If the response req@est is negative the cooperativeness degree
decreases. In the case of assertiveness featerssitttation is analogous with the difference thm t
message’s sender is assessed. If the sender ieegpasitive response to their request they ageress
increases, if negative — the assertiveness dexsed@his principle is based on our former postutlst
communication leading to positive results meanst ttee sender is assertive (Brzostowski and
Wachowicz, 2010). The speech act taxonomy usedMrid\Noresented in Table 1.

Table 1. The negotiation context speech act taxonomy.

Direction of a Intention of a The issue of discourse Description

speech act speech act

Forward Inform interlocutor | Perform action IPA Informing the partner about performing
communicative action or intending to perform an action
function

Give information

IGI Informing the partner about facts or beli
without intention to discuss it.

efs

Request from
interlocutor

Perform action

RPA Requesting the partner to perform an action

Give information

RGI Requesting the parnter to give informat
(Asking question)

ion

Accept belief

RAB Requesting the partner to accept the st
belief

ated

Direction of a Intention of a The type of response Description

speech act speech act

Forward Respond to IPA Positive Thanking the partner fafqreed action
communicative . . . .

function negative Disapproving the action performed by taktrer.

Not understood

Signaling not understanding thecpeet

Ignored No responding signal
Respond to IGI positive Thanking the partner faegi information
negative Disapproving the information revelation

Not understood

Signaling not understanding thecpeet

ignored No responding signal given
Respond to RPA Positive Informing about performting requested action
negative Refusing to perform the requested action

Not understood

Signaling not understanding thecpeet

ignored No responding signal given
Respond to RGI positive Revealing the requestetrimdtion
negative Refusing to reveal the requested infoonati

Not understood

Signaling not understanding thecpeet

ignored No responding signal given
Respond to RAB positive Accept the statement pteskein the speech act
negative Deny the statement and/or give countenaegti

Not understood

Signaling not understanding thecpeet

ignored

No responding signal given

Let us denote bfai(,]jﬂﬂ =a’"#(i,}) an atomic speech act uttered by the negot 9 oto the

negotiatorﬂ. The numbe i denotes the number of message in the whole coneamion thread, while

] denotes the number of speech act contained iméssage. In NM, each atomic speech act is encoded
in the following way
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51'(,?'8:(’?; 45000, (6)
where,
~ M j denotes the intention of the speech Mj {17} see Table 1),
- & j denotes either the issue of discourse or thedfspeech act depending on the intention

of speech actli,; O0{1..4} according to the Table 2 there are either 2 ptessssues of
discourse for the first type of intention and 3 gibke issues of discourse for the second type
of intention or 4 possible types of response indge of five remaining types of intentions),
- dijis the degree of importance specified by the seafispeech or the degree of response
satisfaction specified by the receiver (the valfid scan be specified in finite points scale,

for instancedij O {1...7} ).

- lij identifies the forward communicative function sgleect to which the currel
speech act is responding. For all forward commuiviegunction speech acts the value of

li,i is simple coded as (0,0).

=a-f
& j

For each pair of speech acts in the form of req(@‘,ylfﬁ) and response to this reque @ﬁﬁa)
the cooperativeness/assertiveness coefficienteoh#dgotiators is computed as follows. For the pasit

response a product of request importance degdi,j)(and request satisfaction degree given in the

response dk,l) are multiplied and added to the overall scoriAg. a result of this operation the
cooperativeness degree of the negotii@iincreases. In the case of negative response taugtr of
request importance degree and request satisfadégnee are subtracted from the overall scoring of
cooperativeness degree.

Formally, the cooperativeness/assertiveness cagffics determined as follows:

deggssertiveass = defooperati‘eness: m(tk,l ) x di JJ X dk,l ’ (7)

where M is a multiplier, the value of which depends on thyee of response the speech act recipient

(negotiator B iis giving to its emitter (negotiat ¥ ), and MO(~11)

For the assertiveness feature the operation iogoas with the difference that in the case of
cooperativeness it is computed for the respondiegotiator, and in the case of assertiveness it is
computed for the requesting negotiator.

5 Summary

In this work we presented an overview of NegoManaggotiation support system. NegoManage is
designed to support bilateral negotiations of déffe type and context. It was designed in the fofra
distributed system and may act as a negotiatiarfiopta, on which both the negotiation problems may b
defined by the parties and the counterparts mageleeted (e.g. basing on the public profiles deitezth

by the reputation system — a supportive subsysbeldiM).

To show the major differences between NM and olfeBs working currently on the Web we
described the preference analysis system bothrimstef methodology used in for deriving the scoring
system, and in terms of its usage by human acidre. whole notion of analyzing preferences and
building the scoring system that is applied in Nignsficantly differs form the typical solutions alpgd
in the well known and frequently used in trainingdapractice NSSs such as Inspire, Negoisst or
SmartSettle, that usually base on SAW. The solutienproposed does not require the negotiator to
assign abstract scores to the issues and optidiesvazight the issues. Instead, the negotiatondetfieir
preferences operating with verbal intuitive evahuatand define the classes of offers of differeumsldy,
assigning simultaneously the examples of the offeithis classes. Then the computational algorithm
applied by NM-IUs to build the scoring system ad®gly to the negotiators preferences, that carsbd u
later on to score any negotiation offer proposeth&actual negotiation phase. Then the NegoManage
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Communication Unit was described to show the waysystem supports the communication between the
negotiators and visualizes the negotiation process.

We also gave a description of a reputation syssmimportant part of NM used by the system
for constructing the negotiators profiles in terofigwo features: assertiveness and cooperativeibss.
system results in the negotiators’ description lsimio TKI, but does not require of them to fill the
troublesome and time consuming questionnaire.deda@n the negotiation context speech act taxonomy
and the consequent assumptions, which allow td tlae messages exchange made by the parties. The
negotiators are asked to subjectively evaluateirtigortance of each message, and depending on the
types of answers given by the negotiators, the tatjpm system calculates the
assertiveness/cooperativeness coefficients thaheoeporated then in the overall profile descopti

Currently the system is being tested by human sctbe students of mathematics and decision
science that use NegoMange for negotiation trainifgese tests will allow to answer the questions on
use and usefulness of NM and indicate the potemiablems with understanding the supportive
methodology we proposed.
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Developing Notions of Fairness in Negotiation SuppbSystems
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Abstract: One of the major concerns raised by people usirgptiation processes is about the
fairness or justice of the process. Individuals erteke negotiation to derive better outcomes than
would otherwise occur. This requires them to ergagnterest based negotiation. But interest based
negotiation focuses upon the interests of the disys rather than any objective measures of fatnes
By the notion of fairness we mean ‘legally justher than the more commonly accepted negotiation
concept of meeting the interests of all partiesafigjuOne example of the need for focusing upon
justices arises in the domain of family law, whpegents might focus upon their own desires, rather
than the needs of the children. Similarly, in eoyphent law, individual bargaining between
employers and employees might lead to basic nesd (as recreation leave and sick leave) being
whittled away. It is hence vital to investigate hoan we develop measures, or at the very least
principles, for the construction ¢égally justnegotiation support systems? Through an examimatio
of bargaining in the shadow of the law and prireiphegotiation, we suggest principles which when
applied, will encourage fairness and justice indbeelopment of negotiation support systems. Such
principles include providing enhanced transparesapporting bargaining in the shadow of the law
and allowing for limited discovery. However, theeuof each of this principles also has some
negatives, We indicate how some of these princigdesbe applied in Australian Family Law.

Keywords: On Fairness in Negotiation, Interest Based NegotiaBargaining in the Shadow of the
Law, Transparency.

1 Introduction

The mantratwo legs bad, four legs gopdaken from Orwell's Animal Farm (Orwell 1945) smilar to
the statementnfegotiation good, conflict bad This latter mantra, often accepted by courtsl an
governments, is that negotiation is preferableitigaltion in almost all circumstances. Of course, i
Orwell's book, the pigs eventually take over thenfaand just like the previous human managers, they
discriminate against the animals. Indeed, in s paragraph of the book, the pigs begin to take o
human physical features.

Knowing when to negotiate and when to refuse tootietg is vital when trying to ensure
negotiations are fair. Mnookin (2003) addressésifisue. For example, on September 30 1938, Nevill
Chamberlain, the prime minister of the United Kiogd returned from negotiations in Munich saying
‘we have peace for our timeWithin twelve months, Kristallnacht had occurtedhe Molotov-
Ribbentrop pact was sigrfeand World War Twdhad commenced.

Even now supporters (or apologists) of Chambemaiionalise that he was correct, and that his
actions in Munich won the United Kingdom vital tireprosecute the warHow can we assess when to

1 On a single night, November 9-10 1938, more th@®® synagogues were destroyed and tens of thosiszind
Jewish businesses were ransacked. It marked tierlieg of the systematic eradication of the Jewgsbple — the
Holocaust.

2 The pact, signed on August 23 1939, was a noneagigm pact between Germany and the Union of SBvieialist
Republics that included a secret protocol for diwidthe then independent countries of Estonia, Rihld.atvia,
Lithuania, Poland and Romania into Nazi and Soywheses of influence.

% On September 1 1939, when Germany invaded Poland.

4 As did the former Australian Prime Minister Sirliest Gordon Menzies in the twenty-second Sir RiclStedvell
Oration Churchill and his contemporarieselivered at the University of Melbourne on 8 (&in1955 — see (Is
there somethingnissing here?)
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negotiate and when it is undesirable to so, eslhecidnen knowledge is not transparent? Rather than
solely focusing upon resolving conflicts, should pa&ssibly concentrate on just managing the cofflict
Condliffe (2008Y argues that some conflicts cannot be resolved. at a

Blum (2007) argues that protracted armed rivalaies often better managed rather than solved,
because the act of seeking full settlement cantanendless frustration and danger, whilst missing
opportunities for more limited but stabilising agmeents. She examines in detail enduring rivalries
between India and Pakistan, Greece and Turkey smélland Lebanon. She notes that in each of these
conflicts, neither party is willing to resolve there contested issues but both may be willing teecaut
specific areas of the relationship to be regulat@chat she callslands of agreement

One can adapt Blum’s concept to family mediatidm.this domain, conflict between parents is
viewed as very damaging to children. So it mightdeneficial for the children to ensure that midima
conflict or disruption occurs. Eventually, theplite might be more easily resolved or due to tognss
of time, the dispute may no longer exist — thisuwssavhen dependant children become adults.

In the case of condominium disputes, the disputaftés need to live in close proximity to each
other and hence develop constructive relationshépen whilst engaging in conflict. If condominium
disputes are appropriately managed, there maycheed tensions and no need for a final resolution.

Our interest in justice and negotiation arose bseaof our research into charge and plea
bargaining (Mackenzie et al 2008). In both Austnaliand United States criminal law jurisdictions, a
defendant can appeal a decision if they believe jtitkcial process was flawed. However, when
negotiating about pleas — known as plea bargairangarticipant cannot challenge the decision. The
reason for this situation is that unlike in a trible defendant has pleaded guilty and thus acdinittat he
committed the crime. This situation becomes prohl&min the admittedly few cases where a person
accepts a plea bargain even though they did notrébtine crime. The defendant may plead guilty
because he was offered a heavily reduced sentergen jail time) and he felt the probability thes
would be found guiltywas reasonably high.

Thus, it is very difficult to undo aruhfair plea negotiation By fairness, we mean what is
legally just, rather than what disputants may wéints essential that it be possible to reverseaunf
decisions.

It is vital that we developfair’ and fjust negotiation support systems. One of the baritierthe
uptake of Online Dispute Resolution relates to siseoncerns about the fairness and consistency of
outcomes achieved by any Online Dispute Resoluipproach. Pierani (2005), in discussing Online
Dispute Resolution in Italy, argues that as withieAtate Dispute Resolution models, Online Dispute
Resolution systems need to be impartial, transpaedfective and fair. Ponte (2001) focuses upon
cultural barriers to the uptake of Online Disputes&ution, which includes concerns that users have
about the fairness of such systems.

2 Defining Fair and Just Negotiation

The development offair’ and ‘just negotiation support systems and Online DisputesdRgion
environments should lead to an increasing confidemt¢he use of e-commerce. But there are no aedept
norms on how to measure whatfait’ and just negotiation support?

Alexander (1997) has argued that in Australian Baiw, women tend to be more reluctant
than men to continue conflict and are more likedywave their legal rights in a mediation session.
McEwen et al (1995) believe family mediators foayson procedural fairness rather than outcome
fairness. Phegan (1995) argues that differencgmower between men and women lead to negotiated
results that favour men. Field (2004) argues #Hmtvictims of domestic violence increasingly find
themselves in the mediation context, specific sgiais are needed to protect their interests andrens
their safety. In Field (2005) she argues that thistralian Government’'s New Family Law system, by
encouraging mediation without the interventionafyers, will potentially endanger many women post-
separation and jeopardize the justice of post-sgipararrangements for women and children.

www.menziesvirtualmuseum.org.au/transcripts/Spescof Time/202_ChurchillContemp.html, last accessgd 1
May 2011

® Chapter One
® Often because of poor legal support
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As a further example of bargaining imbalances, Ateder argues that because women tend to be
more reluctant than men to continue conflict, githmajor goal is to be the primary care giver thogir
children, they may reach a negotiated settlemehigiwwhilst acceptable to them is patently unjiiste
wife may for example, give the husband the bulkhef property, in return for her being granted the
primary care of the children. Whilst such an agement may meet the goals of both parents, it nmght
meet the paramount interests of the children, whddcbe deprived of subsequent financial resodrces
Bargaining imbalances can thus produn#air resultsunless mediators overcome them. But should
mediators try to redress imbalances? How can wermée what are fair results?

Take for example a marriage in Australia wheredbeple have been married for fifteen years
and have three children, one of whom has specalsieSuppose the husband works full-time, whilst t
wife is not employed outside the house and is ktifuke carer for the husband and children. Suppose
they own a house valued at $400,000 with a mortgég®250,000. Further, the husband earns $45,000
per annum.

Given that this is both a low income and low assafriage (the common pool is let us say
$180,000 - $150,000 from the house and a $20,008rchlimited furniture) the wife might be expected
to receive 70% of the common pool. Were she taimahe house and car, she would need to pay the
husband $54,000 (otherwise he would receive ngtfiom the pool. The husband would need to pay
Child Support which is mandated by the relevanlaw

In many circumstances, the fact that the husbasdahlbbw income and is paying substantial
child support, may mean that he cannot afford toreat for himself. He might thus be forced tauret
to living with his parents. Australian men’s grgupave vigorously protested at what they percesre a
injustices.

Are such results fair or just? The answer dep@mlhow we measure fairness. If we measure
fairness by meeting the interests or needs of patients equally, then the answer is clearly no. In
Australia, our notion of justice focuses upon magtthe paramount interests of the children. This
principle of the paramount interests of the chifdoaitweighs other principles of justi€eincluding the
interests of parents and other concerned partieacélthe solution suggested above, is eminentty fai
according to Australian Law.

Australian Family Law is one domain where intefigased notions of mediation can conflict
with notions of justic. In such domains, the use of negotiation suppmtesns that attempt to equally
satisfy both parties, is limited.

One lesson learned from the evaluation of family lisputes is that suggested compromises
might conflict with law and justice. This problenarc arise where a fully automated Online Dispute
Resolution environment is used in which resolutbased on consensus. Nevertheless, we beliate th
an Online Dispute Resolution environment may ptdly a positive role in the family-law setting.

One safeguard for use of Online Dispute Resolutidields such as family law may be to require gale
professional to certify that the resulting adviseaiccurate. By doing this, the professional takes
responsibility for the decision, rather than legvthe matter to computer software. A comparablel fie

! Whilst many, including men’s groups, might disagnétih Alexander, her views have substantial support

8 See CHILD SUPPORT (ASSESSMENT) ACT 1989 and the CHEUIPPORT LEGISLATION AMENDMENT
(REFORM OF THE CHILD SUPPORT SCHEME — NEW FORMULA AND OER MEASURES) BILL 2006

® See for example Mens Rights Agency (www.mensrights.au) and Fathers4Equality (www.fathers4equality
australia.org) last accessed May 10 2011

19 For example in the United States, biological perehave an implied right to care for their childrevhen

compared to others. In Australia, only the intesedf the child are taken into account. So in Aali&, an absent
father would not have any special rights to custodgr an eight year old child, who had been camrdbf/ the

mother and her parents (the child’s grandparentsjdven years, prior to the mother’s death inraceident.

1 As (Brams and Taylor 1996) do in their work Bair Division, from cake cutting to dispute resolutiand
(Thiessen snd MacMahon 2000) in their work on dapielg the SmartSettle system. Both research graggsgame
theoretic techniques to provide advice about whey tlaim ardair solutions. Their concept of fair negotiation does
not coincide with the concept of legally just negtibns that we are considering. Both systems requsers to rank
and value each issue in dispute. Given these msmbame theoretic optimisation algorithms are theed to
optimise, to an identical extent, each person’'sregesThese algorithms are fair in the sense thah @lisputant’s
desire is equally met. They do not however mertems about justice.
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where certification is required, is discriminatilanv where conciliation is used to ensure the pples of
the legislation are not compromised by the intsresthe parties

3 Bargaining in the Shadow of the Law and Princifed Negotiation

Traditional Negotiation Support Systems have foduspon providing users with decision support on
how they might best achieve their goals (Raiffs82)9 Historically, negotiation support systems weoé
designed to model legal disputes. They focus upiniess transactions, where the parties can wadly aw
from failed negotiations without engaging in funttemmunications.

In legal domains, the failure to resolve a dispoften leads to litigation. A fundamental issue
arises when constructing negotiation support systemlegal domains: nameig the system being
developed solely concerned with supporting mediatio or do we also need to consider issues of
justice? How can we balance the importance of issues sifcg with the need to support mediation?
When issues of justice are not reflected in theame of the mediation process, bargaining theosyitisa
limitations. Bargaining imbalances can thus produtfir resultsunless mediators overcome them.

3.1 Bargaining in the Shadow of the Law

Priest and Klein (1984) claim that the potenti@nsaction costs of litigation provide an incentfae
nearly all legal suits to settle. Galanter (20€l4)ms:
In the federal courts, the percentage of civil camaching trial has fallen from 11% in 1962 to
1.8% in 2002. In spite of a five-fold increase ase terminations, the absolute number of civil
trials was 20% lower in 2002 than it was 40 yeaadlier.
Two of the reasons for this phenomenon are becawmsege trials are getting longer and more
complex and litigants are using alternative formBigpute Resolution.
Most negotiations in law are often conducted in $tradow of the Law i.e. bargaining in legal domains
mimics the probable outcome of litigation. Mnookind Kornhauser (1979) introduced the bargaining in
the shadow of the law concept. By examining thee aafsdivorce law?, they contended that the legal
rights of each party could be understood as bairgairhips that can affect settlement outcomes.
Cooter et al (1982) discuss Bargaining in the Shadbthe Law for civil cases. This model now
dominates the literature on civil trials. It is@very significant for criminal trials (Bibas 240

3.2 Principled Negotiation

Walton and Mckersie (1965) propose that negotigtiatesses can be classified as distributive or
integrative. In distributive approaches, the peofld are seen as “zero sum” and resources are iathgin
as fixed:divide the pie In integrative approaches, problems are seéadag more potential solutions
than are immediately obvious and the goal isxpand the pidefore dividing it. Parties attempt to
accommodate as many interests of each of the pasipossible, leading to the so-caikéd-win or all
gainapproach. As (Kersten 2001) notes although WatahMcKersie did not suggest one type of
negotiation being superior to the other, over thary, it has become conventional wisdom that the
integrative type allows for better compromises,-win solutions, value creation and expanding ttee pi

Traditional negotiation decision support has foduggon providing users with decision support
on how they might best obtain their goals. Suchcadis often based on Nash’s principles of optimal
negotiation or bargaining (Nash 1953). Game thessyopposed to behavioural and descriptive studies
provides formal and normative approaches to modejdining. One of the distinctive key features of
game theory is the consideration of zero-sum amdzapo-sum games. These concepts were adopted to
distinguish between distributive and integrativeqasses.

Limitations of game theory in providing prescrigiadvice sought by disputants and their
advisers on one hand, and the developments inaritdtia decision-making and interactive methods on
the other, provided the groundwork for negotiatimralysis as discussed in (Raiffa 1982). Game yheor

2 Thanks to Peter Condliffe for making this comment

13 Mnookin and Kornhauser's research concerned USIFamw circa 1979, which is very different from Awalian
Family Law which stresses that parents have olitigatto children. In the United States, parentetevariety of
legal rights.
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has been used as the basis for the Adjusted Waigerithm (Brams and Taylor 1996) and the
negotiation support systems: Smartsettle (ThieasednVicMahon 2000) and Family Winner (Bellucci
and Zeleznikow 2006).

Most negotiation outside the legal domain law fesuspon interest-based negotiation.
Expanding on the notion of integrative or intereased negotiation, Fisher and Ury (1981) at thev&tdr
Project on Negotiatiot developed the notion of principled negotiation.

Principled negotiation promotes deciding issuetheir merits rather than through a haggling
process focused on what each side says it willvatadot do. Amongst the features of principled
negotiation are: separating the people from thélpr; focusing upon interests rather than positions
insisting upon objective criteria and knowing y&@&TNA(BestAlternativeTo aNegotiatedAgreement).

The reason you negotiate with someone is to probatier results than would otherwise occur.
If you are unaware of what results you could obtfihe negotiations are unsuccessful, you rurrigie
of:

1) Entering into an agreement that you would be befferejecting; or

2) Rejecting an agreement you would be better offrergento.

For example, when a person wishes to buy a usedhmy will usually refer to a commonly
accepted set of approximate automotive prices. dJ8iis initial figure and considering other variedl
such as new components, the distance travellechdycar and its current condition, the buyer then
decides the value they wish to place on a cathdfseller is not willing to sell the car at thisce, then
you can argue the merits of your valuation, in #tanapt to persuade the seller to accept your BATNA.
BATNAs can be used to form a basis from which &gjreements can be obtained.

As deVries et al (2005) claim, if negotiators ddetaaccount of their options outside a
negotiation, they are better protected againsteageats that should be rejected. It also helps tteem
reach agreements that better satisfy their interésorder to assess whether an offer shouldjbetesl, a
party in a dispute has to establish what can beraplished in alternative procedures to the oneecuily
being conducted. This may include exiting the pdare altogether, or handing over the case to at.cour
Once the alternatives are known, these can be aeahpa what one expects to win by accepting arr offe
in the current procedure. If the proposal is wdifsen the (best) alternative outside the proceditire,
should be rejected; if it is better it should bengsidered for acceptance. In this respect each 'party
BATNA serves as a point of reference or a valuérwihich to compare offers Raiffa et al (2062)

Knowing one’s BATNA is important because it infles negotiation power. Parties who are
aware of their alternatives will be more confidabbut trying to negotiate a solution that betteves
their interests. For example, when trying to sek's car to a second hand car dealer, knowing @that
car salesmen (or even individuals) offer or havieretl for your (or a similar) car, helps in obtamia
reasonable price for your vehicle.

The BATNA concept is a useful metaphor in all digpuesolution procedures where parties
have the option to exit the process, such as regntiand mediation. A BATNA in this sense is a way
put pressure on the other party. If terminatingpghecess has advantages over accepting the othglspa
offer, it should be an incentive to continue thegat@tion, else if the other party is unwilling to
reconsider the offer, walking out is a very sergsifgbtion.

BATNAs not only serve a purpose in evaluating offer the dispute, they can also play a role in
determining whether or not to accept a certainutespesolution method. Mnookin (2003) claimed that
having an accurate BATNA is part of the armory sheuld use to evaluate whether or not to agree to
enter a negotiation. This holds for many dispusah&ion methods, including arbitration and mediati
but also for tools and techniques within these w@shsuch as (blind) bidding, persuasion dialogaed,
final offer arbitration. Comparing the possiblenga of) outcomes with alternative options encowsage
parties to accept methods that are in the intecdsissputants and enables them to identify thbsg dare
not. It is likely that most parties, to some exteest the values of their BATNAs when assessingtidr
or not to opt for a certain dispute resolution roeth

14 see www.pon.harvard.edu. Last accessed 10 May 201
B Atpl12
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4 Principles for developing Fair Negotiation Suppd Systems

Having examined interest based and principled n&iiot and bargaining in the shadow of the law as
well as family mediation and bargaining about ckargnd pleas, we now wish to develop a framework
for developing just negotiation support systems.

4.1 Fairness Principle 1 — Developing Transparency

For a negotiation to be fair, it is essential toabée to understand and if necessary replicateribeess in
which decisions are made. In this way unfair niagedl decisions can be examined, and if necesbary,
altered. The same statement holds in family mixfiat

van Boven et al (2003) state that:

Thompson (1991) has shown that when negotiatore lki#fferent priorities, negotiators who

provide information about their priorities to thepartners fare better than those who do not.

The illusion of transparency may lead negotiators to hold back information aboeir

priorities in the mistaken belief that one has ayad too much information already. By leading

negotiators to believe that their own preferences more important than they really are, the
illusion of transparency may give rise to the betiet the other side is being less cooperative
than they are themselves — which may lead eachtiaégoto hold back even more. The process
can thus spiral in the wrong direction toward grelasecrecy.

The November 2001 declaration of the Fourth MimiateConference of the World Trade
Organisation , held in Doha, Qatar, developed dimes for the organization and management of their
free trade negotiations. One of their principlesniber 4%°) says:

The negotiations shall be conducted in a transpameanner among participants, in order to

facilitate the effective participation of all. Theshall be conducted with a view to ensuring

benefits to all participants and to achieving anemll balance in the outcome of the
negotiations.

Bjurulf and Elgstrom (2004) discuss the importaot&ansparency in negotiations regarding the
European Union directives on public access to Eemopdocuments. They argue that the development of
norms helps facilitate fair negotiations.

Alternate opinions are held by Finel and Lord (1999They claim that transparency often
exacerbates crises in international disputes. Ehadyn that:

a) The media — a major factor in transmitting informoait made available by transparency —
may have an incentive to pay more attention toigmiknt statements than more subtle,
conciliatory signals

b) Transparency may actually undermine behind-the-ss@fforts at negotiated settlements -

. in the prelude to the war of 1812leaders on both sides felt constrained to limit
concessions that might be perceived as giving theaextremists on the other side.

c) A lack of transparency may actually help statesavoid conflict, as in the case of the
Chinese-Russian border disputes of 1969. Had tbhestates, which engaged in belligerent
rhetoric, also been transparent, the crisis migavé spiraled out of control. In contrast, the
onset of World War One was made possible by thetfiat neither Russia nor Germany
was able to perceive correctly the relatively limditgoals of the other side

d) Transparency may make it difficult for observerslédermine which groups will contain a
given policy decision. In the Suez War of 19569damay have drawn false conclusions
about Israel's willingness to go to war due to tHaision of opinion in the Israeli
government

Finel and Lord (1999) suggest the possibility afuavilinear relationship between transparency
and the ability to resolve crises peacefully. Thegtulate that both a very high transparency -ab&e it
accurately signals intentions, and very low transpey - because it prevents the noise of domestic
policies from overwhelming diplomatic signals, alostates to defuse crises.

Our focus is upon setting just principles for depéhg negotiation frameworks. With this goal in ihin
we advocate a high transparency model.

16 See www.wto.org/english/thewto_e/minist_e/minOmirflecl_e.htm#organization last accessed May 10 201
17 Between the United Kingdom and the United States
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We can in fact also consider two distinct formstm@nsparency: transparency about the process and
transparency of the data in a particular negotiatio

4.2 Fairness Principle 2 — Enabling Discovery

Even when the negotiation process is transpatecani still be flawed if there is a failure to dise vital
information. Such knowledge might greatly alter thecome of a negotiation.

Take for example the case of a husband who dechaseassets to his ex-wife and offers her
eighty per cent of what he claims is the commonl.p&ut suppose that he has hidden from his ex;wife
ninellt%/ per cent of his asséts Thus, in reality, he has only offered her eight cent of the common
poo

Discovery, the coming to light of what was previgusidden (Black 2004), is a common pre-
trial occurrence. As Cooter and Rubinfield (19843 Shavell (2003) point out, in litigation, theucts
may require that a litigant disclose certain infation to the other side; that is, one litigant reajoy the
legal right ofdiscoveryof information held by the other side. Interestinghough, Shavell claims that the
right of discovery significantly increases the likeod of settlement, because it reduces differsrine
parties’ information. This benefit is often lostamegotiation.

The failure to conduct adequate discovery can b@jar flaw in negotiation. But how can we
conduct sufficient discovery without losing manytieé benefits that derive from negotiatiéh?

Cooter and Rubinfield (1994) claim:

Trials occur when the parties are relatively opsiic about their outcome, so that each side
prefers a trial rather than settlement on termsegtable to the other side. When the parties are
both optimistic (relative to the expected outconith womplete information), at least one of
them is uninformed. Revealing information to cotrhe other side’s false optimism creates an
advantage in settlement bargaining for the discigsparty. This fact provides a strong
incentive to voluntarily disclose facts correctitige other side’s false optimism before trial.
Consequently, discovery increases settlements aogkases trials by organizing the voluntary
exchange of information.

This benefit is often lost in a negotiation, esplyiif important information is not disclosed, or
even worse, hidden. Relationships Australia clatm$e child focused, but in providing evaluative
mediation advice, does little discovery on deteingnwhat is in the best interests of the childnmiany
family disputes, information about marital propedsy child abuse might not be disclosed. Given the
failure to disclose, how can we ensure negotiatavedair?

Requiring specified aspects of disclosure in a tiaion might help enhance the fairness of the
negotiation process.

4.3 Fairness Principle 3 — Bargaining in the Shadw of the Law and the Use of BATNAS

As discussed in section 3.2, most negotiationsaim &re conducted in the shadow of the law i.e.
bargaining in legal domains mimics the probableconte of litigation. These probable outcomes of
litigation provide beacons or norms for the comnaegnent of any negotiations (in effect BATNAS).
Bargaining in the Shadow of the Law thus providesvith standards for adhering legally justandfair
norms. By providing disputants with advice aboutTBWAs and Bargaining in the Shadow of the Law
and incorporating such advice in negotiation suppgstems, we can help support fairness in such
systems.

For example, in the AssetDivider system, interestell negotiation is constrained by incorporatirgy th
paramount interests of the cHildBy using Bargaining in the Shadow of the Law, aa@ use evaluative
mediation (as in Family Mediator) to ensure thattiediation is fair

8 n trusts and other property.

190.8 x 0.1 = .08 or 8% of the pool.

20 whilst conducting sufficient discovery can havepasitive impact on negotiation - the party who asctd
sufficient discovery and uncovers information istéeinformed to negotiate. In relation to the ab@xample, if the
ex-wife conducts discovery, she might be ableid ome additional assets (not necessarily the [9idglen assets
but part of these) and thus be better informed. &had then not readily accept what the husbandso@aposedly
stated as being his assets. However the procatisauvery is expensive and can greatly extendithe required to
reach an agreement — lead to a negotiation tha nlosely simulates the litigation process.
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The Split_Up system models how Australian Familyu@gudges make decisions about the distribution
of Australian marital property following divorce.yBoroviding BATNAS it provides suitable advice for
commencing fair negotiations.

The BEST-projectBATNA Establishment usin§emantic weltifechnology), based at the Free University
of Amsterdam aims to explore the intelligent discliee of Dutch case law using semantic web
technology”. They use ontology-based search and navigatibe. goal is to support negotiation by
developing each party’s BATNA.

We have outlined the benefits of promoting tranepey and bargaining in the shadow of the law to
support fair negotiation. There is however a ¢ertanger in promoting transparency and Bargaiiming
the Shadow of the Law for negotiation support.

a) Disputants might be reluctant to be frank — onéhefbenefits of negotiation (as opposed to
litigation) is that outcomes are often kept secfBus the resulting negotiation does not act
as a precedent for future litigation. If this b#inés lost, then parties23 might be more
reluctant to negotiate. This desire to keep netgtiaecisions secret, has led to Edwards
(1985) claiming that such negotiated decisionmatgust.

b) Mediators might be seen to be biasedsuch as in evaluative mediation) — Honeyman
(1985) indicates that there can be three grougsaskes in mediation — personal, situational
and structural. If mediators need to offer adwabeut transparency and bargaining in the
shadow of the law, then both the disputants andrattierested parties might be reluctant to
engage in the negotiatith

c) The difficulty and dangers of incorporating discovénto negotiation support systems —
discovering appropriate information is complex,tyoand time consuming. As previously
noted, Katsh and Rifkin (2001) state that compat@ditigation, Alternative Dispute
Resolution includes advantages of lower cost; gresppieed and a less adversarial process.
By insisting upon certain basic levels of discoverg might lose these benefits. Hence we
are left with the dilemma as to whether certaind&svels of discovery (that would ensure
fairness which is one of the concerns of the udses3acrificed because of the higher cost,
less speed and more adversarial process that digcbrings about?

d) The inability to realise the repercussions of a negiation — often disputants focus upon
resolving the dispute at hand. They fail to realisat the resolution or indeed the means
used to achieve the resolution. may involve lasgaile repercussions.

In 2005, the Australian Competition and Consumem@ission (ACCC) convened a
number of examinations of VISY executives (whoseichan is Richard Pratt) over

allegations that VISY entered illegal price-fixiramd market-sharing arrangements with
arch-rival Amcor. Initially VISY denied any wrongihg®. In October 2007, Pratt secured
an early negotiated settlement with the Austraiampetition and Consumer Commission,
avoiding months of potentially damaging publicitgr fMr. Pratt and Amcor. But his

changed evidence led, in June 2008, to the AuatralCompetition and Consumer
Commission beginning criminal proceedings in thaldfal Court against Mr Pratt for

allegedly providing false or misleading evidencethe course of an investigation. Despite
receiving expensive legal advice, Mr. Pratt did nedlise that his negotiated civil plea

21 |n this case, Relationships Australia (Queenslamult into the system what percentage of the ComBoi both
the husband and the wife will receive.

22 See http://www.best-project.nl/index.shtml Lastessed May 10 2011

2 such as defendants in tobacco litigation disputiéisonly settle if the outcome is kept secref. olitcomes are
published the tobacco companies are less likebetthe the cases.

24 The issue of whether mediator bias is undesirabtmnsidered by Kydd (1993). He clainmsediators are often
thought to be more effective if they are unbiasedhave no preferences over the issue in disputés @tticle
presents a game theoretic model of mediation ... hwhighlights a contrary logic. Conflict arises irafdgaining
games because of uncertainty about the resolvheoparties. A mediator can reduce the likelihoddanflict by
providing information on this score. For a mediattar be effective, however, the parties must beltba¢ the
mediator is telling the truth, especially if thedisor counsels one side to make a concession kedheir opponent
has a high resolve and will fight. An unbiased mtgtiawho is simply interested in minimizing the pablity of
conflict will have a strong incentive to make sstitements even if they are not true, hence thigegawill not find
the mediator credible. Only mediators who are effetf on your side will be believed if they counsel restraint.

%5 See Cameron StewaRijchard Pratt to admit breaking lavAustralian 6 October 2007.
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negotiation with the Australian Competition and €emer Commission could lead to later
criminal proceedings against Hitn
Thus, our proposed principles for developing fagatiation support systems also have some
drawbacks.

5 Conclusion

We have seen that one of the major concerns freputints using alternative dispute resolution @uab
the fairness of the process and of the outcomes wbafronted with a superordinate ideal of fairness
(such as the paramount ideal in Australian Fanaly being the best interest of the children). Withou
negotiation procedures being seen as fair and fjuste will always remain legitimate criticisms thie
process. But how can we measure the fairnesseshalive dispute resolution procedures?

Meeting disputants’ interests is a vital part af tlegotiation process. Howeever adhering to piesiof
justice is also important, and it is vital to imporate principles of justice into negotiation sogp
system§'.

Through an examination of the relevant literatuneai variety of domains — including international
conflicts, family law and sentencing and plea banigg — and an in depth discussion of negotiation
support tools in Australian Family Law, we have eleped a set of important factors that should be
incorporated into ‘fair’ negotiation support proses and tools. These factors include:

* Transparency;
* Bargaining in the Shadow of the Law and BATNAaga
* Limited Discovery.

Incorporating these factors does, however, haveesdrawbacks for the development of negotiation
support systems.
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Abstract: The paper addresses the topic of e-procuremenidtics services and examines how the
system that companies adopt to support this tefsktafthe process performance, evaluated in terms
of objective outcome (i.e. the profit that logistiproviders gain) and other performances related to
behavioral issues. Specifically, the consideredesyss characterized by the exchange mechanism
that rules the transaction (multi-attribute aucti negotiation) and the level of complexity by
which the service is described. The analysis, cotedlvia a laboratory experiment, shows that both
the exchange mechanism and the complexity of reptason affect performance. Practical
implications are derived, which could help compardesign effective e-procurement systems.

Keywords: auctions, negotiations, logistics services, e-prement, laboratory experiments.

1. Introduction

Most of the peculiarities of logistics services @mement arise from the different nature of a serfiom

that of a physical good. Lovelock (1983) explaine hature of the service concept by means of skvera
features: services are intangible, heterogeneaistlfey cannot be standardized), they need simadtes
production and consumption, and are perishable ¢aenot be stored). These characteristics may be
behind the firms’ belief that defining, measurirajd controlling performances is more difficult for
services than goods. This may lead to inefficiemeied lack of control, as it has been raised ircdse of
procurement (Fitzsimmons et al., 1998; Smeltzer@gden, 2002).

Often, a major quota of firms expenditures for 8 is for logistics services. In addition to the
above characteristics, these are also highly comatel affected by uncertainty. Complexity increases
when buyers demand advanced services, includindlesiof multiple services or value-adding logistics
solutions (e.g. integrated transportation and wewsd management, supply chain inventory
management, and reverse logistics), thus requiaingigh degree of customization (Andersson and
Norrman, 2002).

Innovation in logistics services and the growingp@ot of logistics on competitive advantage is
one of the reasons for the ongoing changes indlaionship between buyers and suppliers, which are
moving from competitive to collaborative approachis the former, which are typically limited to
purchase basic services, the focus of the reldiipnis transaction efficiency, thus price is coesetl the
main leverage. Conversely, the procurement of tmgisolutions involves collaboration, informatiand
data sharing, risks and rewards sharing, and joirgstments in facilities and equipments, nameirdth
party logistics relationships (Berglund et al., 29Skjoett-Larsen, 2000).

The above changes impact on the design of theraygie the logistics services procurement
(Bellantuono et al., 2008), in particular when sughprocess is supported via information and
communication technology (e-procurement). This pdpeuses on the choice of specific key features of
such systems: the exchange mechanism (e.g. awstioregotiation) and the level of complexity adadpte
to describe the service itself. Both features impacthe outcome achieved by the e-procurementgssoc
Exchange mechanisms are sets of rules, which gp#wf functioning of the market and permissible
behavior of its participants. The three standardhagisms are: (i) catalogues, where requests dadsof
are posted; (ii) auctions, where one side autonthtgrocess during which participants from theeoth
side compete against each other; and (iii) nedgotiat where the participants bargain over the dard
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of an exchange. One or more of these mechanismmpltemented in every e-marketplace. This research
focuses on auctions and negotiations.

Auctions are well-structured and can be descritmdptetely and unequivocally using a set of
rules and formulae. Negotiations belong to a rieth #i-defined family of processes used for exchiagg
goods or services among buyers and sellers, andefmlving inter-personal and inter-organizational
conflicts. Negotiations involve an exchange of mnfation comprised of offers, counter-offers, and
arguments with the purpose of reaching a consgscisler et al., 2003).

In addition to the mechanism selection, a key issurecerns the criterion or criteria according to
which the e-procurement decision is made. A sutye¥errin and Plank (2002) found that over 90% of
purchasing managers based their decisions on bicé gand non-price variables (e.g. durability, sary
lead-time, and trust). As most e-procurement decigiroblems are multi-attribute, companies need
guidelines to properly identify e-procurement sygsteable to handle several decision criteria. In
particular the performance offered by multi-atttlauctions as well as multi-attribute negotiatjons
when applied to e-procurement of logistics servisksuld be investigated. However, the most recent
survey on experimental auction research (Kagel lamdn, 2012) does not include any multi-attribute
auction experiment. Furthermore, some scholars {@&iezo et al., 2005) found that the higher
complexity of a multi-attribute auction mechanisamsumes some of the efficiency gains over pricg-onl
auctions. Similar considerations could apply totivattribute negotiation. As a result, there isesd for
investigating the trade-off between the descriponuracy of the procured service (number of @iliz
criteria and associated complexity of the multithtite mechanism) and the e-procurement process
performance.

This paper investigates how the process performanckgistics service e-procurement is
affected by the features of the system that is &b support this task. In particular, the coesd
system handles multiple decision criteria to selbet logistics provider and is characterized by the
exchange mechanism (multi-attribute auction vs.otiajon) and the level of complexity adopted to
describe the logistics service (i.e. number oiflaites). The process performance is analyzed mgef
objective and substantive outcome, trust, satigfaatith dealing, and perception of opportunism.

The remaining of the paper is organized as folloBextion 2 provides a short literature review
to illustrate the constructs that define procesfopmance, and states research hypotheses. Sektion
presents research methodology, in particular tbéopol adopted to conduct the laboratory experinasnt
well as the measurement of constructs and theidation. Results are summarized in Section 4 and
discussed in Section 5.

2. Literature review and research hypotheses

2.1.Constructs

The constructs taken into account along this sardyintroduced and described below with respetti¢o
extant literature.

Objective and substantive outcomed-ollowing Oliver et al. (1994), we define negotiatioutcomes as
the products of a given bargaining episode andhdigish economic and social-psychological outcomes.
The former refers to the objective allocations efjotiated resources that result from the bargaihaae
typically thought of in terms of revenue or prafifaimed by individuals as well as in terms of tbaj
payoff for both parties. The latter are the suldyectsocial perceptions held by negotiating parties
following the encounter. Apparently, both kinds aftcomes directly affect satisfaction, albeit in a
measure that depends on the specific bargain dofidixer, 1993).

In this study, both objective and substantive oures are treated as dependent variables (DVs),
whereas the exchange mechanism and number ofutsilare the independent variables (1Vs). Objective
outcomes are directly measured in terms of suppligofit and revenue, whereas substantive outcomes
are obtained from a questionnaire by means ofdlevfing items:

» | am satisfied with the results that | achieved.
< lachieved more than what | had expected.
e The outcome is better for the buyer than it istf@r provider.
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e The results | obtained are not favorable for my pany.

Trust. The literature on procurement and supply chain mament, while stressing the importance of
trust in building effective buyer—supplier relatahips (Kumar, 1996; Zaheer et al., 1998), statas th
developing the intended partner’s trust is an irfgodrconcern in partnership management (Johnston et
al., 2004). However, such a concept lacks of and&h that is univocal and generally accepted {iéat

et al., 2007): for instance, according to Doney @athnon (1997), trust is a combination of perceived
credibility and perceived benevolence. Cummings Brainiley (1996), instead, provide a more complex
definition, which invokes the expectation that dmewtgroup or individual (i) is honest, (ii) behaves
accordingly to explicit or implicit commitments, i) renounces to take gain when there is a chan

do it at the counterpart’'s expense. It has beemsitessed that the level of trust between twoquerr
organizations is affected by the experience thay trave achieved from past mutual relationships(&i

al., 2008).

The above definitions help us to investigate thysmeans of items, each focusing on it from a
different perspective. In particular, the itemstthe considered to test the construct are the vatig,
adapted from Doney and Cannon (1997):

< 1 think that the buyer will keep the promises itkea to my company in the future.

«  When making important decisions, the buyer considay company’s welfare as well as its
own.

e My company trusts the buyer to keep our best isteri@ mind.

Satisfaction with dealing. An element to assess the success of an exchanggomship is the
satisfaction that actors involved in that relattlipsperceive (Wong, 2000). Such a satisfaction iregu
that in buyer-supplier relationships the so-caleth’s length arrangements are forsaken and replaced
with strategies able to build strong relationshipsong partners (Gadde and Snehoda, 2000; Liu,et al.
2010). Research on antecedents of satisfactioshwgn that this may be affected by specific actims
behaviors that parties repeatedly adopt in deakitg their counterparts. This result holds as fothb
buyer’'s (Humphreys et al., 2004) and supplier'ssgadtion (Goffin et al., 2006; Ghijsen et al., )1
In the perspective of the supplier, satisfactios baen defined by Benton and Maloni (2005) as

“the feeling of equity with the relationship no neat what power imbalances exists”. The survey
conducted by Ghijsen et al. (2010) within the awtwe industry provides evidence of the role that
influence strategies — such as recommendatioraniation exchanges, threats or legalistic pleaky p
in building supplier’s satisfaction, assessed byamseof measures adapted from previous literatuthen
topic (Benton and Maloni, 2005; Ping, 1997). Irsthésearch, we adopt the following items, based on
(Ghijsen et al., 2010):

e Dealing with this buyer benefits my company.

e This buyer is a good company to do business with.

Perception of opportunism. Williamson (1975) defines opportunism as “self-net# seeking with
guile”, i.e. with “lying, stealing, cheating, andlculated efforts to mislead, distort, disguisefugbate, or
otherwise confuse” (Williamson, 1985). Somewhatiksinty, Macneil (1981) defines guile as “taking
advantage of opportunities with little regard foinpiples or consequences”.

Following Jap (2003), we claim that “opportunismnist merely a form of distrust. Trust is a
broad meta-construct with many facets and levetsigReatet al, 1998). Opportunism is more delimited
and behavioral in nature; it is observable by thppser and grounded in specific actions and should
create reduced attributions of trust”.

The concept of opportunism has been widely discusge the field of buyer-supplier
relationships (Brown et al., 2000). Indeed, althobgth parties would make a profit, in fact theygue
different conflicting objectives: buyers aim at wethg price, increasing quality and charging their
counterpart for risks due, for instance, to unitsald or late deliveries. At the opposite, supplieish to
maximize sales, irrespective of buyers’ actual megoents, obtain assurances on minimum purchases,
transfer increases in labor or row materials coatg] so on. These conditions breed discord and
suspicion, and make parties agree on complex auwatidn schemes so as to reduce their vulnerability
toward counterpart’s opportunistic behavior. Unfiodtely, contracts cannot include rules to mandige a
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possible cases, thus parties have to cope withrappsm and hold-up problems (Kim and Mahoney,
2010).

In this paper we focus on the supplier's perceptibapportunism, namely the suspicion that the
buyer behaves opportunistically at his expense. ildms used to test this construct are the same as
Carter and Stevens (2007):

< In future interactions, | believe that the buyerngbbe unwilling to accept responsibility for its
mistakes.
< Infuture interactions, | believe that the buyenndbtry to “nickel and dime” my company.

2.2.Research hypotheses

Our research goal is to identify guidelines for pamies that need to select or design systems distics
services e-procurement. We then propose severahnds hypotheses, which concern the impact that
specific design parameters (the exchange mechastissen for the logistics service procurement ard th
level of complexity adopted to describe the sejvibave on certain performance (objective and
substantive outcome, trust, satisfaction with dwgliand perception of opportunism). The possible
impacts of two independent (design parametersiwandependent (performance) variables result in ten
hypotheses.

Hypotheses H1 to H5 assume the exchange mechamibm @n independent variable. lvanova-
Stenzel and Kroggi2005) found that bidders’ satisfaction is highemuctions than in negotiations, due
to a higher transparency of their set of rules. ta other hand, Gattiker et al. (2005) show that, a
different levels of procurement complexity, if thelyer adopts e-auctions instead of negotiatiors, th
seller’s trust may decrease. Similar results haenlobtained by Beall et al. (2003). Also the retehip
between the adoption of a specific exchange mestraand the perceived opportunism has been widely
discussed in literature, however results are toesertent controversial. For instance, Beall e{2003)
gives empirical evidence that the bidders’ suspigiof opportunism is lowered in e-auctions, duéhto
intrinsic transparency of this mechanism, Otherokuis affirm that suppliers believe that the buyers
opportunism leads them to: (i) adopt reverse anstiostead of other mechanisms (Cagtrl, 2004;
Jap, 2003; Smeltzer and Carr, 2003), (ii) seleeciic kinds of auctions (Jap, 2003), or (iii)) adrai
higher number of participants (Carter and Stev2dgy).

In hypotheses H6 to H10 we assume the complexigseofice description to be an independent
variable, and operationalize it in terms of the bemof service attributes to be dealt with during
transactions. We assume that a transaction basédres attributes, compared with one based on two
attributes, is less easy to manage and requires attemtion and carefulness.

Below are ten hypotheses:

H1. Auctions will generate lower objective outcomertimegotiations.

H2. Auctions will generate a higher substantive outedhan negotiations.

H3. Auctions will generate a lower level of trust thaggotiations.

H4. Auctions will generate a lower satisfaction withating than negotiations.

H5. Auctions will generate a lower perception of ogpoism than negotiations.

H6. Transactions with high complexity of representatidgh generate lower revenue for providers than
transactions with low complexity of representation.

H7. Transactions with high complexity of representatidgh generate a lower substantive outcome than
transactions with low complexity of representation.

H8. Transactions with high complexity of representatiwill generate a lower level of trust than
transactions with low complexity of representation.

H9. Transactions with high complexity of representatiall generate a lower satisfaction with dealing
than transactions with low complexity of represtata

H10. Transactions with high complexity of representatiwill generate a higher perception of
opportunism than transactions with low complexityapresentation.

The conceptual model is depicted in Figure 1.
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Objective outcome

H1-

+ auction

Substantive outcome

Exchange mechanism

— negotiation
Trust
+ high
Complexity of Satisfaction with
representation dealing
— low

Perception of
opportunism

Fig. 1. Conceptual model.

3. Methodology

Our research utilized laboratory experiments, which a specialized form of field experiment that
usually involves students acting in an environmenetated for research purposes (Colquitt, 2008). By
suitable grants, participants are induced to atipart” decisions, namely to maximize their own pfiy
thus optimizing their behavior. This increasesrtieeimpliance with the experiment aim, and redubes t
risk of bias. The use of students instead of erpesd suppliers is common in experimental design
(Naquin and Paulson, 2003; Gattiker et al., 200%) assures that results cannot be explained through
participants’ work experience with e-procuremerdart€r and Stevens, 2007).

3.1.Participants

The sample consisted of students enrolled in ceuadean Italian University. In both auctions and
negotiations, the role of bidders was played byosdcand third-year undergraduate students in
Management Engineering. There were 200 participafitso participants were not taken into
consideration because their records were incompBiftthe 198 remaining participants, 51% were famal
and 98.5% ltalian citizens. Age of 83.3% particifgawas between 21 and 25 years, while 14.6%
participants were under 21 years. Students’ ppet@n was voluntary, but awarded extra credit. To
motivate conscientious behavior during the expentngarticipants were also informed that the b&8b2
of performers would double their extra credit.

Buyers for negotiations were selected from gradusttedents and junior researchers in
Management Engineering. They received detaileduosbns regarding their behavior, so as to make
their tactics similar during the experiment. Auasadid not require buyers.
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3.2.Design

Our hypotheses were tested by adopting a 2x2 @sasign, whose experimental factors were the
exchange mechanism and the level of complexity éscdbing the service. For both the factors —
considered as independent variables — we tookaatmunt two values, namely auction and negotiation
for the former, and two and three service attribdter the latter. All variables were completely ssed,
thus resulting in four experimental conditions.

Differently from auctions, wherein the system workgtomatically, in negotiations buyers
played an active role: to assure a tight controltlem resulting possible confounding factors, every
experimental condition that recurs to negotiatiomdudes 14 transactions (equally divided into two
groups, based on the buyer’s strategy — competitise cooperative). On the other hand, every
experimental condition that recurs to auction idels 11 transactions. On the whole, 50 independent
transactions were considered.

3.3.Procedure

Transactions were entirely performed on a web-bgsetform namedinterNeg Virtual Integrated
Transaction EnvironmeriNVITE), hosting a system for conducting auctidigerNeg Multi-Attribute
Reverse Auction SystemlMARAS) and another for conducting negotiatiqisterNeg Multi-Bilateral
Negotiation System IMBINS). The above transaction environment amg tivo systems are detailed in
Strecker et al. (2006) and Kersten et al. (2012).

Transactions were conducted in a computer labgrabierconsecutive sessions, and they lasted
two hours each, including the preparation timeti€ipants at the bidder-side were randomly matalyed
in group of four and their identities rested unknow each other. At the beginning of every sesdiom,
facilitator sat participants at the computer temisnfar from each other, so as to prevent them from
communicating or peeping, and briefly illustratbe goal of the experiment and its rules. Then,deg
participants a folder containing their log-in cretials for the platform, the system guide, someegain
notes on auctions or negotiations, and the desmmipf the case, including both public and private
information (see Section 3.4 for details). Partcifs were asked to read the material. After 25 rasju
participants were administered a quiz to ascettsir comprehension of the case: if they gave angro
answer, the system did not allow them to procedeknT their expectations on the task, behavior, and
outcomes, and a subjective assessment on the calsrstanding were investigated through a pre-
questionnaire.

The interaction in itself lasted 50 minutes at mdsiring this phase, participants submitted bids
on behalf of their hypothetical companies, eachitmadifferent features and priorities. If an agresmn
was reached, the corresponding transaction endadviance. At the end, all the participants weredsk
to complete the final feedback to capture theictieas concerning some items, and leave comments. A
short debriefing closed each session.

3.4.Business case

We used the same procurement case in both auaimhsegotiations. Milika, a producer of perishable
goods (the buyer) is seeking a logistics serviaider who would provide transportation from a $éng
depot to a large number of customers. The buyetsmansign a contract with a single provider foeon
year with a possibility of renewal. Milika assutbe® minimum quantity of goods to be transportede Th
contract consists in defining some attributeswa-attribute transactions they are: (i) the staddate of
transportation, i.e. the amount per unit that thgel pays to the provider, and (ii) the penaltydefay in
providing customers with the requested goods oa.timthree-attribute transactions, there is algatie
rush rate for unexpected delivery, i.e. the ama@aert unit that the buyer pays to the provider fahru
orders, requested by customers, to transport the go an ad-hoc basis. The possible ranges for each
attribute are known to every participant.

The producer assigns the service through a transaiuction or negotiation), to which he
invites four distinct providers with a proven redof herefore, four sales team managers participeatize
transaction on behalf of their own logistics seevimmpany. Participants are told that the comphay t
represent estimated a revenue function based qurditdem attributes. For each configuration ofilattie
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values, revenue value can easily be calculatedyusisimple calculator which is embedded in the case
description. In order to simplify comparison offdient offers or bids, the revenue is represented a
ratings between 0 and 100 interval. Ratings areesemnd the higher the rating is, the better thatreat
will be for the participant.

Every participant knows that if he accepted a @mttbelow a given a break-even rating, the
firm he represents would incur losses. Every pigditt is also given reservation values for thdlattes.
The revenue formulae, as well as reservation aedkewen values, may be different among providers.

3.5.Measures

As discussed in Section 2.1, five constructs (dbjecmutcome, substantive outcome, trust, satisfact
with dealing, and perception of opportunism) haeerbtaken into account (Table 1). The first of them
can be directly measured and has been operatiedaliz terms of providers’ profit, defined as the
difference between the rating that the providechesy the agreement actually achieves by the contra
and his break-even rating. Based on such a definitve can compare results, which come from sellers
having different break-even ratings.

The other four constructs, which cannot be direatlyasured, are assessed by items adapted
from the existing literature. These items have bgetinto questions and included in the questiomnai
which has been administered to the participanteeaend of the transaction. Answers were expreissed
terms of scores along a seven-point Likert scaten{f‘strongly disagree” to “strongly agree”).

Table 1.List of constructs and related items.

OUT1 | am satisfied with the results that | achieved.

Substantive  OUT2 | achieved more than what | had expected.

outcome OUT3 The outcome is better for the buyer than it istf@r provider.

OUT4 The results | obtained are not favorable for my pany.

TRU1 | think that the buyer will keep the promises itkes to my company in the future.

TRU2 When making imortant decisions, the buyer considers my compasejfare as well as i
own.

TRU3 My company trusts the buyer to keep our best isteri@ mind.

Satisfaction = DEA1 Dealing with this buyer benefits my company.

with dealing DEA2 This buyer is a good company to do business with.

OPP1 In future interactions, | believe that the buyerudbbe unwilling to accept responsibil
for its mistakes.

OPP2 In future interactions, | believe that thedsuyould try to “nickel and dime” my company.

Trust

Perception ¢
opportunism

3.6.Validity and reliability

To examine the existence of underlying construcisetated to the items, we recurred to exploratory
factor analysis, extracting factors through unwtagheast-squares method and Kaiser’s rule, antjusi
direct oblimin as rotation method. As the resedrgiotheses can be referred to the entire sampleks
as to specific subsets of it (obtained selecting @&cording to the desired values of the indepeinde
variables), distinct analyses have been condu&adh taking into account different sets of data: th
whole sample of respondents (ALL), only the onesgtigipating to auctions (AUC) or negotiations
(NEG), as well as to transactions with three (HI@Hjwo (LOW) attributes.

This study is part of a wider research, which aradyconstructs (and related items) that have
not been described above, as they are outsidectipe ©f this paper. However all the factor analyses
refer to the entire set of items (dependent vaegbl

Results show that in all factor analyses the itesteted to the four constructs of interest in this
study load only three factors, each of which isarrelated with any of the items associated withatrer
constructs not here investigated. Furthermore, divestructssubstantive outcomand perception of
opportunism correspond to factors independent from each otivigreas the constructsust and
satisfaction with dealingcollapse into one factor, which we then treat asnmue construct, nhamed
positive attitude toward the buyer
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Table 2.Results of explorative factor analyses and relighélnalyses on the five sets of data.

ALL
Loading Mean St.dev. «a
Positive attitude toward the buyer 2.58 0.89 0.832
TRU2 0.711
TRU3 0.693
DEA1 0.838
DEA2 0.725
Perception of opportunism 2.73 0.73 0.583
OPP1 0.643
OPP2 0.652
AUC
Loading Mean St.dev. «a
Substantive outcome -2.38 1.42 0.827
OouT1 -1.028
OouT2 -0.721
Positive attitude toward the buyer 2.48 0.89 0.789
TRU2 0.614
TRU3 0.670
DEA1 0.754
DEA2 0.614
NEG
Loading Mean St.dev. «a
Positive attitude toward the buyer 2.65 1.01 0.878
TRU1 0.614
TRU2 0.797
TRU3 0.699
DEA1 0.850
DEA2 0.739
Perception of opportunism 3.20 0.94 0.743
OPP1 0.829
OPP2 0.798
LOW
Loading Mean St.dev. «a
Substantive outcome -2.11 1.27 0.831
OuT1 -0.873
ouT2 -0.733
Positive attitude toward the buyer 2.16 0.96 0.817
TRU1 0.651
DEA1 0.674
DEA2 0.710
Perception of opportunism 3.30 0.93 0.702
OPP1 1.008
OPP2 0.550
HIGH
Loading Mean St.dev. «a
Substantive outcome -2.64 141 0.842
OouT1 -0.999
ouT2 -0.693
Positive attitude toward the buyer 2.71 0.88 0.842
TRU1 0.647
TRU2 0.757
TRU3 0.691
DEA1 0.801
DEA2 0.669
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For each set of data, Table 2 illustrates resoltall the factor analyses. The table includes the
list of items corresponding to every factor, thieiadings, mean and standard deviation of the factor
scores, and the Cronbach’s alpha. The latter hais dgopted to test the reliability of factors: siradl the
coefficients but one — i.e. the one associated thighperception of opportunism in the analysistegldo
the entire set of data — are larger than 0.70, lwiscassumed as cut-off value (Nunnaly, 1978), the
existence of an adequate internal consistencyoisgor (Hair et al., 2010).

4. Results

As a consequence of the explorative factor analysipotheses H3 and H4, as well as H8 and H9,
collapsed into the following hypotheses, respettive

H3*. Auctions will generate a lower positive attitudevard the buyer than negotiations.
H8*. Transactions with high complexity of representatwill generate a lower positive attitude toward
the buyer than transactions with low complexityegresentation.

These hypotheses, together with the hypotheses H1H%-H7, and H10, were tested via
ANOVA both considering the entire set of data arithiww each subset (i.e. AUC, NEG, LOW, HIGH).
Since certain hypotheses do not make sense in giviesets (e.g. H3* does not make sense in both AUC
and NEG), we have 26 hypotheses. However a felweshtcould not be tested as the factor or religbilit
analyses prevented us from using the related depéndariables. Table 3 summarizes the ANOVA
results for the 17 remaining hypotheses. Hypothéseig p < 0.10 (in bold) are assumed statisiicall
significant, i.e. the corresponding null hypothdsig 11 =) is rejected. For these, Table 4 reports mean
and standard deviation of the two groups, defineddrying the value of the independent variable.

Table 3.Results of ANOVA. Significant results are in bold.

Total variance Within-group variance Between-group \ariance
Set  Hypothesis | sym of af | Sumof ¢ Mean | Sumof . Mean F p
squares squares squares| squares squares
ALL H1 13017.92 49| 9831.92 48 204.83| 3186.00 1 3186.00 15.55 0.00
ALL H3* 192.73 197| 191.05 196 0.98 1.68 1 1.68| 1.72 0.19
ALL H6 13017.92 49|12614.64 48 262.81| 403.28 1 403.28 154 0.22
ALL H8* 192.73 197| 185.86 196 0.95 6.86 1 6.86| 7.24 0.01
AUC H6 3810.96 21| 3710.55 20 185.53] 100.41 1 100.41 0.54 0.47
AUC H7 175.16 87| 174.04 86 2.02 1.12 1 1.12| 0.55 0.46
AUC H8* 68.80 87 64.39 86 0.75 4.41 1 4.41) 5.88 0.00
NEG H6 6020.96 27| 5698.64 26 219.18] 322.32 1 32232 147 0.24
NEG H8* 110.36 109| 109.15 108 1.01 1.21 1 1.21| 1.20 0.28
NEG H10 96.57 109 96.13 108 0.89 0.44 1 0.44| 050 0.48
LOW H1 8384.00 24| 6532.34 23 284.02| 1851.66 1 1851.66 6.52 0.02
LOW H2 159.39 99| 159.32 98 1.63 0.08 1 0.08/ 0.05 0.83
LOW H3* 91.54 99 91.49 98 0.93 0.05 1 0.05| 0.05 0.82
LOW H5 85.67 99 83.73 98 0.85 1.94 1 1.94| 227 0.14
HIGH H1 4230.64 24| 2876.85 23 125.08| 1353.79 1 1353.79 10.82 0.00
HIGH H2 193.23 97| 189.87 96 1.98 3.37 1 3.37/ 1.70 0.20
HIGH H3* 74.47 97 72.39 96 0.75 2.08 1 2.08| 2.76 0.10
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Table 4. Mean and standard deviation of dependent varidbtestatistically significant hypotheses.

. dependent independent variable
Set hypothesis -
variable name value mean st dev.
o ) auction -7.05 13.47
ALL H1 objective outcome exchange mechanism L
negotiation 9.04 14.93
- . ) ) 2 attributes 2.39 1.02
ALL H8* positive attitude | complexity of represeritat .
3 attributes 0.14 0.65
- . . . 2 attributes 2.26 0.53
AUC H8* positive attitude| complexity of representat .
3 attributes 0.13 0.67
o ) auction -4.91 12.90
LOW H1 objective outcome  exchange mechanism L
negotiation 12.43 19.35
o ) auction -9.18 14.31
HIGH H1 objective outcome  exchange mechanism L
negotiation 5.64 7.99
- . . auction 0.14 0.54
HIGH H3* positive attitude exchange mechanism L
negotiation 2.58 0.65

Results show that the exchange mechanism affeas pttoviders’ objective outcome:
specifically, investigating the whole set of datd. i) the objective outcome, which is measured imrg
of profit, is lower for auctions than for negot@is. This result is obtained also limiting the ge& to
the subsets of transactions with both three and attributes (HIGH and LOW), i.e. representing the
logistics service in a more and, respectively, E@siplex way. Furthermore, for transactions witghhi
complexity in representing the service (HIGH), #wechange mechanism reveals significant as to the
providers’ positive attitude toward the buyer: thier, indeed, is higher in negotiations thantuntans.

As to the complexity of representation for the gzr\to be procured, results show that a higher
number of attributes reduces the providers’ pasitittitude toward the buyer. This is statisticaligven
both for all the set of data (ALL) and for auctiamdy (AUC), whereas there is no statistical evickenf
this upshot if we consider negotiations only (NEG).

5. Discussion and implications

The aim of this study was to examine how the desigihe system that companies adopt in procurement
of logistics services affects the process perfoeaihe topic has been widely investigated by sakpl
especially in the last decade, when the pervassgatinformation and communication technologies pu
emphasis on the nexus between the choice of afigpawrket mechanism and the effects on actors’
behavior. This study, however, is innovative inttliaconsiders multi-attribute mechanisms (both
negotiation and auction), as well as it utilizee same business case and technological platform to
compare different mechanisms (which avoids biases tb features other than the mechanisms
themselves).

Specifically, we focused on two key dimensions &sdibe the system, i.e. (i) the exchange
mechanism that rules the transaction and (ii) theell of complexity by which the service itself is
described. On the other hand, we measured as demtevariables the objective outcome (i.e. the profi
that logistics providers gain) and other perfornencelated to behavioral issues, i.e. substantive
outcome, positive attitude toward the buyer, andgmtion of opportunism.

The analysis, conducted by means of laboratoryraxgats, gave us evidence that the logistics
providers’ objective outcome is affected by the hemye mechanism, and decreases if auctions are
adopted, regardless the level of complexity. Al positive attitude of providers toward the bgyin
company diminishes with the complexity of the seevilescription, and this is especially true in st

Both results have practical managerial implicatidnsparticular, when companies need to buy
logistics services requiring a complex descriptioml, at the same time, are interested in enhartbing



Group Decision and Negotiation — GDN 2012 139
20-24 May 2012, Recife, Brazil

positive attitude of their counterpart, the lattesult suggests them to adopt negotiations rattem t
auctions.

Possible limitations of our study concern the @xise of several auction and negotiation types,
each of them could be implemented through diveraesaction environments. We had to consider a
specific auction and negotiation type as well asntake a choice on the transaction environment.
Furthermore, we could analyze performance understiplier’s point of view. It would be useful to
complement the analysis under the buyer’s perspeat well.

Further research should address the above limigts well as consider an additional relevant
question. In fact, the number of potential supplign our case assumed to be equal to four) cditddta
performance and such an impact is likely to beedéfifit in auction and negotiation.
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Abstract: The purpose of this work is to investigate thesperts of human — software agent
negotiations in experimental settings. To this emdelectronic negotiation system incorporating
software agents has been built. The system wasinsegeriments with human subjects to measure
such outcomes as utility of agreements and numbagreements.
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1 Introduction

Negotiation is an important mechanism for facilitgt economic transactions. In the course of
negotiations parties exchange offers in order inotlyp explore the possibilities of finding accepiab
solutions. Negotiations involving more than issuleva for more degrees of freedom in search for
agreements that would be beneficial to the negmsatlue to the asymmetry of their preference
structures.

Online negotiations supported by electronic negotiasystems allow the parties exchange
offers over the internet. In addition to enabling/@me/anywhere mode of interactions, they may also
incorporate analytical facilities for supportinggoediators in their preparation and conduct of negioins.
This support can range from such tools as thosedpturing and modeling negotiator’s preferences, t
providing active advice and critique, and all thaywo complete automation of the negotiation cohduc
(Kersten & Lai, 2007).

Despite early optimistic expectations of the grovath negotiations as one of the primary
mechanisms of conducting online transactions, & tality only few commercial sites offer such
capabilities to their customers. One such websia allows customers to make (a limited number of)
offers is Priceline.com. One possible explanationtlie scarcity of negotiating websites is that
negotiations imply a relatively high cognitive lgagkspecially if multiple issues are involved (egce,
warranty, product attributes, shipment, etc.). Toél may translate into a prohibitive cost whey-ta
day transactions involving people who are not nagjon experts are concerned.

Software agents may circumvent this problem by matong negotiation process while working with
customers towards an acceptable deal. Moreover cte also ensure consistency in reaching negmtiati
outcomes according to the set policies.

Software agents can be configured to behave imgettive or collaborative fashion, depending oa th
context and the needs of a business. However, uat® little experimental work has been done in
assessing the potential of human customer vs. aoftwgent negotiations in terms of objective and
subjective variables.

The purpose of this work is to investigate the pexts of human — software agent negotiations
in experimental settings. To this end an electrawgotiation system incorporating software ageats h
been built. The system was used in experiments lwithan subjects to measure such outcomes as utility
of agreements and number of agreements. Additipnalich subjective variables as satisfaction and
perceived usefulness were also measured.
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2 Negotiation software agents

Research on automated negotiations involving seéwagents has been extensive (Beam, Segev &
Shanthikumar, 1996; Benyoucef, Alj & Keller, 20@raun et al., 2005; Jennings et al., 2001). While
thorough coverage of the past work in the areagi$ beyond the scope of this paper, we will revibe
representative publications in the context of besin exchanges. One could categorize these in
accordance with the context of interactions (i.2CCB2B, B2C), and the extent of automation.

One well-known early work in this direction was thenstruction of the Kasbah electronic
marketplace (Chavez et al., 1997; Maes, Guttmandiulas, 1999). Targeting primarily the C2C domain
the marketplace allowed human users to configueatagwhich would then be sent to the marketplace t
negotiate with each other. Three types of agemgimg from competitive to the conceding ones were
provided. Negotiations included a single issue,gree.

In B2B applications software agents have been megdor automating various aspects of
supply chain management. For example, Wang e2@09) and Kim et al. (2006) propose agent-based
architecture for dynamic supply chain formation.eTagents acting as brokers representing various
entities within supply chain negotiated agreemauitis each other in building up the chain.

There has also been work targeting the B2C traimsec{Ahmadi, Charkari & Enami, 2011). Huang, et
al. (2007; 2010) propose an agent-based architeu automated negotiations between businessks an
consumers. The buyer agents incorporated such aoenp® as searcher and negotiator, while seller
agents featured negotiator module whose strategysetby the sales department. The sales agettidhas
capabilities for negotiation and persuasion. Thenagmployed reinforcement learning in the prochss.
their experiments with human subjects they fourad the agent using persuasion capability has isedka
buyer’s product valuation and willingness to pay.

It has been argued by many that complete automatioeal-life negotiations, in particular in
business contexts does not seem to be a viablémsole.g. Lin & Kraus, 2010). Automation in genlera
is applicable only when tasks concerned are walesired, which is rarely the case in many business
situations. However, since efficient policies candet for multiple daily interactions with the austers
regarding the sales of products and serviceseiinsethat a relatively high level of automation niwzy
feasible.

While the work reviewed above concerns fully auttedanegotiations, there has been some
research into sharing responsibilities between mumegotiators and negotiation agents. Chen et al.
(Chen, Vahidov & Kersten, 2005) designed and imgleted a software environment in which agents
actively supported human decision making in theotiaion process. An agent advised the human user
on the acceptability of the received offer, helpéth the preparation of the counter-offer, andiguéd
offers composed by the users when it deemed negdssatervene.

Vahidov (2005) proposes an agent-based architefdumanaging multiple negotiations. In this
architecture a fleet of agents negotiated dealb witstomers. These negotiations were monitored by a
coordinating agent, which, based on the analysisitaation instructed the negotiating agents tastd]
their strategies and reservation levels withinlifmits of its authority. The overall process wasnitored
by a human user who could intervene to make chaihgesessary.

The current work is aimed at investigating how wafie agents perform in agent-to-human
dyads as compared to human-human dyads. Varioes typagents following different strategies have
been configured for the comparison of their perfmnge. Subjective measures have also been employed
to measure the perceptions on the human side.

3 Agents and their strategies

The negotiation case developed for the experimesitaly concerned the sale of a desktop computer.
There were five issues including the price, typenohitor, hard drive, service plan, and softwaisdked.
Each option for each issue had a corresponding tévility (attractiveness), these levels beinfjedent

for the buyers vs. sellers. In order to calculdte total utility of the offer the issues were assig
different weights. These were then used in an medittility function to estimate the level of
attractiveness of an offer. Agents used this infiiiam in order to decide on the acceptability of th
received offers and generate offers.
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All agents acted on the seller side, and they weteaware of the buyers’ preference structures.
The weights were slightly different for sellers nhauyers to facilitate tradeoffs, which have been
considered one of the key integrative negotiatibaracteristics (Raiffa, Richardson & Metcalfe, 2D03
Thus, agents would decide on the utility of thetneffer first, according to their concession scHedu
and then generate the corresponding offer.
We have chosen to use five different concessiordidbs, three of which were similar to those used i
Kashah experiments. These included: competitivatrak collaborative, competitive-then-collaborativ
and tit-for-tat strategies.

1. The competitive agents (CM) tend to make smallercessions in terms of utility of generated
offers in the beginning of the negotiation peridbtbwever, as they approach the end of the
period, they would start making larger concessiorsearch of an agreement.

2. Neutral strategy (NT) dictates that an agent coesélle constant amount of utility regardless of
the time period, i.e. the concession scheduleéal.

3. Collaborative schedule (CL) implies making largen@®ssions in the very beginning of the
negotiation period in search of a quick agreem&hts represents the case where an agent is
anxious to sell the product. However, as the aggpntkly drops the utility close to the
reservation levels, it cannot make large concesdatar in the process.

4. Competitive-then-collaborative schedule (CC) modetse complex behavior of the agents. In
the beginning of the process an agent behaves ditivglg, however, in the middle of the
negotiation period it changes its profile to a abtrative one.

5. Tit-for-tat strategy is used by agents that donebt on utility calculations. Rather, they watch
the opponent moves and simply mirror them in conmgpsounter-offers. In other words, when
an opponent makes a new offer an agent determiresditference between this offer and the
previous one made by the opponent, and appliesaime difference to its own offer. If, say an
opponent made a large change to a price, the agend do the same.

Every agent followed the same algorithm. In theifeigg of the process the agent makes an offer that
has highest utility to an agent. It then waits fbe opponent to respond. If an opponent agrees, the
process terminates. If an opponent makes a coofferthe agent calculates its acceptable utiktyel
according to the concession schedule employedhdfdpponent’s offer is equal or higher than the
acceptable utility, the agent accepts the offehe@tise, the agent generates a new offer accotditie
acceptable utility level. It takes the opponentffeloas a starting point, and employing hill-climbi
algorithm changes it to get close to the set ytiéitvel. This heuristic method is used insteadraflgtical

one, since most of the issues are not continuotiables. It then sends this offer to the opponent

4 Human-agent negotiations

In the current work we were interested in the ofbjecoutcomes of agent — human negotiations, ak wel
as subjective variables capturing human perceptiériBe process, outcomes and system. The objective
variables included the utility of the agreements] ¢he proportion of agreements achieved. Thesgerel

to the economic benefits of agent-human negotiatidhe subjective variables included satisfactidth w
the outcomes, satisfaction with the process, ebgsey and perceived usefulness of the system.eTdwes
important indicators from the information systetfitsrature, especially relating to the acceptanack e

of the system by human users.

The subjects in the study were university studesmsolled in the introductory course on
information technology. Thus, the negotiation cases well in line with the learning objectives ofth
course. The treatments included pairing up theestbjwith various types of agents described in an
earlier section. We also paired up humans with mgma a control group.

The experiment was conducted via the web, wherebjests could perform their tasks from any location
in an asynchronous mode during a two-day perio@. Suibjects were invited to join the negotiatiors vi
email containing the link to the system. Negotiasidoegan by sellers making the first offer. Thenage
sellers then checked for the status of negotiatainfixed intervals of time (every 3 hours). At #eo
points of time, if they have not received new cffehey would wait until the next period of timegsed.

If an offer was received they would evaluate it arlild either accept it, or would make a countdesof
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Human subjects were free to terminate the negotiadt any time without reaching an agreement with
their counter-parts. After either reaching an agres, or terminating the negotiations the humaresiid
were asked to complete a questionnaire measurigig plerceptions of the outcome, process, and the
system.

We considered 436 usable negotiation instancethd&3k, 66% ended up in an agreement, while
in 35% of cases the agreement was not reachedpip®rtion of agreements depends on the agents’
strategy. The largest proportion of agreements (8@%s reached in the collaborative agent category.
This an intuitive result, since collaborative agentake large concessions early in the negotiations
process, and thus they have a higher chance ofngakideal with the human counterparts. It is
interesting to see that human-to-human dyads hasecand-lowest record in terms of proportion of
agreements made. Thus, the majority of agent-iratbblyads have reached more agreements than purely
human dyads.

Competitive agents were able to reach an agreemmel3% of cases. Competitive-then-
collaborative agents have made agreements in 7584sefs, falling between the CL and CM categories,
but higher than neutral category. The lowest nundfexgreements was achieved in tit-for-tat category
This is the only agent strategy that does not eynptiity function, and, thus it does not necedgatiop
its utility level to the minimum towards the endtbé period.

The base case involved human-human negotiatiort$; ch dyads achieved an agreement as
compared to 66% human-agent dyads.

Overall findings suggest that agents have perforbetter than human negotiators, in particular imse

of number of agreements and the average utilitthefagreements. In human-human dyads the sellers
achieved much lower utility levels than buyers (3986 73%). This could be explained by the reference
frames which the participants adopted. Since beflers and buyers in this category were undergradua
student subjects, they tended to shift the prigelfedownwards to what they consider to be accéptab
regions. Nonetheless, as it can be seen from bie, tdhe human sellers had reached the lowestdefel
utility.

The highest average utility achieved agents thatl ug-for-tat strategy (72.4%). However, as
already mentioned, they performed worst in termgmfportion of agreements reached. In terms of
proportion of agreements competitive selling agdmtge performed slightly better than human sellers.
However, utility-wise these agents have considgrabtperformed their human “colleagues” (63.2% vs.
35.9%). Collaborative agents did only slightly betthan humans, reaching 36.5% utility. Howevegyth
had much higher proportion of agreements. Competitien-collaborative agents have reached the
average utility level of 40.4%, and the neutral®had a slightly higher value of 43.8%. Overalerig
did better than human negotiators (46.8% vs. 39.9 %

More detailed results obtained both in terms okotiye, as well as subjective measures are also
discussed.
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Abstract: Many experiments show that a significant proportad participants reaches inefficient
agreements but are unwilling to improve these agesgs when given an opportunity to do so. One
possible explanation is that the negotiators hdkermbjectives, in addition to those which areduse
in efficiency assessment. We conducted experimentshich participants were asked explicitly
about their objectives and the objectives’ sigaifice. This paper presents a preliminary study and
outlines an exploratory follow-up experiment. Theelpninary results show that experiment
participants use objectives both related and ute@léo the negotiations. Different objectives are
found to influence the negotiators’ expectationsl dime negotiation process and outcomes. The
participants’ consideration of the importance ogithobjectives is used to propose five distinct
profiles. A research model to study negotiatorgeotives and profiles, and their consequences is
proposed.

Keywords: e-negotiations, online negotiation experiments, otiagprs’ objectives, efficient
agreements, relationship management.

1 Introduction

Seeking an agreement is considered the purposegotiations. According to social exchange thedrg, t
explicit search for an agreement distinguishes tthe key exchange mechanisms: negotiation and
reciprocity (Blau 1994; Cook and Rice 2006; Molm1@D In reciprocated exchanges the focus is to
maintain and enhance relationship between thegsariny problem they face is only one step in the
process of building trust, reputation, and aff$khile the negotiators part their way after theycrean
agreement or breakdown, for the reciprocators tliereo such conclusion. “Once the process is in
motion, each consequence can create a self-reinfpoycle” (Cropanzano and Mitchell 2005, p. 876).
The termination is when one side defects violatimgreciprocity rule.

If the sole purpose of negotiations is to achieveagreement, then we expect the negotiators to
try to reach the best possible agreement. Howewveone hand, in real-life negotiations the achieseim
of an efficient agreement may be difficult becaugenot clearly formulated preferences, lack of
information, or strategic misrepresentation. On tileer hand negotiators’ unwillingness to reach an
efficient agreement or to improve it may be duatoumber of reasons, including psychological traits
biases, and cognitive limitations (Neale and Bazerm991; Thompson, Nadler et al. 2006; Stanovich
2010), as well as sociological and cultural aspédtsfstede 1989; Gelfand, Higgins et al. 2002; Wels
2003).

These influences should not, however, have sigmificimpact in low-stakes negotiation
experiments conducted in labs or online. Howevamynexperiments show that a significant percentage
of participants reach inefficient agreements andyemimportantly, are unwilling to improve these
agreements when given an opportunity to do so, (Blgmi, Fos et al. 1990; Weingart, Hyder et al9g9
Korhonen, Phillips et al. 1998; Kersten and Mall&899).

We may categorize these factors into two groupsfgars and limitations which make people
“pblind” to the opportunities they have and are wfréeo move ahead, and (2) situational and social
constraints which make people forgo gains or aclosses by following certain principles and customs
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The above limitations and constraints may cause dhaagreement is inefficient. There may,
however, be other reasons why people accept aremgré which, from the negotiation-analytic
perspective, is inefficient, even though it neetbw if we expand the perspective.

Decision attributes are characteristic of the gntihich is the subject of negotiations; these aseussed
and agreed by the parties. These agreed valuedsar&nown as the substantive outcomes of a suatess
negotiation (Thompson 1990).

Negotiation literature recognizes also relationaltcomes which are the attribute values
describing relationship between the negotiatorslati@al outcomes include commonality, trust,
attraction, empathy, and dependency (GreenhaladgtChapman 1995; Curhan, Elfenbein et al. 2006).
They are the subjective results of the parties’ mamication process which may change the pre-exgistin
relationship or create a relationship when thei@arare not interdependent prior to the negotiation
(Gelfand, Major et al. 2006).

Negotiation context is another factor that mayuafice negotiators’ behavior. The same person
may bargain differently over an old lamp when shents to buy it from a hawker or from a small
shopkeeper.

Negotiation literature recognizes that the subjetctthe negotiation (described by decision
attributes), the relationship between the part@s the context in which the process is immersed
(including stakeholders) affect the process anditicomes. These influences may take the form of
constraints and limitations and/or they may beatiyencorporated into the negotiators objectiviesthe
former case the negotiators seek the best solutittrin the limits imposed on the process and theoe
alternatives. In the latter case they augment tbbjectives prior to entering the process and seek
solutions that satisfy these objectives to the dsglpossible extent. In the latter case, negofatuay
differ in terms of the objectives selected andrtperceived significance. These differences coufulaen
the situation when some negotiators are satisfittan inferior agreement while others try to imyeat.

If such differences exist, then their configuraianay depend on socio-psychological traits whicluldio
help us establish a stronger link between the iego} negotiation process and its various outcomes

In the next section we briefly discuss an experimanwhich we attempted to determine if
negotiators use one or more objectives. The resfitshis experiment were used to revise the
questionnaire and conduct the second experimectushsd in Section 3. The results and a tentative
model that these results suggest are given in@edti

2 Preliminary study

Results of experiments which we have conductechénpast, discussions with their participants, and
reviews of other studies (Teich, Korhonen et aB7;Kersten, Készegi et al. 2003; Vetschera, Karste
al. 2006; Weber, Kersten et al. 2006) led us tomsiter the assumption that participants acceppéand
the role described in the case and use only thectig(s) specified in it. Some participants wereren
interested in interacting with their counterpahtart in achieving substantive outcomes. Other patits
wanted to do as little as possible but enough tainbcourse credits allocated to the experiment. We
found that in most cases the participants weracserfitly motivated to take the negotiation serigusiit
their objectives seemed to differ. This was destie=negotiation experiments being—Teich, Korhonen
et al. (2000) suggest—contextually relevant to berticipants and the context being rich and
heterogeneous (it included the negotiation casetlamaourse assignment in which this case was used)
Motivation literature, also suggests that the imdiial predispositions influence individuals’ motiizan
which may cause that some aspects of the contexdesam more important than others.

Following methodological suggestions made in liteéra (e.g., Gneezy and Rustichini 2000;
Teich, Korhonen et al. 2000) we considered increasir changing incentives, e.g., by associating the
negotiation substantive results with monetary itivges combined with giving a fee for participation.
Imposing monetary incentives is, however, probléen&ome behavioral economists assume that such
incentives improve performance (Cameron and Pig8&2; Gneezy and Rustichini 2000) others concur
with psychologists who claim that monetary inceasininder it (Frey and Jegen 2001). Recently, séver
experimental studies showed that monetary incentigs at best negligible impact on students’
performance (Angrist, Lang et al. 2009; Leuven, ©dxeek et al. 2010; Fryer Jr 2011).

Introduction of monetary rewards in negotiations pioblematic because any measure of
performance is either inadequate or may be attaitll negative implications to the process and/or
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outcomes. For example, rewarding for joint gain read to participants’ full disclosure and joinaaseh
for the best solution. Because the stakes in exyats are low (a disclosure would not undermine
participants’ future) the participants may do itedpbecause they are driven by the reward withegard
to the cooperative activities. For the above reasem decided against using monetary incentives.
Therefore, we do not consider objectives to be@stad with monetary gain.
In the preliminary study, we decided to add to fiwst-negotiation questionnaire several
questions about the importance of the experimerticpzants’ objectives. Literature review and imtak
discussions led us to the formulation of seven tjpes shown in Table 1.

Table 1 Seven objectives and their single-word desangi(items)

Please tell us how each of the following objectiwas important for you in this Item name
negotiation

Achieving as high a ratinfpr the agreement as possible. Rating
Applying and testing my negotiation skills Skills
Establishing a friendly atmospheréth my counterpart. Atmosphere
Learningabout myself as a negotiator. Learning
Learning a new systeand using its functions. System
Acquiring knowledge which is required for the assiggnt Assignment
Learning how to negotiate online Online

Rating corresponds to the value (utility) of theealative; it is the only substantive objective in
the list. Skills, learning, system, assignment anlihe are objectives associated with learningeialthey
serve different purposes. The single relationa¢cidye is “atmosphere”.

2.1 Experiment and data collection

To study the negotiation process and outcomes vesl @ online e-negotiations system, Inspire
(http://interneg.concordia.cal/inspire). The systdlows the negotiator for the specification of theivn
preferences, assessment of offers, communicatimugh free-text messages, and graphical display of
the negotiation’s progress.

The negotiators can set up their preferences bgifgpey a numerical value for each issue and
its options. The system uses these values to e#éctating of each contract package. The packaera
represents a substantive value of the contrachdonegotiators. During the negotiations, the system
automatically calculates the rating of each offesnf both sides based on the negotiator's own
preferences, which can be used to assess the affdrsonstruct counter offers.

A business case was used to provide the negotiatiotext and task. The case (called Yowl-
Pop) involves contract negotiations between an tagepresenting an artist and the manager of an
entertainment company. The contract comprisesffaad issues: (1) number of new songs, (2) roysltie
for CDs, (3) number of promotional concerts, andg@ntract signing bonus. Each issue has threwdo f
options to choose from. Every contract packageetadgotiated is a particular combination of oneoopt
from each issue. As the parties are not allowggrdpose new issues or options, the agreement dgn on
be one out of 240 possible contract packages Kaltiees).

All participants were provided with general infortioa about the contract and the confidential
information about the interests of the artist ag #ntertainment company respectively. The nego$iato
then set up their preferences according to thengiviermation.

During the negotiation, the participants could exue offers with their counterparts by
constructing or selecting contract packages. Theyldc also attach messages with offers or send
messages only for argumentation or communicatitve. Jarties needed to agree on a complete package
(i.e. values of four issues) in order to reach gre@ment.

The negotiators were given three weeks; howevey; tiould finish earlier or, if needed, request
a deadline extension. They were also informed atfmutivailability of competitors on both sides katt
they could terminate the negotiation and open a owsv
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2.2 Participants and their objectives

The preliminary study involved students from sixvensities: two in Austria, and one each in Canada,
Poland, the U.S.A. and Taiwan. Data analysis ietham 330 complete responses obtained from 358
participants who negotiated during the same per&mall proportion (i.e., 5%) of participants were
younger than 20, most of them were between 20 &ngears old (i.e., 66.4%), 20.5% were between 26
and 30 years old, while 8.1% were 30 years androltee number of female and male participants was
almost equal (i.e., respectively 49.8% vs. 50.2%\er 95% participants had not used any
decision/negotiation support systems before andentban 91% never participated in negotiation
experiments. Majority were students of business arahagement (52.9%), 29.8% were students of
information technologies and the remaining 17.3%evaudents from other programs.

Table 2 Objectives and their importance (per cent)

Objectives . Not Neutral _Sllghtly Important . very
important important important
Rating 4.2 3.6 21.2 46.7 24.2
Skills 3.6 9.7 22.7 39.1 24.8
Atmosphere 8.5 12.1 27.3 37.6 14.5
Learning 4.5 10.3 224 385 24.2
System 10.3 14.2 27 37 115
Assignment 8.2 13.9 23 42.1 12.7
Online 6.4 12.7 21.8 39.4 19.7

From Table 2 it follows that 70.9% of the participg consideredating as important or very
important,skills — 63.9% learning— 62.7%,0nline — 59.9%,assignment 54.8%,atmosphere- 52.1%,
andsystem- 48.5.

We also found that the participants considerecedhfiit objectives as important. For example,
11.2% of participants stated that all seven an@%7stated that six objectives were important o/ ver
important.

If participants were to focus solely on the casé aegotiate to achieve the best agreement for
the party they represent, then the sole importhjgative should beating. Clearly this was not the case
because only 3% of the participants consideatidg as the most important or very important objective.

Considering the participants’ demographics, we fbthat: (1) more female students than male
students considereatmospherglearning systemandassignmento be important; (2) novice negotiators
consideredearning systemandassignmento be more important than the experienced negotiatmd
(3) graduate students considered practiskitis to be more important than undergraduate students.

2.3 Implications of participants’ objectives

Results shown in Table 2 are insufficient to cldimat the seven items are indeed objectives usdtieoy
participants. The participants could make decisi(propose offers and counteroffers, and decide on
concessions) following one rather than many objestibut their answers could suggest that they used
many objectives. In the preliminary study this catnbe rejected, however we found strong association
between different objectives and several variablagh describe negotiation preparation, process and
results. We estimated these associations usingssign. The results are shown in Table 3.

The analysis involves three types of variables tbat be influenced by objectives: (1)
expectations defined here by an alternative a megotaspires to agree upon (converted to aspiratio
rating value), the worst possible but still accefgaalternative (converted to reservation ratintuep
and the expected friendliness of the negotiati@h;pfocess defined by the rating of the first offeaide
by a negotiator, number of offers made, number fédre® with and without accompanying messages,
number of negotiation days, and the total lengthmefssages (measured in words); and (3) outcome
measured by the agreement rating.

For each regression, the F-test was significatiteaf.01 level. The adjusted Ralues show that
the seven objectives accounted for:

- Over 70% of variability in the negotiators’ expectation;
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- Over 60% of variability in the negotiation process (except 50% in the message length); and

- 84%in the agreement rating.

The results shown in Table 3 indicate trating strongly affected the participants’ expectation
of the negotiation minimum acceptable and expeatedell as the process friendliness. Negotiatkits
are strongly associated with aspiration levels thedexpectation regarding negotiation friendlinedsie
learning — with reservation levels and friendlineggmospheras associated with expectations but less
strongly thanrating. In addition, the results indicate thaystemis associated with friendliness.
Interestingly, participants who focused on acqgirkmowledge for the assignment were not concerned

with any of the expectations.

Table 3 Regression of seven objectives on negotiation da&fien, process and outcomes

Rating Skills AtmospherelLearning System AssignmenOnline R°

Expectations
Aspiration rating 0.44** 0.17* 0.11** 0.09 0.07 0.04 0.08 0.82
Reservation rating 0.51**0.04  0.09* 0.16** 0.06 0.00 0.07 0.73
Friendliness 0.40** 0.17** 0.15** 0.17** 0.08* 0.00 0.04 0.83
Process
First offer rating 0.40** 0.17** 0.12** 0.13** 0.07 0.07 0.05 0.84
No. of offers 0.40** 0.08 0.04 0.14 -0.01 0.06 0.16* 0.64
No. of messages w/o ofrs.0.35** 0.15* 0.03 0.15* -0.04 0.04 0.17* 0.62
Negotiation days 0.41**0.24** 0.01 0.09 0.08 0.08 0.00 0.68
Message length 0.28**0.24** 0.13* 0.27** -0.13 0.07 -0.11 0.51
Outcomes
Agreement rating 0.45**0.17* 0.12** 0.12* 0.07 0.03 0.05 0.84

* T-test is significant at the 0.05 level;
** T-test is significant at the 0.01 level; valua® standardized coefficients? Ralues are adjusted

Furthermore, the results given in Table 3 also shioat individual objectives have different
impact on the process. Focus aating influenced the participants’ first/last offer, thmumber of
offers/messages and the length of negotiationswisigothat negotiators who were motivated by an
expectation to reach a high rating agreement natgotimore seriously and put more effort. The object
skills is related to the opening offers and negotiatiemgth; however, it did not affect the number of
offers but messages and particularly the messaggthle This indicates that those negotiators were
applying or trying to apply their skills in makirggfer and in communicating with the counterpartshwi
more arguments.

The relational objectivatmospherewas found to affect the first offer and messagwtie,
indicating that the opening offers may have beemammument to define the negotiation atmospherk an
that the atmosphere was strengthened via more coiation.Learningwas only related to the opening
offer, the number of messages and their lengthreds®nline only was related only to the number of
offers/messages. This indicates that the negosiatdth learning or online objectives put less effort on
reaching an agreement. Agaassignmentlid not appear to affect the negotiators’ actgti

Regarding the outcome, the agreement rating wasiassd withrating, skills, atmosphereand
learning but not with other objectivesating was shown to have a strong influence as it mag tea
negotiators to achieve a higher rating of agreenfemt some participants, the outcome may have been
influenced by the assessment of their negotiatidifssfor others, it may have been influenced bg t
counterparts’ feeling.

3  Exploratory study

The results of this preliminary study suggest tiegotiators have objectives either directly relatethe
role they are asked to play or not relevant torthle but rather to their profession (students,rees),
interests and broader contexts. The results alswesth that relationship (atmosphere) may be reletmant
negotiators even if it is not discussed in the case

The list of items in which we enquired about thetipgpants’ objectives is insufficient to
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categorize them into three types (substantivetiosial and learning). The factor analysis indicattest
substantial changes in the research instrumenmeeded. Therefore, the second experiment discused
this section is also of exploratory nature. We rfiedithe questionnaire and introduced it before the
negotiations. The purpose was to study the efféth® objectives on the negotiation process and its
outcomes.

3.1 Negotiator’'s objectives - revisited

In the preliminary study, we found that the progbsbjectives were significantly correlated with leac
other. We were thus looking for common factors ttwild be explained by those items. An exploratory
factor analysis showed a pattern of four-factor eto#actor 1 loaded orating, Factor 2 orearning,
systemassignmenandonline, Factor 3 oratmosphereand Factor 4 oskills andlearning The model
was not fitting very well to the data sarning was cross loading on both learning and practicktha
loading ofskills was not high. Nonetheless, it indicates that riagns may have four types of objectives:

1. Substantive outcome which focuses on the achievement of outcomes included in the terms of
contract and aggregated into the agreement rating (utility);

2. Relational outcome which aims at establishing a good atmosphere and thus focuses on the
development of good relationship with the counterpart;

3. Learning-oriented outcomes which are related to the process and its implications for acquiring
knowledge and new skills but much less for the specifics of the negotiations; and

4. Practice which focusses on training and skills improvement.

Taking into account these findings, we reviseditbms and added a few more. Table 4 shows the final
list of items and their classification.

Table 4. Revised objectives and their classifications

Classification Objective Item name
Substantive  Achieving as high a ratifog the agreement as possible. Rating
Trying to achieve the best possible agreement Agreement
Obtaining the best results for the compémt | represent. Company
Relational Establishing a friendly atmosphwith my negotiation partner. Atmosphere
Building a good relationshiwith my negotiation partner. Relationship
Achieving results that are good for batly negotiation partner and me. Joint value
Making the process as pleasantpossible. Pleasant
Learning Learning a new systeand using its functions. System
Acquiring knowledgewhich is necessary for course work. Knowledge
Learning how to negotiate on-line Online
Obtaining_informatiorwhich is useful for my assignment. Information
Practice Applying my abilityas a negotiator. Ability
Preparing for real-lifmegotiations. Real-life

3.2 Participants and their objectives

There were 224 students participating in the seamkriment from Austria, Poland, Switzerland, the
U.S.A. and Ukraine. Data analysis was based on doWplete responses to the pre-negotiation
questionnaire. The participants’ demographics \gerglar to the first experiment.

We tested the correlations among these objectivddlee results showed that several objectives
were highly correlated. We then performed an urngiMeid least squares factor analysis with oblimin
rotation. Table 5 shows the sorted item loadingsthre explained variance.

The two itemsability and real-life, which are associated with Practice (Table 4) ddagoorly
and they were excluded. Therefore, items relategréxtices for real-life negotiations and applying
negotiation skills were excluded.

In effect, three factors were identified correspogdto three types of objectives: relational
outcomes, substantive outcomes and learning exmerieThe total variance explained is 61.2%
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indicating an adequate factor structure for sgbbréed scales, and all, except one, factor loadargs
above 0.50 which is acceptable in exploratory stsidMoreover, most cross-loadings are below 0.10 an

the highest cross-loading is 0.22.

Table 5. Exploratory factor analysis (pre- negotiation)

Type Item Factor 1 Factor 2 Factor 3
Substantive Agreement 0.87 0.05 -0.06
Company 0.70 -0.04 0.22
Rating 0.51 0.05 -0.05
Relational Atmosphere 0.05 0.81 -0.07
Relationship 0.00 0.78 0.04
Pleasant -0.06 0.66 0.02
Good-for-both 0.10 0.49 0.07
Learning Course-work -0.07 -0.04 0.80
System 0.03 0.08 0.59
Online 0.16 -0.06 0.53
Assignment -0.08 0.13 0.53
Eigenvalues 1.56 3.71 1.46
Explained variance 14.21 33.75 13.31

Note: Items are sorted by factor loadings.

3.3 Objectives’ impact

The identified three types of objectives of nedotia may affect their perceptions and behavior in a
negotiation and thus the outcomes. As mentionedvegbawve analyzed the effects of the three
classifications of objectives from the participamtesponses before the experiment, which allowsous
consider the objectives as predicators of the matimt process and outcomes. The results are slown

Table 6.

Table 6. Regression of objective classifications on negimin process and outcomes (pre-negotiation)

Substantive Relational Learning ’R
Expectations
Aspiration rating 0.53** 0.09 0.34* 0.92
Reservation rating 0.40* 0.08 0.43* 0.81
Friendliness 0.35* 0.29* 0.35* 0.95
Process
First offer rating 0.56** 0.17 0.25* 0.95
No. of messages 0.92* 0.16 -0.55 0.28
No. of messages w/o ofrs. 0.65** 0.08 0.15 0.76
Negotiation days 0.67* 0.38 -0.24 0.64
Message length 0.80* 0.32 -0.39 0.53
Outcomes
Agreement rating 0.55* 0.06 0.35* 0.90

Similar to the findings from the preliminary studye found that the substantive objectives
strongly affected the negotiators’ expectationshavéor and substantive outcomes. The relational
objectives partially determined the participantgectations of friendliness of the negotiation bat of
substantive issues (e.g. aspirations and resengtid hese objectives did not significantly inflaerthe
process and its substantive outcome (agreemengjafihe learning objectives affected the negotsto
expectations but not as strongly as the substaotiyectives. They also affected the rating of tinst f
offer and the agreement, but not the nhumber ofrgfigessages, message length and negotiation length.
This shows that the negotiators who focused onniegrwere caring about the outcome but not as
seriously as the ones who wanted to achieve substarutcomes.
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3.4 Objective-based profiles

Using the items listed in Table 5, we recoded #wtdr values to four values for each factor: unirtga
(value 0), neutral (value 1), somewhat importaadye 2), and important (value 3). Using these scaie
used K-means cluster analysis and obtained fousters. Because we identified 2 outliers, we usetl 17
data points. Each of the three factors was fougdifitant at the level lower than 0.001. The four
clusters, given in Table 7 can be used to claskéyparticipants into groups. Each group diffegarding
the members’ consideration of the three types geatives and their importance ([0; 0.750 is
unimportant; [0.75; 1.5) — neutral; [1.5; 2.25)er®what important and [2.25; 3] — important).

Table 7. Participants' profiles based on objectives’ intpace.

Type Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Substantive 0.56 2.35 2.2 2.48 0.5

Relational 0.53 2 0.26 2.23 1.88

Learning 0.56 0.61 151 2.59 1.79

Focused on: Nothing Negotiation ~ Agreement Everything Overatiqaess
# (%) of participants 36 (21%) 23 (13%) 35 (20%) (28%) 34 (20%)

The five profiles have different importance levethiown in Table 7, of each of the three types of

objectives. Based on these importance levels windissh the following five profiles:

1. Focused on nothing: the participants considere@ mdihe three types of objectives important;

2. Focused on negotiation: the participants considdreth substantive and relational outcomes
important, and they did not consider study-relatbpctives important;

3. Focused on agreement: this group was highly mailab achieve substantive outcomes, while
relationship with their counterpart was not impotta

4. Focused on everything: this group represents paatits who were interested in all types of
objectives;

5. Focused on the overall process: this focus conpiiggh the negotiation process (excluding the
agreement) that leads in relational outcomes aaddharning process which results in enhancing
knowledge and improving skills

The number of participants in each cluster indigdteat: (1) 21% of participants were not interested
any of the objectives types and the remaining 79%ftewnterested in at least two types; (2) 25% of
participants were interested in each type; (3) 58Ptparticipants were interested in substantive
objectives; and (4) 59% were interested moderatelgtrongly in relational objectives. These results
show that the experiment’s participants differemts of their view of the importance of objectiviiste
that over 66% participants in the “nothing” growere interested in practice; they considered ohlject
ability andreal-life (Table 4) as important or very important.

These results suggest that it is a norm rather #mexception that the negotiators use other
objectives in addition to substantive. What is mdog 26% of them (i.e., 57 out of 172) substantive
outcomes are unimportant.

4  Discussion

The exploratory study allows us to suggest relatiqps among factors discussed above; they are shown
in Figure 1.

The results given in Table 7 indicate that partciis may be grouped according to the
importance they attach to the objectives. The tegyiven in Table 6 indicate that there may beatire
relationship between the objectives used in netjotia (and their importance) and the participants
expectations, their activities during the process the outcomes. Further experiments will be cotetll
to determine these relationships at both factoriwmd levels.

Based on the preliminary study we conducted anceafdry analysis which gives us strong
indication regarding reasons for accepting ineffitiagreements and unwillingness to improve if give
an opportunity. Agreement efficiency is computeddzhon the utility (rating) that it yields for baghles.
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In addition to the utility objective, the negotiedcalso use other objectives. These additionalctilogs
describe the relationship between the negotiatodsthe context in which the negotiation take place.
Negotiators, who are striving to achieve these rotdigectives, may have to accept achieving a lower
utility value than otherwise would be possible.

Objectives Negotiators Expectations Process Outcomes
Substantive
i Substantive
Rating Focus on First offer “ v
rating
: Relationship Agreement
Eelationsl Substantive
Atmosphere - ’W‘ No. of offers Agreement
othin :
Relationship & . rating
Reservations No. of mssgs
Pleasant > ' =~ = | without offers | =" Relational
Everything .
Relational .
days Friendliness
i Agreement
Learning Message .
Knowledge lenght Faiimess
System

T

Online

il

Information

Fig. 1. Negotiators’ objectives, profiles and their cansences.
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Abstract: Concessions are a key element of a negotiationy @ne made with the aim of moving
towards an agreement and convincing the other gartynprove their offer. This study analyzes
concession making in both auctions and negotiat@itings. The findings are based on data obtained
from two experiments. The average concession madkee reverse auctions is significantly higher
than the average concession made in negotiatiaamc®mparison of the initial and final concessions
in negotiations shows that while the number of fpasiconcessions the value of concession, from the
perspective of the concession-taker, decreases.rdgdts also show that there is a significant
proportion of negative and null concessions botauations and negotiations, the percentage of these
concessions, however, decreases as the partiesaloses to an agreement.

Keywords: e-negotiations, multiattribute auctions, multi-béleal negotiations, concessions,
concession comparison, online negotiation experisnen

1 Introduction

Concession in negotiation means accepting a wahke\of an issue with the purpose of convincing the
other party to improve their offer. It is “a changkoffer in the supposed direction of the othertya
interests that reduces the level of benefit sou@Btuitt 1981, p. 19). Negotiators make concessions
order to move towards an agreement, prevent thetepart from leaving the negotiation, and encoerrag
the counterpart to reciprocate (Komorita and E$8&5).

A concession is made by one party but assesseathy Ib is therefore possible that what one
side may consider a concession may not be seamchdy the other side. In other words, we may have
two perspectives on concessions: (1) the concessaer’s perspective; and (2) the concession-taker’
perspective.

The recognition that concessions are a key elenoénhegotiation is behind behavioral
researchers’ interest in concession behaviors (Bercelley et al. 1972; De Dreu and Carnevale 1995;
Kwon and Weingart 2004). Most studies, howeveru$oon single-issue bilateral negotiations in which
concession-making is simple and easy to observee Jituation gets complicated in multi-issue
negotiations because of the differences in impedapach party attaches to individual issues. In
experimental studies we may overcome this difficbly either imposing or asking the participantsise
preferences and utility functions.

Walton and McKersie (1965) note that concession ingaks not a mechanical process.
Concessions convey information about negotiatatifities and about one party’s perception of anothe
(Rubin and Brown 1975). The interdependence of ession means that negotiators reciprocate in their
concessions (Smith, Pruitt et al. 1982), althougtvgr has been found to mitigate this effect (Midren
Vaske et al. 1975).

Concession-making depends on the negotiator's aphroCompetitive negotiators try making
no concessions at all or as little as possiblegsmthey are forced to make more significant ccices
in order to secure an agreement. Cooperative retgotimake greater concessions at the beginnitigeof
process in order to show their willingness to reachagreement. With the negotiation progress, they
lower their concessions as they are getting clusthreir reservation levels.

Time pressure and reservation levels also congibmiconcession-making: concession rate was
found to be greater when time pressure was highreservation levels low (Smith, Pruitt et al. 1982)
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However, in the case of low time pressure, freqeencessions made by one party were not reciprdcate
(Pruitt 1981). Additionally, negotiation approacfieats the timing (when a concession is made) and
content (how much is conceded) of concessions fAl®nohue et al. 1990; Kwon and Weingart 2004).

2 Overview

The data used in this study was obtained from tweements conducted in 2011; one at a Canadian
university and one at an Italian university. Intbekperiments the participants used one of twcesyst
Imbins for multi-bilateral negotiations and Imafasreverse multiattribute auction.

The case involved a buyer representing a milk progucompany who wanted to award a one-
year contract to one of the four nominated transpion companies to deliver a certain amount okmil
every month. In granting the contract, the milkdarcer (buyer) considered three main issues (até)u
The rate for standard delivery, the rate for rushvedry, and the amount of penalties for late on-no
delivery. Sellers were representatives of the paration companies; each company had different
preferences over the three issues. For examplegrfercompany the standard and rush rate had high
priority and the penalty for delay was less impatité&or another company the penalty for delay vaas t
most important issue.

In addition, the transportation companies had oiffie utility functions and different reservation
values which were based on their breakeven poirits. reservation values for the four transportation
companies labeled here as A, B, C, and D were 2210 and 25 respectively. The goal of the buyes wa
to select the best company for the milk delivemptiyh negotiation or auction. Both the system ded t
case are discussed in more detail in (Kersten,r&olfo et al. 2012).

3 Concession analysis

A total of sixty-three negotiation experiments weaaried out in the Canadian University. In each
negotiation one buyer negotiated with four sellénsabout half of these experiments the buyers were
trained to enter into the negotiation with a coagige approach which is associated with a certagree

of openness, reciprocity, and concession-makingittigally does not depend on the counterpart and
the later rounds need not be forced by threatsodimer pressures. For the other half of the experisne
the buyers were instructed to follow a competitamproach that generally is associated with secrecy,
making no concession as long as possible and egepiessures on the counterpart to accept the
competitor’s offer. The sellers were neither trdimer informed about the approach of their couraes
(i.e., buyers).

In addition to the negotiation experiments, tweoite multiattribute reverse auction experiments
were also carried out. The concession behavidnebtdders has been compared and contrasted sith th
of the negotiators.

The following summarizes our findings about the a@ssion behavior of users for the
experiments conducted in Canada. It is importamiotie that the systems for both negotiation andi@uc
experiments were equipped with a calculator whizhid rate the value (utility) of all offers by agsing
a score between zero and one hundred, where zarassgned to the worst possible offer from thetpoi
of view of the user and 100 to the best one.

Concession is defined here as the difference betweevalues of two offers made by the same
person. Concession made by one side is evaluatdtelypposing side. Therefore, we can distinguish t
perspective of concession-maker and concessiom-tékar simplicity, we use the concept “concession”
when we talk about the concession-maker perspektiVais duality of perspective means that
concessions can positive, null, and negative. Resitoncession requires that the concession-maker
decrease his utility and yields an increase ottirecession-taker’s utility. Negative concessionwadl the
concession-maker to increase utility value while titility of concession-taker also increases. Null
concession yields concession-taker’s utility insee@ut results in no change in the concession-risaker
utility.

Table 1 provides a summary of the average conaessaale in all offers within the experiments
by the seller as well as the sellers’ concessiomfthe buyer’s perspective.
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Table 1. Average concession made by sellers.

Auction Negotiation

Coop. Comp.
Number of instances 21 31 32
Number of offers/bids 435 697 746
Null concession or negative concession 2.2% 8.5% 99
Avg. number of offers/bids per seller 5.6 6.4 6.5
Avg. seller’s concession 13.1 6.3* 6.6*
Avg. seller’s concession from buyer’s perspective 4.11 6.97* 6.7*

We note that the average concession made in tleeseauctions is significantly higher than the
average concession made in negotiation under bwoldittons (cooperative and competitive buyers’
approaches). This is also true for the mean came$rom the buyer’s perspective.

Table 1 indicates that in auction settings null ambative concessions were made less
frequently than in negotiation experiments. Nulhcessions in auction are possible when the minimum
bid increment calculated in one round and usethénniext round allow the seller to make bids whioh d
not require decrease of his utility. In such aatiten, the winning bid in the previous round doesforce
bidders to submit bids with a positive concession.

Figure 1 provides a histogram of the concessioneslWe note that in all three settings, the
most popular concession value is around five.

m Auctions
12
10 - Cooperative negotiations

B Competitive negotiations

T 3 4 05 AT R 9101112131415 1/ 17 12 19 20 71 27 73 24 25 PR 2T

SI0-TR-1T7-TR-15-14-13-12-11-10 -9 -2 -7 -f -5 -4 -3 -7 -1 0

Fig. 1. Histogram of the concession values for auctiomsragotiations.

An interesting observation in this graph is thahuttions and also in negotiations, high peaks of
concession frequencies correspond to values tkamaittiples of five. It seems that in both negabias
and auctions where there are potentially 100 wfitgalues to use, five is used as the bargainiri un
Thus, to win the auction or negotiation, it miglet Wwise to have offers that are multiple of fivegphne
unit more.

4 Concession-making in multi-bilateral negotiatio

To further analyze the concession behavior of totyers and sellers, we extracted the characterisfic
all the offers made in the cooperative and conipetiéuction experiments from the database of the tw
systems into three separate files. After deletirggrecords of all subjects who exchanged lessttirae
offers, we constructed two measures of concessina:from the difference in the values of the second
offer and first offer, and the other one from tliéedence in the values of the last offer and the before
the last. These are labeled as the first and tastassion, respectively. The following results hbeen
obtained from analyses of the first and last cosioas.
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4.1 Buyers’' concession behavior

In the competitive setting there were 28 buyerdwitore than three offers of whom only one made a
positive first concession (3.6%). The last conem@sén the negotiation, however, was made by siebsly
(21.4%) buyers. This indicates that the buyerofedid the experimenters’ instructions.

In the cooperative negotiation setting the buyéss #ollowed our instructions. Five buyers made the
initial concessions which decreased their utility 1.6 units on average. The number of buyers who
made concessions increased to 11 in the last rdunidthe average increase dropped to 4.8 units. The
difference between the first and last concessiass faund to be statistically significant (p-valueds).

4.2 Sellers’ concession behavior

In the competitive setting, a total of 104 negadias had more than three offers exchanged andZor 8
(0.79%) of them the first concession was positiMee overall average value of concession for thismpr
was 16.03 units. No significant difference was dité between the mean concession values of the four
sellers companies made in their second offer. Sgveeaven percent of this group made a positive
concession in their last offer and the overall agervalue of their concession was 11.15 units.

The average value of the last concession was faubéd significantly different for each of the faellers
(p-value < 0.001). The average concession madeably seller was: Seller A = 7.37, Seller B = 17.16,
Seller C = 5.28 and Seller D = 17.36 units. Apptyerthe concession behavior of negotiators
representing companies A and C with regard to dasedoncession were similar. The same phenomenon
was holding for representatives of the two compaBi@nd D.

In the cooperative setting, 98 negotiators had nioam three offers exchanged and for 74 of
them (0.76%) the first concession was positive. dlierall average concession was 11.56 units and
similar to the competitive group no difference wietected between the mean values of the seller’s
concessions. In their last concessions 82 negasiat this group (84%) had a positive concessiah w
an overall average value of 10.7. Unlike the coitigetgroup, the average values of the last conopss
for the sellers were not statistically differenttad 0.05 level of significance.

Analysis of the auction data revealed that of theaGctions, 89.4% of the first concession and
90.9% of the last concession in this group werétipes The overall average value of concessioniis
group was 26.74 and 10.63 units for the first a®d toncession, respectively. No significant déferes
were found between the average values of thedaostession for the four seller groups, but the ayer
values of the last concession for the four groupseviound to be significantly different (p-valué<05).

The average concession for the four groups was: 14.88; B = 8.35; C = 8.53; and D = 10.45 units. A
previously noted, we observed that in auctions,dberease of the utility value which is caused gy t
sellers’ first concession is significantly highbah that of negotiations.

To explore the possible relationships between timaber of messages sent or received and the
amount of the first or last concessions, a colmiaanalysis was conducted for both competitive and
cooperative negotiations experiments. No significeorrelations were found between the number of
messages (sent, received or total) and amountrmiessions (first or last).

It is interesting to note that in various settimgs found that between 6 to 14 % of sellers made
negative concessions either in their second or thst offer which may be in line with Walton and
McKersie's (1965) observations indicating reciptima

5 Summary and conclusions

Concession analysis can help us to better undersparyers’ and sellers’ behavior in auction and
negotiation settings and to adjust our approacbrdargly. A number of observations were made is thi
study. We found out that the average amount of €sgion made in auction settings is significantly
greater than in negotiation settings. We also ntiatiat the start of cooperative negotiations, ffewple
make concessions but the amount of the concesliegsmake is relatively large. However, toward the
end of negotiations a larger number of negotiatorake concessions but their concessions are
significantly lower. These finding together withose indicated in Section 3 can be used in negmiiat
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settings and auctions to modify our behavior duriagious stages of the process in a fashion that
increases our chances of ending with a favorabieooue.

We noticed that the value of the last concessioderia competitive negotiations and that of
auctions differed for various sellers. We expedtsd difference to be associated with the resemwmati
value of the company, however, no such relation feasid. Additional studies are required to shed
further light on these issues.
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Abstract: In this paper we present how to adopt and modify fuzzy TOPSIS method to be

applicable for the support of the ill-structuredgagation. When considering the ill-structured

negotiation we focus mainly on the imprecise negimth space definition and the problem of vague
preferences. First we introduce the traditionakzjuZ OPSIS model and then we formalize an ill-
structured negotiation problem pointing out soniés that require consideration and modification
before applying this model.

Keywords: negotiation analysis, preference analysis, TOPfai&y negotiation problem, fuzzy data,
linguistic variables.

1 Introduction

TOPSIS (Technique for Order Performance by Sintjlaid Ideal Solution) is one of the methods used
for solving multiple criteria decision problems.i¥hmethod was firstly proposed by Hwang and Yoon
(1981), however there are some earlier works oftBaslovakian and Polish researchers that formulated
very similar approach more than decade before Ksdlvig, 1968). The main idea of TOPSIS it to
evaluate the alternatives by measuring simultarigdbeir distances from the Positive Ideal Solution
(PIS) and the Negative Ideal Solution (NIS). Thesippee ideal solution is an alternative that is tos
preferred by the decision maker (DM), i.e. maxirsitiee benefit criteria and minimizes the cost dete
whereas the negative ideal solution is the leasfepted one, i.e. maximizes the cost criteria and
minimizes the benefit criteria. The preference orde built then according to alternatives relative
closeness to PIS, which is a scalar criterion timahbines these two distance measuféds classical
TOPSIS method assumes that the evaluation criteri@ria weights, alternatives and their resolutio
levels are precisely defined, i.e. that the probisrdefined in a form of decision matrix filled Wwithe
crisp data (the problem is well structured). Howewe the real-world decision making problems DMs
are usually not able to express their evaluationsrisp data. They define them imprecisely in aueg
way, operating with ranges rather than with thecexaumbers or using the verbal descriptions or
linguistic variables (see Chen and Hwang, 1992 fidasons for such a definition may be various: the
time pressure, the lack of knowledge or data orettert’s limited expertise about the problem damai
Therefore, the extensions of TOPSIS were propasatng at the adaptation of the traditional aldorit

to the interval data or fuzzy environment (Jahahkimaat el., 2006a,2006b, Chen 2000). All TOPSIS
techniques such as the classical, interval or fumgs help DMs to structure the problems, conduct
computational analysis and rank the alternatives.

In this paper we analyze the applicability of thez& TOPSIS procedure to supporting
negotiation process that takes into consideratiensubjective and imprecise judgments of negosator
The Fuzzy TOPSIS procedure would make possibleettsuation of negotiation offerguilding the
ranking of the compromise solutigr®nstructing theounteroffers, evaluating and comparing the size of
potential concessionsand also couldhelp in improving the compromise achieved by negotiators
themselves bgearchingor the Pagto optimal and dominant solutions. Usually for sachanalysis the
traditional simple additive weighting model (Keenagyd Raiffa, 1976) is applied, like in the major
negotiation support systems (NSS) or electronicotiation systems: Inspire (Kersten and Noronha,
1999), Negoisst (Schop et al., 2003) and Smarts@ttiessen and Soberg, 2003). But the recentnasea
on how electronic negotiator use and interpret Sgdates show (Wachowicz and Kersten, 2009; Paradis
et al. 2010), that the NSS users very often miginét the ratings and prefer to operate with thguistic
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equivalents of the ratings than the numbers as. Suwrefore we decided to focus on the Fuzzy TOPSIS
approach, which does not require of negotiatorsaijpey with crisp humbers and numerical definitafn
preferences and simultaneously has a very clearprétation of the measures it uses (i.e. distances
Furthermore, some modifications we propose allomgu$uzzy TOPSIS for ill-structured negotiation
problems, namely when the negotiation space i®@noannot be precisely defined.

This paper has 3 more sections. In Section 2 weeptethe classic algorithm of Fuzzy TOPSIS,
applying simultaneously the notion of linguistiakxs to handle the imprecise definition of negotsit
preferences. In Section 3 we discuss the possitlensions and modification required to handle the
problems that may occur when Fuzzy TOPSIS is appbiall-structured negotiation problem. We focus
mainly on the problem of the definition of negatiat space by means of aspiration and reservatigide
and the possible consequences, e.g. the necessitloation of the counterpart’s proposals that @ut
of such a predefined negotiation space. We alsstomt a formal model of negotiation for Fuzzy
TOPSIS support. Finally, in Section 4 we give dmsirative example of scoring offers by means ef th
modified Fuzzy TOPSIS method and analyze the caresezps of its application.

2 The TOPSIS Methodology

2.1 The statement of the decision problem

The multiple criteria decision making (MCDM) probieis a problem of selecting the best alternative,
described by many different and usually conflictingteria, out of the set of predefined feasible
alternatives. The MCDM is a process that requidehgnshahloo at el. 2006a):

« establishing system evaluation criteria that redgttem capabilities to goals;

e developing alternative systems for attaining thalgjo

e evaluating alternatives in terms of criteria;

e applying a normative multiple criteria analysis huat;

e accepting one alternative as "optimal" (preferred);
If the final solution is not accepted, gather nefoimation and go into the next iteration of mukip
criteria optimization.

Suppose the DM has to choose one of (or ramk)alternatives: A, A,,...,A, described by

ncriteria: C;,C,,...,C,. This problem may be concisely expressed in a mdmim as X =[x;],
w=[w,W,,....w,], where x; is the resolution level of the alternativg (i = 12...,m) with respect to

the criterionC; (j = 12...,n), and w; is the weight of criteriorC; (Chen 2000). The MCDM problems

may be divided into two categories. One is thesitas MCDM problems, where the ratings and criteria
weights are measured by means of crisp numbersth&none, is the fuzzy multiple criteria decision-

making (FMCDM), where the ratings and criteria wegjare usually expressed imprecisely, subjectively
and vaguely by means of linguistic terms, fuzzy bams or intuition fuzzy numbers (Jahanshahloo .at el
2006b; Chen 2000).

2.2 Fuzzy sets, fuzzy numbers and linguistic vaables

The crisp data is very often inadequate to modatife problems. Uncertain human judgments, lu€k o
information, vague preferences cannot be estimatedexact numerical equivalents. Zadeh (1965)
introduced the fuzzy set theory to modeled impreni®r vagueness. The fuzzy numbers are the special

classes of fuzzy quantities — more precisely, ayfummberA is a convex normalized fuzzy set. There
are different types of fuzzy numbers, but in pieethe triangular and trapezoidal fuzzy numberdlze
most frequently used in problem modeling (Chen,20@®&hraman at el., 2007). In our paper we use the
triangular fuzzy numbers (TFNs) because of themgotational simplicity and easiness in representing
information.
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Technically, the fuzzy numbers are characterizedatyinterval of real numbers, each with a

grade of membership between 0 and 1. The membefghgiion of a TFN is express in the following
way:

0 dla x<a
X_

Q

—— dla asx<b

b_
ux0=12"2 1)
—— dla bsx<c
c-b
0 dla x>c

A TFN, denoted byA= (a,b,c),is defined by three real numbers, that indicate shellest
possible value(a), the most promising valuéb), and the largest possible valge) of this TFN. Note,

that the both the crisp data and the interval datéa,c) can be regarded as the fuzzy triangular number
— see formulas (2) and (3) respectively:

X = (%%X) 2
% = (a,24¢,c) ©)

A TNF A=(ab,c), is the non-negative fuzzy number, if (and only i = 0. For non-negative
TFNs various arithmetic operations may be used. IMtebelow the major operations used later in
TOPSIS procedure Led, = (a;,b;,c;) and A, =(a,,b,,c,) be two positive triangular fuzzy numbers,
then:

o multiplication of TFN by a real numbé¢ requires:

kO A = (kay,kby,kcy), 4)

0 identification of max and min TFN requires:
max (A, A;) = (Max(ay, a,), max(by, b,), max(c;,c,)), )
min(A;, A,) = (min(ay,a,), min(by,b,), min(c;,c,)), (6)

o calculation of vertex distance requires:

Ay, Ay) = 38y ~2)7 + (b ~5)7 + (¢, - c,)7). "

The linguistic variable is a variable the valueswdfich are words or sentences in a natural or
artificial language (Zadeh 1975Yhe notion of linguistic variable provides mears gpproximate
characterization of phenomena, which are too coxpiegoo ill-defined to be described in conventibna
crisp quantitative terms. These linguistic variablghould have quantitative equivalents. The one
possibility is define these equivalents in a foriyositive triangular fuzzy numbers. The exampleswéh
a linguistic variable is given Table 1.

Table 1. Linguistic variables for the ratings.

Linguistic variables Fuzzy triangular numbers
Very Poor (VP) (0,0,1)
Poor (P) 0,1,3)
Medium Poor (MP) (1,3,5)
Fair (F) (3,5,7)

Medium Good (MG) (5,7,9)
Good (G) (7,9,10)
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Very good (VG) (9,10,10)
Source:Chen 2000.

Similarly, the criteria weights may be expressearteans of the linguistic variables and TFNs
equivalents (Table 2).

Table 2. Linguistic variables for criteria weights.

Linguistics variables Fuzzy triangular numbers
Very Poor (VP) (0,0,0.2)

Poor (P) (0,0.1,0.3)

Medium Poor (MP) (0.1, 0.3,0.5)

Fair (F) (0.3,0.5,0.7)

Medium Good (MG) (0.5,0.7,0.9)

Good (G) (0.7,0.9,1)

Very good (VG) (0.9,1,1)

Source:Chen 2000.

2.3 The Fuzzy TOPSIS procedure

The classic TOPSIS method proposed by Hwang anch Yb@81) has already been extended to deal with
fuzzy multi-criteria decision-making problems. Theocess of weight estimation in TOPSIS can be
resolvedby using analytically hierarchy process (AHHBaur et al., 2002)analytic network process
(ANP) (Shyur and Shin, 2006), linguistic valuekadidiet al., 2008) or other techniqudse attributes’
weights can be crispr'éaur et al.,2002 fuzzy Chen and Hwang, 1992; Chen 2000; Jahanshahlog, et al
2006b)or linguistic Jadidiet al., 2008 The values of attributes can be triangular nusi@hanshahloo
et al., 2006} trapezoidal Kahraman et al., 2007r linguistic Jadidiet al., 2008 In TOPSIS procedure
some types of measures have been used, such édeanallistanceGhen, 2000)the least absolute value
terms Qlson, 2004, Minkowskis metricsl(in et al., 2008)and weighted Euclidean distanc@hfur and
Shin, 2006) Chen (2000) extended tHeEOPSIS method to fuzzy group decision-making banigular
fuzzy numbers and defines crisp Euclidean distdreteveen two fuzzy numbers. Tsaur et al. (2002)
transformed a fuzzy MCDM problem into a crisp omeotigh centroid defuzzification. Chu (2002)
changed a fuzzy MCDM problem into a crisp one aolvesl the crispMCDM problem using the
TOPSIS method. Chen and Tzeng (2004) used fuzegral to transform a fuzzy MCDM problem into a
non-fuzzy MCDM and they employed grey relation gratd define the relative closeness of each
alternative. Jahanshahloo et al. (2006b) transfdriifeNs into intervals using alpha-level sets arghth
normalized them by means of interval arithmetic.ng/aand Elhag (2006) proposed a fuzzy TOPSIS
methodbased on alpha-level sets, which is formulated asrdinear programming (NLP) problem and
can determine the exact fuzesiative closenes¥ahraman et al. (2007) presented a hierarchicayfuz
TOPSIS method, in which the hierarchicgttucture was unfolded and represented by an estend
decision matrix, the PIS and NIS wetetermined by using the generalized mean for fumaybers.

Here we presented one of Fuzzy TOPSIS procedurdbas positive TFNs (Chen 2000). The
idea can be expressed in a series of followingsstep

Step 1Defining the fuzzy decision matrix and vector oigive
The fuzzy decision matrix is constructed ¥s=[x;], where X; is a positive TFN. The vector of

weights has the form ofv =[w;,w,,....,.w,], w, OO and ij =1
j
Step 2Building the normalized fuzzy decision matrix.
In this procedure linear scale transformation sduer normalization. The normalization procedure

depends on the type of criterion. Letbe a set of benefit criteria (the greater vahe lietter) and
be a set of cost criteria (the lower value thedgtt

The normalized fuzzy decision matrii = [2"-] can be indicated by the following formula:
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z = % 2% S yhere jol,j=12.,n (8)
maxc; maxc; maxc;
[ [ [
ming; mina; ming;
5 i i i ) .
Z; = , , where jOJ,j=12..,n 9
i G b a J =1 9)

j j ij
Step 3 Building the weighted normalized fuzzy decisionrixat
In the weighted normalized fuzzy decision matkix= [ﬂj] the criteria importance is taken into

consideration:

fj =w; 0 for i =1,..m;j =1,.., n. (10)

Step 4 Determining the fuzzy positive ideal solution (FRA8d fuzzy negative ideal solution (FNIS).
The FPIS(A*) and FNIS(A’ ) are determined as:

a =l ot )_{ o AJ (D
=%, V5 ,....V7 |=| maxf,, maxr,,...,maxf,
i i i

(12)
A = (\71",\72",...,\7“_)=[minﬁl,minﬁz,...,minﬁnj
i i i

Step 5.Calculate the distance of each alternative to FPi8 &NIS, respectively.
The distance of each alternative from FPIS and FEScalculated using vertex distance between
two fuzzy triangular numbers as:

n (13)
d" =) d(,v)), i=12...m
=1

n (14)
di =D d({v)), i=12..m
j=1

Step 6 Calculating the relative closeness to the FPIS
A closeness coefficient ath alternative (CC,) is defined to rank all possible alternativeSC,

represents the distances to FF@IS) and FNIS(A‘ ) simultaneously and is calculated as:
d-
d +d’

CC =
where0<CC, <1, i=12...m

(15

Step 7.Ranking all alternatives according to descend(@; .
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3 The negotiation model based on Fuzzy TOPSIS predure

3.1 Formalization the negotiation problem

Negotiation is a complex process of interactionweetn sides including the exchange of offers,
concessions and argumentation. MCDM methods ancelmaday be useful for supporting negotiation
process (see Raiffa et al., 2002). Usually thepdCDM models are proposed, that are mathematically
elegant, but (since the negotiation processes atglly very complex) they oversimplify the real
negotiation situation and make the practical resutsatisfactory. It is because the negotiatioruawally
described by the parties in the natural languadggwoperates with words. It is also difficult toepisely
assign the numerical data, such as scores or satinghe negotiation issues and options. Theredfure
fuzzy MCDM seems to be more appropriate for suppgmegotiation processes. The fuzzy approach can
effectively handle both qualitative and quantitatisontext of negotiation, expressed offers not dmly
crisp data, but also by interval data, fuzzy numlmeringuistic variables.

We will try to formalize the negotiation processngsthe TFNs and fuzzy TOPSIS method. We
start with the following notations:

0 a negotiation packagés an offer, which negotiator may send to or reeeirom their

opponent,

0 anissuds a criterion negotiator use to evaluate the effer

0 anoptionis ancriterionpotential resolution level.

We assume that negotiator has to choose one db (mank) m feasible package®,,P,,....P,
taking into consideration the issset Z ={Z,,Z,,...,.Z,} . Z can be divided into two sets and J,
where | is a subset of benefit issues ahds a subset of cost issuégt w=[w,w,,....,w,] be a vector
of issue weights, which is obtained by subjectiyinmn, AHP method (Saaty, 1980), linguistic
variables.

On the preliminary step the negotiator choosespgcristerval, fuzzy numbers or linguistic
variables for describing the issues’ resolutiorele\and represents all of them by TFKls (a,b,c) . The

crisp data is transformed to TFNs using formulgs (2) and Table 1. In this way every packageis
represented by a vectoR :[fql,xz,...,iin], where X; is a TFN representation of théhe issue’s

resolution level in théth package. We also define the lowest acceptabjett@alue as well as an ideal
value for each criterion. Those values give theimar limit of demands as well as the minimum limit
of concessions and define the negotiation spacedch issue.

We can use now the ideas of the fuzzy TOPSIS, heinsyme modifications of the algorithm are
required. We need to define the ideal and antitideltion first. Normally, the coordinates of idlead
anti-ideal solution are represented by maximum ardimum values of options for all the criteria.
Nevertheless, the set of packages which the negotiefines to evaluate may not cover all possible
packages that could be proposed within the forthegmegotiations. So, we suggest to introduce two
new packages, that will play role of the ideal amdi-ideal offers. Negotiator defines the ideal amdi-
ideal values for each issue by comparing them thighextremes defined in the negotiation space (FPIS
and FNIS) or propose two independent packages,idbal one (P) and anti-ideal one(P,)

! If the criteria are defined numerically we cahesdreme valueS(}', X; such as

X7 <minx, for i=12..mj=12..n; (16)

J 1)
i

X[ 2maxx; for i=12..mj=12..n (17)

Then,

! Naturally, it will change the results of the fuznatrix normalization.
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+

(X7 ,x],x]) if j isabenefit criterion

Y ek P o (18)
(xj ,xj ,x; )if jisacost criterion
and

(Xj % ,xj) if | isabenefit criterion
Alj = + + + T . . (19)
(Xj % ,x; ) ifj isacost criterion

are the TFNs that represent the resolution lewali§thi issuein the packages?, P, respectively. For
the criteria represented by linguistic value we aae extreme linguistic values such ¥sry good

(VG) or Very poor (VP) (see Table 1).

We will apply then the fuzzy TOPSIS procedure tonkrapackages from the set
PO{R,P,}={P,R,....P,,P,P,}. Let us denote se€C={CC(R),i0P} of closeness coefficients,
the differences of which ACC;, =CC(R)-CC(R)can be interpreted as a cardinal measure of
concessions made by a negotiatipk = 1,2...,m).

The negotiator decision problem can be formallycdbsd thus as the eight-tier

@.,P,1,3,w,B ,Py, ,C). (20

It should be emphasize that it is very importardefine the negotiation problem (20) well at the
beginning of negotiation, in particular the negidia space described b, P, ,P,, , since the evaluation

of the negotiation offers outside of this spacartuthe negotiation may cause the confusion andgha
the initial scoring systenC (see section 3.2).

3.2 Negotiation process

Let t, be the time variable denoting the negotiation togn= 0J....T).In the roundt, one party makes

a proposal, i.esubmits an offerwhich their counterpart may accept or reject. Atarpe means an
agreementind the negotiation concludes successfully. Repatieanslisagreemenand the negotiation
proceeds to the roung, in which the counterpart makes their proposalt (theal negotiator may accept

or reject). The process continues as long as ortheobffers will be accepted or rejected withouy an
following counteroffer. The negotiations are thbs paths of offers and counteroffers that are coisd
with agreement or disagreement:

We will denote by ,P,1,J,w,R,, P, ,C)(t,) the negotiator's decision problem in the round
t,. Let us assume, that during the negotiation pro¢ess round,) the negotiator has to take into
consideration a new packaBg. We will callthe negotiation problem stable with respect to paekage
Py if this package, added to the negotiation problefinidion (20), does not change the normalization
results (formulas 8 and 9) and/or the definitiorF81S and FNIS packages (formulas 11 and E2he
new packageP, does not change the stability of the negotiatiablem, the only thing we need to do is
simply to incorporate this package into the decisinatrix (Py O P)and to calculat®y 's closeness
coefficient, which needs also to be included in tlew definition of the negotiation problem, i.e.
CC(Ry)CC.

The problem that needs to be solved is what tof dleei new packagd®, makes the problem
unstable. Unfortunately, it is impossible to give @vious recommendation in such a situation, since
depends on the negotiation problem itself and #gotiators’ philosophy of evaluating such a neveoff
The simplest way to solve this problem is to add trew package to the decision matrix, . 0P,
and to apply then the fuzzy TOPSIS algorithm t@oes all the feasible negotiation offers. Unfortigmg
all the scores obtained within the §ebefore adding?, will change, which may lead to ranking reversal
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(see an example in Section 4). From the negotigp@rspective such a modification may be confusing.
Basing on the previous ratings, they may have tejesome counterparts’ proposals that in the ctrren
ranking (determined after addify ) could have quite a high position.

To avoid such an ambiguity in the offers’ scorimgs may try to evaluate the new packa@g

within the scoring system defined by the initiabogation problem. However, two more questionsearis
while trying to make such an evaluation. The fose concerns the way that we decide whetRgris

better thanP, (or worse thatP,, ) with respect to some issue (or all package). Bhilch a comparison
is quite obvious while comparing the crisp dataghee cannot clearly confirm the relatidy; > P; (or

Pyj < Pajj ) for jth issue. The second one concerns the way we metef@nd take into consideration) the

potential excess of the packagg over B, (or its shortage td>,, ). Negotiators may wish to evaluate

them from the non-compensatory basis. If so, theuldv/not take into consideration the excess ofevalu
betweenP, and P, , assuming thaP, simply gives them the maximum possible satisfactisP, does

(consequently, they would not take into consideratthe shortage of value betwed®, andP,,
assuming that this offer gives them the lowest ipbessatisfaction, asP,, does). If the compensation

needs to be taken into consideration a new probleses, how to score the new package (its excesses
shortages on some issues) since the notion ofndists no longer legitimateR; may be much better

and therefore distant t®,, which should be considered as a good poinPgfand increase its score).
Below we give some recommendation for both theasibns.

The non-compensatory approach

The consequence of the non-compensatory assumpti@ur problem is that no package can be scored
higher than theP, and lower thaf?, . Therefore, even if on some issué} results in better

consequences tham,, it is assumed that its true performance is eqoalPt’s one. Since the

performance of each offer for each issue is desdriby means of TFNs we need to checked then,
whether neither of the three parameters descrithiegperformance of the incoming offé, is better

(worse) than the corresponding parameter descritiad® 's (P, 's) performance for this issue. If so,
we have to limit (upgrade) these resolution levelthe corresponding maximum valuesRf(minimum
values ofP,, ).

Let us denote bykg, ; =(a} b} .c} ), Xg; =(a}.b},ch) and % ; =(a} b} .c) ) the
fuzzy triangular numbers that represent the resoluevels forjth issuein the packages,, P, Py
respectively. Let us assume furthermore, withoasileg generality of the reasoning, that ftheissue is
of the benefit type (i.eZ; 1 ). Before evaluating the incoming packagg by means of the Fuzzy

TOPSIS scoring algorithm, all thg, ; values (for j = 1, ...,n) need to be rewritten to the following

form
o1 = @), B, L), @y
where
yho ifyh >yl
Vb =1Vh, VR <V S (22)

J ,
Yo, otherwise

for y = ab,c— denoting the triangular number parameters resdygt

2 The inequality relations will be inverse #; L1J.
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Such an approach to redefinition of the new incgmiifers will assure that the non-
compensatory assumption would be taken into corsid® while measuring the distances both to FPIS
and FNIS. Limiting the values o to the resolution levels o, will make P offer as good a$;,
and as distant t@,, as P, is, for each negotiation issue respectively, whiakst be guaranteed to keep
the CC calculations coherent (the same stays true foragingg the values to the resolution levels of

Par)-
The quasi-compensatory approach

The compensatory assumption requires taking intwsideration the fact th&,’s may be somehow
better thanP, (or worse thaf,, ). It is not easy to conduct all the necessary TISP&lculation

according to this assumption, since the methodf itmeses on the measuring distances to the referenc
points that are assumed to be the extreme poimdstheerefore it is implicitly assumed that thistdisces
have the clear meanings. The distance to FPISafaysw much the offer under consideration is worse
than FPIS, while the distance to FNIS says of hawemit is better than FPIS. If we assume now, tihet
offers under consideration may be better thanRhe€or worse thal,, ) with respect to some issue then

the notion of the distance as such is not sufficierdescribe theP, 's attractiveness, since it increases

the denominator of the formula (15), and consedyetdcreases the value of the closeness coefficient
The most intuitive idea how to handle this probierto change the notion of distance in TOPSIS sgori
algorithm and replace it with the notion of dewdati identifying simultaneously the positive and atdge
deviations. The negative deviation would be theivdent of the distance function used in standard
TOPSIS algorithm, while the positive deviation wibwalescribe the excess (shortage) oefto Py, ),

and consequently should not be added within tharsgéormula, but subtracted rather to compendate t
fact the offer under consideration is over-goodujader-bad).

Such an approach changes the fundamental notioR®BEIS method and requires the detailed
theoretical investigation and consideration thatwi# not conduct in this paper. We suggest instaad
simpler solution that keeps the general notion easuring distances unchanged. We will not change fo
the calculations the form d®, as we did before (formulas 21 and 22), howevemillestill assume that
if Py is better thatP, the distance (measured for each issue separbkethween these packages should
be 0. Simultaneously we will take into considenatibe Py 's potential excess ovel, while measuring
its single criteria distances tB,, . It will make this offer to be more distant frof,, on some issues,
which can compensate the shorter distances (eewtiise performances) on other issues. It will nthke
d” elements of the formula (15) increase, whdé will remain stable. The value of the overall
closeness coefficient will increase then. Similaify P, is worse thanP,, on some issues the single
criteria distances between these packages will, iri0the corresponding distancesRp will increase
and compensate (reduce) the shorter distancesh@daetter performances) on other issues. Itmike
the di” elements of the formula (15) stable, whdé will increase. The value of the overall closeness

coefficient will decrease then.

What should be emphasize here, is that the appreacpropose is not fully compensatory. It
still does not take into consideration the potértiecesses (shortages) in the resolution leveldewnhi
measuring the distances t® (P, ). These over-good (under-bad) performances are takem

consideration in measuring the distance$tqP,, ) solely. The consequence of such an approach is that
if Py is globally over-good (i.e. better tha® on all the issues) its closeness coefficient alstill 1.

We may call this approach to be a quasi-compensdt@n. Formally, the process of measuring the
distances for quasi-compensatory approach will ireqgihe single distance formula (7) to be modified.
For thejth issue the distance betwe®y and P, should be measured now as:

d(Py.Py) = y4(@2 +b? +E2 23)

where
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iyl i) oyl
ij:{XPN Xp if Xp, xP|<O (24

0, otherwise '

for x = a,b,c— denoting the triangular number parameters.
Similarly we define the distance betweBg and P, :

d(PN,-,PA”)=,/%(aj2+b12+6j2§, (25)

where

Iy T2 Y|
ii = XPN XPAI, i XPN XPAI >0 (26)
0} otherwise J

for x = a,b,c - denoting the triangular number parameters.
Note that while normalizing th&,, 's resolution levels we may still use the formu{@sand (9)
with the maxc; and mina; determined within the predefined set of the feasditernativesP . The
1 I

only effect of such position normalization would theat the single criteria performances Bf that
exceeds the initiaP, would obtain the normalized value greater than 1.

Differences between non-compensatory and quasi-compsatory approach — an example

Let us consider a simple numerical example, in White incoming offer needs to be evaluated by
comparing it to the reference alternatives and P,, with respect to a single criterion described by

means of fuzzy numbers. Let us assume that thetinémopersonally defined the reference points,clvhi
are: B = (358) and P, = (146). The incoming offerP, = (24,9). According to the non-compensatory

approach we will determine the distance betweldp and the reference points using th& 's
modifications (formulas 23 and 24). Sirge >cp, we will need to rewrite Py to the form

Py = (248) . The distances may be calculated fiow

d(PN,P,):\/é((B—Z)2+ (5-4)% + (8-8)%) = 082, 27)
d(Py,Pa) :\/é(a—z)% (4-2)2 + (6-8)?) = 129, 29)
ConsequentlyCC(Py) =ﬁ2282 = 061

The quasi-compensatory approach will not modify Bg’s form as such. According to the
formula (26) it will only neutralize the differenceetweency —and cp , while in measuring the distance
between Py and P, the original value ofcy will be taken into consideration. The distance is
calculated in the following way:

d(PN,P,):\/%((3—2)2+(5—4)2+0)= 082, 29

d(Py.Pa) = \/%((1—2)2 +(@4-4)%+ (6—9)2) ~ 182, (30)

% We do not need to normalize the performance valires we consider single criterion only.
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182

— = 069
1.82+0.82

Thus we obtainCC(Py) =

4 An example

In this section we demonstrate the calculation @sef the proposed approach. Let us consider arBuy
and a Seller, bargaining about the conditions efgbtential contract. The following issues are uksed:

Z, — unitary price (EUR), Z, - payment conditions (days),Z; — returns policy. Suppose that the
vectors of the issues’ weights arey = [0.7,020.1] for Buyer andwg = [060.20.2] for Seller. The
issuesZ,, Z, are represented by TFNs, add is scaled using linguistic variables which areadksd to
TFNs (see Table 1). The negotiation spaces deftiyetthe crisp values foZ,;,Z, and linguistically for
Z, are the following:

o Price: (3545) for Buyer, (45) for Seller;
0 Payment:<1,30> for both parties,

0 ReturnsyVery Poor (VP), Very Good (VGYor both parties.

Z, is the benefit (cost) issue for Seller (BuyeB), is cost (benefit) for Seller (Buyer)Z;is
estimated by both of them as benefit. The negaosatmnsider 18 possible packages and the initial
decision making problem represented by TFNs isgmtes! in the Table 3.. We will analyze two cases:

Case 1:The FPIS and the FNIS solution in TOPSIS procedueerepresented by the best and the
worst possible offers.

Case 2:The FPIS and the FNIS solution in TOPSIS procedire based on the limit variables
negotiation spaces for issues (Table 4).

Table 3. Negotiation packages

Package Z Z, Z,
Price Payment Returns
Buyer/Seller Buyer/Seller Buyer Seller
Py (4,4,4) (2,4,6) (5,7,9) (1,3,5)
P, (4,4,4) (7,11,13) (3,5,7) (3,5,7)
Ps (4,4,4) (14,17,20) (5,7,9) (1,3,5)
P, (4,4,4) (2,4,6) (3,5,7) (3,5,7)
Ps (4,4,4) (7,11,13) (5,7,9) (1,3,5)
Ps (4,4,4) (14,17,20) (3,5,7) (3,5,7)
P; (4.2,4.2,4.2) (2,4,6) (5,7,9) (1,3,5)
Pg (4.2,4.2,4.2) (7,11,13) (3,5,7) (3,5,7)
Pg (4.2,4.2,4.2) (14,17,20) (5,7,9) (1,3,5)
Pic (4.2,4.2,4.2) (2,4,6) (3,5,7) (3,5,7)
P1 (4.2,4.2,4.2) (7,11,13) (5,7,9) (1,3,5)
Py, (4.2,4.2,4.2) (14,17,20) (3,5,7) (3,5,7)
P;- (4.5,4.5,4.5) (2,4,6) (5,7,9) (1,3,5)
P14 (4.5,4.5,4.5) (7,11,13) (3,5,7) (3,5,7)
Pi: (4.5,4.5,4.5) (14,17,20) (5,7,9) (1,3,5)
Pie (4.5,4.5,4.5) (2,4,6) (3,5,7) (3,5,7)
P17 (4.5,4.5,4.5) (7,11,13) (5,7,9) (1,3,5)
Pie (4.5,4.5,4.5) (14,17,20) (3,5,7) (3,5,7)
Table 4. The Ideal and Anty-ideal package based on the reaipot spaces
Package Z Z, Z,
Price Payment Returns
Buyer Seller Buyer Seller Buy Seller
Ideal (3.5,3.5,3.5) (5,5,5) (30,30,30) (1,1,2) (20 (9.9.10)
Anty-ideal (4.5,4.5,4.5) (4,4,4) (1,1,1) (30,30,30) (0,0,1) (0,0,1)




172 Group Decision and Negotiation — GDN 2012
20-24 May 2012, Recife, Brazil

The results of calculation of th€C; coefficients and the final ranking are presente@able 5.
In Case Il the ranking does not include the idedl anty-ideal solutions.

Table 2. Closeness coefficient€CC;) and the ranking.

Package Buyer Seller

Case | Casel Casell Casel ll Casel Casel Casell Case ll

CC, (B) Rank CC, (B) Rank CC(S) Rank CC (S) Rank
P, 0.434299 11 0.355492 9 0.474233 8 0.23528 12
P, 0.614253 7 0.405742 6 0.323746 12 0.222927 13
P 1 1 0.546687 1 0 18 0.128609 18
P4 0.337788 13 0.312375 12 0.716895 4 0.309821 6
Ps 0.710509 5 0.448663 4 0.081175 17 0.147316 17
Pg 0.903489 2 0.503916 2 0.242662 14 0.204311 14
P, 0.289533 14 0.290137 14 0.587475 6 0.282238 7
Ps 0.469868 100.340275 11  0.436946 9 0.270800 8
Py 0.855234 30.481282 3 0.113242 16 0.176455 16
Pyc 0.193022 150.246890 16  0.830137 2 0.356887 2
P4 0.566124 8 0.383326 8 0.194375 15 0.195077 15
Ps 0.758723 4 0.438381 5 0.355904 11 0.252271 10
Pz 0.096511 170.202998 17  0.757338 3 0.352674 3
P14 0.277354 150.252987 15 0.606745 5 0.342611 4
P 0.662212 6 0.394075 7 0.283105 13 0.248226 11
Pie 0 18 0.159578 18 1 1 0.427487 1
Pi; 0.373611 120.296210 13 0.364174 10 0.266718 9
Pig 0.565701 9 0.351000 10 0.525767 7 0.324211 5

According to the decreasing closeness coefficieatmay build the ranking of 18 packages
under consideration:
0 Buyer’s ranking:
Case 1:
P3> P6> P9~ P12~ P5~ P15~ P2~ P11~ P18~ P8~ P1~ P17~ P4~ P7>~ P14~ P10> P13~ P16
Case 2:
P3> P6> P9> P5> P12> P2> P15> P11>~ P1> P18> P8> P4> P17> P7> P14> P10> P13- P16

o Seller’s ranking:
Case 1:
P16> P10> P13> P4> P14> P7> P18> P1> P8> P17> P12> P2> P15> P6> P11~ P9> P5> P3
Case 2:
P16> P10> P13> P14>- P18> P4> P7> P8> P17> P12> P15>- P1> P2> P6> P11~ P9> P5>- P3

The introduction of two additional alternativesuis in the change of values within the data
matrix normalization, so the results of the finahking change. However this change is not radidad
nine packages for Buyer and eight for Seller do c¢lwinge their positions. The others change their
positions only of one or two levels.

Symmetrical analysis allows for identification dfet Pareto-optimal packages. For Case 1 the
efficient offers are: P3, P4, P6 ,P10, P12, P16Ri®i(see Figure 2).
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Fig. 2. Negotiation packages in the criteria space ohtgotiators - Case 1.

For Case 2 the Pareto-optimal packeges are: PRI6 P12, P14, P16 and P18 (see Figure 3).
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Fig. 3. Negotiation packages in the criteria space ohgotiators - Case 2.

4 Conclusion

One of the key advantage of fuzzy TOPSIS is itdaa with the different types of values: crispeinal,
fuzzy or linguistic. Fuzzy TOPSIS algorithm alloats the data to be transformed into a common domain
of TFNs, and conduct all calculation required usfgzy arithmetic. Its application to negotiation
support allows analyzing the ill-structured negiaia process, in which the problem itself as wslltlae
negotiators preferences cannot be precisely defidedvever, the specificity of the negotiation prese
requires some modification to be applied to thesitafuzzy TOPSIS approach.

In this paper we addressed the main problems thgtaocur when applying fuzzy TOPSIS for
negotiation support. First we formalized the negtain problem and built the model of ill-structured
negotiation problem, in which the negotiators prefiees cannot be defined by means of crisp values.
Next we suggested to define the negotiation spgceédans of the subjectively defined ideal and anti-
ideal solutions, which may allow avoiding the peabl of scoring the counterparts offers out of the
negotiation space, propose later on during the tiegm phase. We discussed the issue of scoring su
offers on the basis of two distinct approaches:-cammpensatory and quasi-compensatory. What is
important, the ranking will vary depending on thmpeach applied. What we finally tried to showhis t
application of the modified fuzzy TOPSIS algorithim the symmetric analysis of the ill-structured
negotiation process, which will allow for condugtipost-optimization analysis and potential detemngin
of the arbitration solutions. The future work wiicus on the applying the fully compensatory apphoa
and replacing the notions of distances in trad@&loROPSIS algorithm by the idea of positive and
negative deviations.
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Abstract: TOBANS 2.0 is a Web-based negotiation supportesystwhich supports the offers
evaluation and exchange in bilateral negotiatiohe TTOPSIS method is used to support the
preference elicitation phase, however, the traditialgorithm was modified to adjust the TOPSIS
distance functions to the negotiators preferenoetians. We discussed the modified model as well
as propose another modification that allows netgmato define preferences by specifying the
packages examples with scores assigned.

Keywords: negotiation support systems, preference analy€#?d1S, distance function sensitivity
analysis, gradient descent.

1 Introduction

Very many software solutions that are used for tiajon support provide their users with the toiols
decision analysis and negotiation offers evaluatideriving from negotiators preferences they btiile
negotiation offers’ scoring systems that are use@dtual negotiation phase for evaluating the effer
under consideration, suggesting the counteroffevsasuring the scale of concessions made by the
parties, tracking the negotiation progress and past-negotiation phase — conducting the symmetric
analysis of the negotiation space in order to fimal fair and mutually accepted solution. Such asitat
support is proposed in the most known negotiatigppert systems (NSSs) like: Inspire (Kersten and
Noronha, 1999), Negoisst (Schoop et al., 2003) marsSettle (Thiessen and Soberg, 2003). Naturally,
this support is given on the basis of the formaragions research models applied in these systias,
are mainly derived from multiple attribute utiliheory (MAUT). Usually the simplest solution is
applied, i.e. an additive weighting method (SAWjgmally proposed by Keeney and Raiffa (1976) — or
its modifications. It requires of negotiators assig the abstract scores (e.g. utilities or debiii@s) to

all pre-defined negotiation issues and options (esolution levels of these issues). Conceptudilg,
scoring algorithm is very clear and simple. Howeverassumes the negotiation problem itself to be
adequately structured, well formalized and defimeda form of discrete decision problem. Such a
structuring may be effective if the negotiation leon is small or the negotiation issues’ resolutarels

can be clustered into few distinctive sets of sdli@ptions only, then the scores’ assignment psces
would be neither time consuming nor tiring. Unfordtely, the real negotiation problems are usualty t
complicated to be presented in a discrete form. tWHhamore, some research show that despite its
simplicity, SAW results are quite often misinterge by the negotiators (see Wachowicz and Kersten,
2009; Paradis et al., 2010).

In this work we present a new negotiation suppwgstesn, called TOBANS (ver. 2.0), the evaluation
capabilities of which are implemented by meandefrhain ideas of TOPSIS method (Hwang and Yoon,
1981). To apply TOPSIS for scoring continuous niagjon problems some modifications need to be
implemented in the original algorithm. We discudistlzese technical modification as well as present
some additional solutions that should be taken aaesideration to make the TOPSIS scoring describe
the negotiators’ preferences more precisely. Inntvet section of the paper we give a brief reminafer
classic TOPSIS method and then we discuss all tdifivations required to apply it to the preferemce
elicitation process in the negotiation contextpéarticular, we discussed the possibilities of miadifon
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of the traditional forms of distance measures used OPSIS, to make these measures describe the
negotiators’ preferences in more accurate way. Wed uthe statistical notion of manipulating the
sensitivity of the distance measures for both smadl large changes of values. Next, in sectione3, w
describe TOBANS 2.0 system specifying its technamaifiguration and major functionalities. We show
in details how the preference elicitation processupported currently by TOBANS system. In section
we present the possible modification of the culyeapplied preference elicitation mechanism. We
change the philosophy of preference definitiongetipg the original idea that aggregates the single
criteria analysis to obtain the global score. ladtewe try to find all the TOPSIS scoring formula
parameters by analyzing the packages exampleshyuitiegotiators and decomposing the global scores
assigned to this packages.

2 TOPSIS for decision support in negotiations

2.1 TOPSIS fundamentals

TOPSIS (Technique for Order Preference by Similant Ideal Solution) was developed as the method
for ranking the alternatives described by multigléteria. However there are some earlier works
formulating the very similar problem and suggesiitsgsimilar solution (see Hellwig, 1968), thererave
Hwang and Yoon (1981) that proposed the methodhis present form. The method uses a bipolar
reference system comprised with the positive ideaition (PI1S) and the negative ideal solution (Nt8
which the distances are determined for each aliemthat needs to be ranked. A single scalarraviteis
built then as an aggregate of these distancesistiiaed to find the final global ranking.

TOPSIS requires decision problem to be well stmazty namely allm alternatives andh evaluation
criteria need to be predefined as well as the nizaleconsequences of each alternative with resjmect
each criterion (the strong-scale variables musidsel). The decision maker (DM) defines also theorec

n
of weights W = (Wl,Wz,...,Wn) (where ij =1 andj denotes the number of evaluation criteria),
j=1
reflecting the relative importance of the criteridgaving the problem structured this way, the TOPSIS
formal ordering procedure may be applied, that st&sf the seven following steps:

1. Building the decision matrix of the problem:
X =[] @)

where x; is a resolution level ofith alternative with respect ofth criterion

(i=212,....m; j=12...,n and X ag).
2. Building the normalized decision matrix:
N =[x )

where ¥; is determined using the following normalizatiomrfula

m
3
2%
fori=212,....,mand j=12...,n.
3. Computing the weighted normalized decision matrix:
v =[wx[=ly] @

fori=12,....mandj=12..n.
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4. Determining the positive ideéh+) and negative ideqlA-) solutions:

A" =(V v,V (5)
maxv; , if j isabenefitcriterion
where v =4 1 I L ,
miny; , if j isacostcriterion
1
AT = (Ve Vs,V ), (6)
minv;, if j isabenefit criterion
where v; =< .
maxv; , if j isacost criterion
I

5. Calculating the distances froRIS (d}' ) andNIS (d; ):

d’ = di‘vﬁ —v}"p ,fori=1..m, (7)
j=1

d = i‘vii —vj“p ,fori=1...m, (8)
U j=1

wherep is the distance coefficient (usuafy= 2 for the Euclidean distance).

6. Determining the relative closeness of each altéweatio the ideal solutian

di .
— fori=1..m,
& +d- ! ©

S:

where0< S; <1
7. Ranking the alternatives in descending order usig

Having completed the above scoring procedure tieside maker obtains a full order of the alternasiv
The higher score of the alternative, the betterrénpoeferred) it is.

2.2 Using TOPSIS for scoring negotiation offers

TOPSIS scoring algorithm may be applied directlystoring negotiation offers only if the negotiation
problem id defined as a discrete decision problachall the issues have a quantitative characterotf

the series of modification need to be implementethé algorithm depending on the negotiation cdntex
problem’s structure, types of issues and the pbgbyg of trade-offs making. There are some theaktic
works on the TOPSIS modifications and its legitimaghen applied to negotiation support (see
Wachowicz, 2011; Roszkowska and Wachowicz, 2012yeHve only describe the modifications of the
traditional TOPSIS algorithm (see Section 2.1) whean continuous negotiation problem is considered,
that base on the Wachowicz previous ideas (Waclm\i@11b).

TOPSIS operates on a decision matkx the values of which are used for normalizatidad®, formula

3) and identification of both PIS and NIS (stegetmulas 5 and 6). We cannot perform these steps of
algorithm when the continuous problem is considefdetrefore we will follow an alternative approach,
which does not refer to the whole set of the issapBons. When defining PIS and NIS alternatives w
will use the aspiration and reservation levels afre negotiation issue that negotiators usuallyngefi
within a pre-negotiation preparation phase. Thedssaspiration valuexilsp will define the hypothetical
ideal solution, while the reservation onxe%éss — the hypothetical anti-ideal solution. We wilsame then,
that the negotiation space is limited to the rardgfsed by aspiration and reservation levels, Wiy
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cause problems in actual negotiation phase withirsgdhe counterpart’s offers that are outsidehif t
space. We will not discuss such problems in thjsepahowever there are some theoretical solutibat t
allow to cope with scoring such alternatives appyboth non-compensatory and quasi-compensatory
approach (see Roszkowska and Wachowicz, 2012).

Having defined ideal and anti-ideal solutions byame of the aspiration and reservation options wg ma
handle the problem of normalization by replacing thassic normalization formula (3) by the one that
refers to the interval between the extreme valaas the linear normalization formula)

res

- _ Xij_X

J F—
Xij —W, for ] = l...,n . (10)
J J

To have a clear definition of PIS and NIS altenedi (normalized and weighted) we will change the
negotiation problem to the vector maximization peoin Therefore any cost-type negotiation issue
should be changed into the benefit-type, usingcthssic statistical procedures of transformatiorvieen
stimulant and destimulant variables. According lie formulas (5) and (6) we would be able then to
define PIS and NIS alternatives in the followingnfis

V;:Wj:|, (12)
A‘=[v}:j? vj = } (12

In our continuous negotiation problem we do notehdive matrixV explicitly defined, which would
combine the weights with the alternatives’ nornedizesolution levels. Thus the weights will be take
into consideration while the distances are caledlainstead of using the original the formulasaijl (8)
the classic Gower’'s measure (Gower, 1971) may ke which is an aggregate of the weighted
single-criterion distances

n
G _
dg = D> Widap; . 13
=1

whered,, ; denotes the distance between two alternatvasdb for jth criterion.

The formula (13) will be used for calculating theparation measures for any feasible negotiatioar off
proposed by the parties within the actual negatiegihase. The relative closeness Y of jth alternative

can be determined then using the original form8)a (

2.3 TOPSIS modification for more accurate preferece mapping

One of the major problems in applying TOPSIS fdwvisg DM’s multi-criteria problem is the selection
of the proper form of the distance measure. UsublyEuclidean distance is applied or the Minkowski
general distance formula with variopgoefficients. No attention is paid to the apprafaness of such a
distance measure, i.e. to the selection of theudis®t measure that reflects the DM’s preferencesast
accurate way. However, it is possible to take tasideration the shapes of preference functicihén
TOPSIS scoring. Here we refer to the some earliediss (Wachowicz, 2011b; Roszkowska and
Wachowicz, 2011) the results of which were adopted implemented in TOBANS 2.0 system. Later, in
Section 4, we will propose another approach thay ima applied for identifying the most adequate
distance function for TOPSIS based negotiationisgasystem.

The shape of distance function that map the trumpehof negotiator's preference function may be
determined using the statistical approach of amagythe sensitivity of various distance metricsstoall
changes of variables’ values. By using this appgroae may build a single-criteria distance function
being ap root of the classic Minkowski single-criteria dist@ measure, i.e.

Ao j = p|Vaj _Vbj| , (14
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that may be used as the components of the glolséhraie function (13). The only problem is to
determine the tru@ coefficients that describe the negotiator’'s sirgiteria preferences the best. We
may apply the following interactive procedure todfithese coefficients (Roszkowska and Wachowicz,
2011):

1. Select the evaluation criteria, for which the distfunction needs to be determined.

2. Present to DM the resolution level of a selectatkrion, being an average value of ideal
and anti-ideal solutions.

3. Get form DM their evaluation of the presented ragoh level (the evaluation may be
defined by means of a linguistic scale, verballynerically etc.).

4. Decode this evaluation to the normalized metricieadnd use it asly, ; in the formula
(14),

5. Find p coefficient by solving formula (14), whene; is a normalized value of the average
resolution level, andy,; = v}' (note thatvy — vy, = 05).

6. Repeat steps 1 — 5 and aggregate the results muthiecriteria Gower’s distance formula.

The main idea of this interactive procedure is @nésd in Figure 1. Let us assume that the DM has
evaluated the average resolution level of the clemed criterion using a linguistic scale as a qgded,
which was mapped to the numerical equivalent 06.0.Bhis numerical equivalent is a similarity
coefficients, but to keep our analysis in terms of distancesnegd to transform it to the dissimilarity
coefficient. We use the traditional transformatformula s=1-d, and obtaind =1- 065= 035. We

introduce this coefficient ad,, ; to the formula (14)

035=v05, (15)
and findp = 067.

1,00
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0,60 \
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0,00 \ \ \ \ ‘
0 01 02 03 04 05 06 O7 08 09 1
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Fig. 1. Estimation of distance function sensitivity coeiéintp for TOPSIS

3 TOBANS 2.0 — the system configuration and funinalities

TOPSIS method and its modifications described ttige 2 were applied in TOBANS 2.0 — TOPSIS
Based Negotiation Support System. TOBANS was d@ezloto support negotiators’ activities pre-
negotiation and actual negotiation phases. It v&elbped as a distributed system and is deployed/eb.

Technically, TOBANS 2.0 is coded according to th&®architectural pattern in PHP 5.3.0 script
language with all the data stored in MySQL database general configuration of the system is simila
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to the one used in Inspire (Kersten and Noronh@9)1&nd Negoisst (Schoop et al., 2003) systemdsand
presented in Figure 2.

( TOBANS system )

(" Web — '
aﬂ | F_ Preference

\ elicitation engine 'iﬁ
Negotiator FH E-,‘
‘0

TOBANS Database
Core \
&g — i
u Domain
Negotiator Communication system

support unit
. J

Fig. 2. TOBANS 2.0 configuration

In this configuration there is one core system uhfo which users negotiate and interact with other
satellite supportive sub-systems, here the prefereficitation engine (PEE) and communication suppo
unit (CSU). It is also connected to the databaseravall the information about the historical angaing
negotiation processes is stored; and to the dosystem, in which the system parameters and global
variables and constants are defined. The wholesysiorks as a "third party" and remains independent
of the negotiators. They may use it as a suppotbet for their own negotiation activities, sindeet
system provides them with the models and algoritatiesving for the asymmetric analysis. However, all
the data gathered and processed by the systenudingl the sensitive and strategic information about
negotiators’ interests, preferences etc.) is cenficll and negotiators are not allowed to userittti@ir
own private purposes. Such information may be usely by the system itself in conducting the
symmetrical analysis of the negotiation problemjolwhaims at finding the fair and mutually accepted
agreement (by implementing some game-theoreticepiaof arbitration and fair division).

TOBANS major functionalities are provided by thestgyn’s core (supported by the domain system),
communication support unit, and the preferencdtation engine. The core coordinates the negosator
activities as well as all the supportive functiotie$ provided by the satellite sub-systems. lowal
negotiators to register (i.e. create their indigdmegotiation accounts) and watches the negatiatio
process to be realized according to the protocetifpd by the domain system. Furthermore, it prese

to the users all the additional supportive toolattdo not require an advance coding, such as the
psychometric personalities tests (TOBANS 2.0 impata Thomas-Kilmann Conflict Mode Instrument
the negotiators may use for identifying their négfain styles (Kilmann and Thomas, 1983)). The dsre
also responsible for implementing all the prefegenticitation procedures and communication faesiti
provided by PEE and CSU.

The preference elicitation unit provides the systecore with all procedures and algorithms necgssar
for preparing the negotiation offers’ scoring syst&ithin the pre-negotiation phase. Namely, it jdeg

the protocol for negotiation problem definition athé formalized algorithm for preference elicitatiand
modifications (here, the one based on the modifiedlPSIS procedure presented in Section 2). Within
this algorithm the system’s user needs to spetifyiportance of the issues and evaluate an average
resolution level for each issue. This evaluationrd®e by means of the verbal descriptors that are
encoded to the numerical equivalents accordinghto predefined linguistic scales usually used in
TOPSIS (see Chen, 2000). Technically, the slidezsuged in the preference analysis template and the
negotiator defines their preferences using theaplgcal elements of the website (Figure 3).
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f _JM:'M - ..D ~: O X H ;—;‘ TOBANS - Preferenc.. ¥ L_J 0 X o3
TOBANS 2 - 0 Home Logout{tomasz) MNegotiators My negotiations My profile  Preferences i
Preference Analysis Manage Preferences |

Below you find the list of the issues you are going to negotiate with your counterpart stefan

= Define the type of the issue under consideration, i.e. whether it is either benefit or cost criterion (e.g. if the issue is a benefit criterion it means you wish to
maximize its resolution level - you choose "max” opfion).

+ Try to define how important the each issue is for you. Use the sliders to determine the importance defined in the verbal scale between "not important” and
"very important” options. The system will encode your assignment into numerical values and use them for further calculations

+ Evaluate the option selected from the negotiation space for each issue repectively. Use the slider to define how bad or good this option is by moving
between the extreme opticns defined verbally. =

vpe mportance (weight)

How much is criterion Price (USD) imporiant to you? The quality of option valus: 17.5 USD is
Price (USD) (10-25) max || unimportant —— e vary T 3 very

important good

How much is criterion Time of delivery (days) important to you? Set score for The quality of option value: 33.5 days is
Time of delivery (days) = =
(7-60) maxE unimportant ;ﬁgmant very poor ;igd

|

How much is criterion Time of payment (days) important to you? The quality of option value: 10.5 days is
Time of payment (days) -
(0-21) Al E

unimportant ¢ d . very Very poor w W  very
? i important i good

Fig. 3. Defining preferences in TOBANS 2.0

Using this basic information PEE visualizes thefgnences in the forms of the graphs of the single
criteria distance functions with some salient amionarked on them. The user may change the estimate
shapes of the distance functions manipulating thi¢hsliders (Figure 4).

The communication support unit is responsible fiailitating the actual negotiation phase. It
provides the system’s core with the set of templébe offers and messages exchange and tracking the
negotiation history. The offers exchange templdters to the user the message box for presentiag th
argumentation line and separate table, in whicm#gpotiation offer may be defined in a form of thi
package. Using the JQuery solutions CSU is abtakoulate the virtual score of the currently boiiter
and present it to the user before accepting andirsgrihis offer to the counterpart. The negotiation
history template provides the users with the irtva history graph and the list of offers, comprisa
useful interface to track the negotiation progressmine the scale of concession made by the pautie
giving a quick access to the sequence of offersisghe successive negotiation rounds (Figure 5).

TOBANS does not offers currently the tools for soiimg the post-negotiation phase. However, the
system is still being developed and a new unite@md built now that will be responsible for post-
negotiation analysis for the negotiators who aakiea compromise in actual negotiation phase. Tiits u
will apply the Kalai-Smorodinsky’s notion of bargaig solution (Kalai and Smorodinsky, 1975) to find
an improvements of the negotiation agreement, aityito the solutions used in other negotiationpsup
systems, like NegoManage (Brzostowski, 2011b).
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Preference Graph

Logout {tomasz) MNegotiators My negofiations My profile

Manage Preferences

Below you find a graph with the form of a single-criterion distance function estimated on the bases of the preferences you defined within the first step of
preference analysis. You may manipulate with the issue preference data to see how the graph changes

Preference graph
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Fig. 4. TOBANS's single-criteria distance functions forsdgbing negotiators’ preferences
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Find below the negotiation history graph, which shows the process dynamics, negotiation progress and the scales of the concessions made by the negotiators.
Click the dots representing the negetiation offer to display the offers details and its score.

Negotiation history
offers exchange graph

Highthars.com
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Fig. 5. Neg.c‘)tiation history graphznd tanscript in TOBARS
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4 Alternative method for building the offer’ scoring system

The preference elicitation interactive procedurerently applied in TOBANS 2.0 NSS is quite simple
and straightforward but it generates the globaimfaf single-criteria preference function based on a
negotiator’s single assessment of the predefindirmprhe question arises here, whether the estithat
form of distance function would change if anothptian is selected for the evaluation or if morentiome
options are evaluated simultaneously. The main ratdge of the proposed approach is that it does not
require of negotiator to take part in time consugramd tiresome process of scoring the dozens @frapt
and issues, but it may be considered as the ovrgkzing the individuals’ preferences. However,
another approach may be proposed, that would altoviind the sensitivity coefficients of TOPSIS
distance functions and simultaneously would notvéeonly from the single examples of the option
scores for each issue separately. This approdudsisd on the series of the examples of the fukges
the negotiator is able to construct indentifyingsitaneously their quality levels.

We propose to use a notion of a gradient descdirhization (see Avriel, 2003; Snyman, 2005) that
would allow us to find the sensitivity coefficieot single-criteria distance function. The evaluataf an
alternative X = (X1, Xi2,---,%;j) With varying value of sensitivity (tuning) coefints p = (p;, p,--- Py)

is defined, according to the TOPSIS scoring alparitas follows:
. _ a7
S(p) = o vd (16)
n n
where d; = ij >”<ijpj andd = ij (1_;("_),3] and NIS and PIS resolution levels for each coteri
=1 j=1
are normalized to achieve the values of 0 andspietively .
We aim at determining the values of tuning paramsef@ a given set of examples. The scoring foheac
alternative from a se X ={X,X,,...,X} is given as followsS={s,s;,...,5} . These scores, to be

coherent with the TOPSIS scoring results, shoulthbeeal values form the ran@éi}. However, they

do not need to be defined by the negotiators dyrécta form of the numerical values, since theymae
one of the linguistic scales proposed for TOPSIk&@dure (Chen, 2000). The determination of tuning
parameter will require to solve an optimizationkgem of the following form:

k
Po=argmin)"|S (D) -5 |. (17
i=1
To have the objective function in a differentiabfieem we solve the problem of least squares

minimization:

Po=argmin » (S (p)-5)°. (18)

i=1

Therefore the objective function is of the follogiform:

’ ; D Wi

M=) (S(M-5)2=) | —

i=1 i=1 ijxijpj +2Wj (1_Xij)pj
j=1 j=1

To derive the gradient of the objective function eenpute the partial derivatives and form the grati
as follows:

2

-s | - (19)

0s ., 0s ,_ s ,_
a_pl(p)’ﬁ(p)""'apn (p)} 20)

Os(p) {
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To apply the steepest descent algorithm we choostaréing point first. Let us assume that we have
chosen starting poin Py = (Pgy, Poz:---» Pon) DD . For this point we compute the negative gradient

-09py) value, which requires computing all the partiatieiives in the poin p,. In every iteration
the value ol p,,, is computed based on the value computed in previewation and the gradient value

in the previous point. Since the algorithm convergaly to local minimum of the objective functiorew
can run the algorithm parallel for different stagipoints distributed in the parameters spaceheo t
chance of finding the global minimum increases.

Having determined the vect p we may use these sensitivity coefficients for dinify the offers’ scoring

system as it was defined in Sections 2.1 and 21éh & scoring system will have the same functitieali
as the one proposed in Section 2.3 and may benalteely applied (after solving a few implementatio
and technical problems) in TOBANS system.

5 Summary

In this work we discussed a general idea of usi@P$IS method in negotiation support. We presented
the TOBANS system, that operates with a formal sujpe framework based on the modified TOPSIS
algorithm, and — as we tried to show — has (or e, if developed further) the similar functiotiab

to the other NSSs that employ different formal nisda particular the most popular simple additive
model — implemented in Inspire, SmartSettle or Nesjosystems. We decided to use an alternative
approach for preference modeling since, as sonmearels show, the simple additive weighting model
may be sometimes misused (Paradis et al., 2010)isamcditionally limited to support the discrete
negotiation (decision) problems. Using TOPSIS fagatiation support reduces the workload of
negotiators in the pre-negotiation preference telicin stage, since the only input data it requisethe
vector of issues’ weights. However, applicationtlod traditional TOPSIS algorithm requires using the
arbitrarily defined distance measure, which maybwstrictly coherent with the preferences of theaf
negotiator. Therefore we used a statistical apprdacchanging the sensitivity of the distance niees

for small/large changes of values close to thereefee value O (see Roszkowska and Wachowicz, 2011)
to model the shape of distance function similathle shape of negotiator’'s single-criteria prefeesnc
function. Such a solution is applied in TOBANS 2y&tem, which general functionalities we discussed
in Section 3. However, such an approach may biizatl for being too general, in particular, foreov
generalizing the whole form of the distance funttim the basis of the evaluation of the singleltgiwm
level chosen form the whole range of potential @i Thus, we developed a theoretical framework for
an alternative approach that is based on the ctéenpleckages’ evaluation made by the negotiator and
employs the idea of a gradient descent optimizatibnis however more complicated form the
computational point of view and it may be diffictidt implement it in the client-server configuratioh

the TOBANS interface. The calculations requiresdbges of iterations that are time consuming aumal,

by a few users simultaneously may overload the TRB/Aerver with the work. To solve this technical
problem the future implementation of this approatdy require moving the computational part of the
TOPSIS algorithm to the client’s side.
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Abstract: Participation in online support and counselingstitutes an essential but often overlooked
second step in the Lodder-Zeleznikow (2010) modElonline dispute resolution; dialogue
techniques. This paper highlights the potentiaé riblat online support and counseling can play in
avoiding extreme family conflict and potential digition. It identifies key considerations and
approaches for those developing, enhancing andi&¥ad) online support and counseling sites in the
future. The goal of this research is to assist Relationsiipstralia Victoria to construct online
support and counseling services for men who hastday-to day contact with their children and
have diminished social networks.

Keywords: Family Dispute Resolution, online support and colingeevaluation.

1 Introduction

In Australia, parents who are separating are requio participate in at least one mediation session
prior to seeking a Parenting Order through the Ba@durt. This approach aims to place the interets
the child before all other concerns (through reidunst in parental conflict) and reduce financial and
administrative burdens on the court system thraedhctions in litigation (Bellucci et al., 2010).

Adjusting to single parenthood can be difficult foen and women. Although a parenting order is in
place and mandatory mediation has been completaefhr monflicts can and do arise. As a result, the
majority of separating men lose day-to-day contaith their children, plus many of their social
networks. As Smyth (2004) reports, in1997 around million children in Australia under 18 were ligin
with one natural parent and had a parent livingwelgere. This represents about 21 per cent of ddirehn
under 18 in Australia. For 88 per cent of thesddchn, the parent with whom they lived was their
mother. Only a tiny proportion (3 per cent) were'shared care' arrangements, although another 4 per
cent of children had daily face-to-face contachwveitnon-resident parent (Smyth and Ferro, 2002atek
recent estimate based on both mothers' and fatiepi'ts, derived from the HILDA Survey, suggesttth
around 6 per cent of separated households shacatbef dependent children. Of those who do seie th
non-resident parent, a significant minority (34 pent) never stay overnight. Again, these estimates
mirrored with more recent data based on both metlaad fathers' reports.

The research presented in this paper results frosqest to the authors to help develop and etealua
a new Australian support and counseling web sit¢ ihbeing established in-part to assist fathdre w
have lost daily contact with their childfenWhilst the site will grow beyond this initial Get
demographic, an initial pilot is planned that vidcus on men who no longer have daily access to the
children.

1.1 Online Support and Counseling

Online support web sites consist of discussion d®ar real time chat facilities which are sometimes
complemented by information and support resourPesticipation in online support web sites allows
people to communicate and share information witleis with similar interests and experience (Erexh a
Baum, 2009, Welbourne et al., 2009, Barak et 8082. Participants may not have friends in thedefto

! In many countries such fathers are known as netndial parents.
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face networks who share such interests and experienthey may not feel comfortable seeking support
offline (Welbourne et al., 2009). Such sites allogople from distant locations, cultures and baadkgds
who would otherwise not meet, to connect and foehationships (Rosen et al., 2010, Welbourne et al.,
2009).

Time shifting is another facet of support web sifEsey are open for review and input 24 hours a day
(Welbourne et al., 2009, White and Dorman, 200h)s Bspect makes them useful for people who like to
reflect and post careful responses and people whairzable to participate in traditional supportup®
due to personal obligations or disability (Whitelddorman, 2001).

Social support is a term used to describe the giand receiving of information, messages of
understanding or sympathy through a social exchdigeer et al., 2009, Thoits, 1986, Mickelson,
1997). Online (social) support sites also havepthtential to reduce a sense of isolation and laesk in
active participants (Barak et al., 2008). Researdltates that actively engaging in an online suppibe
can aid coping with stress and reduce negative dimpa health providing an enhanced sense of well-
being (Welbourne et al., 2009, Barak et al., 2008).

Online counseling web sites mostly use real-time teased, audio or audio visual chat based
technologies (some may use asynchronous toolsdig@ission boards) to allow individuals to interact
with trained counselors (Gedge, 2002, Barak, 20&4ich interaction may also be called telehealth
(Wood and Griffiths, 2007) and e (Gedge, 2002, Ba2®04), cyber or virtual therapy (Barak, 2004)
(although these alternative terms can refer tocirad medical interventions for diagnosed condgio
that are beyond the scope of this paper). Onlinenseling can be complementary to face to face
counseling and offer users flexibility in time apldce of access and in some cases, reduced costs wh
compared with fees for face to face therapy (Ba2@ki4, Urbis Keys Young, 2002).

Support web sites created by lay people who deeek to profit from them and professional therapy
and counseling web sites are quite different ircomes for participation (Barak et al., 2008). Suppo
sites focus on providing an enhanced general sehsell-being, whereas therapeutic benefit may be
obtained from interacting with trained professignial a therapy or counseling environment (Barail.et
2008).

Online support and counseling sites combine theeafentioned approaches to provide individuals
with information and resources, the opportunityet@jage in peer support communities via discussion
boards or to consult a trained counselor via syorabus communication tools. Health and well-being
organizations and medical practitioners have thgodpnity to complement their face to face services
with online support and counseling sites, providingir clients with access to reputable informationl
services (Tixier et al., 2009, Barak et al., 2008)e following section highlights one such oppoitiyin

1.2 Online Support and Counseling for Separated Atralian Fathers

Bickerdike et al. (2009) claim that men’s sociahtaxts and family networks may be less available
once they have separated. If they are still intaeth may be reluctant to use them for supportatsg
themselves may seem like a good idea or the easidisin, but it may not help men to overcome their
losses and will leave them alone. Withdrawing dociaill limit the number of people they can talk t
about the distressing events that have taken pldeeloss, or lack of use, of social networks camedase
the risk of prolonged depression, reliance on damgsalcohol, and even suicide.

Such individuals can have a very negative expeeienche transition to single parenthood. Feelings
of powerlessness relating to visitation, decisioakimg, child support payments and interactions with
their former partner can lead to frustration, ragd a sense of isolation (Erera and Baum, 2009€Tis
a need for support and counseling services to #eséransition to single parenting. Such servioes a
traditionally delivered in a face to face settirtpwever, in Australia, a distributed populationass vast
distances can mean that some individuals findfficdit to access face to face counseling and sttppo
This indicates that there is an opportunity to $ement face to face support and counseling serwvidts
online services that can be accessed at any tichelane.

As highlighted by Getz (2007), Canada is also ay Marge diverse country. For example, the
population in British Columbia is sparsely distribd, with about 67 per cent of the communitieshia t
province having 10,000 or fewer residents. At thmes time, these communities have less than 10 per
cent of the total population. People in many ofsthemall communities, particularly those isolatgd b
geography or distance, do not have good accessriityfmediation or other family justice servicehel
Distance Mediation Project— also known as the Technology-Assisted Family M#dh Project —
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sought to provide these people with access to fipthfiamily mediators with the help of informatiamd
communication technologies (Getz, 2007).

A range of support sites and services relatingdremting and separation is available online (e.g.
(Erera and Baum, 2009, Hall and Irvine, 2009, Sdirkad Bremberg, 2005)). However, individuals may
find it difficult to ascertain the credibility ofrpviders. This has prompted face to face suppodt an
counseling providers such as Relationships Austrdictoria (RAV) to investigate the introduction of
online support and counseling sites for their ¢liease. It would allow their clients to access swppnd
counseling at a distance, with the assurance ditggapport and expert counseling.

The provision of accessible online support and seling services in Australia has been made
possible by recent upward trends in computer acaedsinternet connectivity. In 2003 35 per cent of
households had access to the internet. By 2006péhneentage had almost doubled to 63 per cent
(Australian Bureau of Statistics, 2008). Followitng Australian federal elections of 2010, the Aal&in
government has commenced the roll-out of a Nati@rahdband Network. The 2008-9 Multi-Purpose
Household Survey indicated that 72 per cent of ralisin households had internet access, the majoiity
which were broadband connections and 78 per ceritoaseholds had computer access (Australian
Bureau of Statistics, 2009). This increase in uptaleans that more Australian households have atxess
the information and services provided online theer defore.

The authors have been invited to evaluate the erdipport and counseling site that, at the time of
writing, is under development by RAV. This papercudses on identifying key considerations for
developing and enhancing online support and coungsgleb sites and reviews how such sites are being
evaluated at present. The aim is to move towardaggroach for evaluating one such support and
counseling site to determine its efficacy in supipgrindividuals through matters that otherwise Inig
result in Family Dispute Resolution.

2 Negotiation support systems for Family Dispute Rsolution

This section introduces negotiation support systenasillustrates how they have been used in
Family Dispute Resolution. The goal of our reseasdo supplement current online family decision
support systems (as described in Wilson-Everedl €@11)) with online support and counseling to
provide separated men with both important postisgjoa parenting advice as well as the opportutaity
communicate with other men undergoing similar trasm

2.1 A Model for Online Dispute Resolution

In their development of a three step model for @nDispute Resolution, Lodder and Zeleznikow
(2010) evaluated the order in which online dispatesbest resolved. They suggested the following
sequencing:

1. First, the negotiation support tool should provieledback on the likely outcome(s) of
the dispute if the negotiation were to fail — thee Best Alternative to a Negotiated
Agreement BATNA).

2. Second, the tool should attempt to resolve anytiagigonflicts using dialogue
techniques.

3. Third, for those issues not resolved in step tve,tbol should employ
compensation/trade-off strategies in order to itatd resolution of the dispute.

4. Finally, if the result from step three is not adedyte to the parties, the tool should allow
the parties to return to step two and repeat tbegws recursively until either the dispute
is resolved or a stalemate occurs.

If a stalemate occurs, arbitration, conciliatiomnferencing or litigation (or indeed any other
Alternative Dispute Resolution technique) can bedut reach a resolution on a reduced set of factor
This action can narrow the number of issues inudespreducing the costs involved and the time taken
resolve the dispute.

Lodder and Zeleznikow’s (2010) model, in suggespngviding advice about BATNASs, facilitating
dialogue and suggesting trade-offs, focuses updPoBEmerce applications. They claimed that their
research assumes that disputants focus upon itsteres
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Whilst Family Dispute Resolution in Australia a@uses upon the interests of the parents, its main
goal is to meet the paramount interests of thedadil. Abrahams et al. (2010) discuss how negotiatio
support systems can be constructed to meet is$fasreess. In law, the concept of fairness equédes
the notion of justice. This is quite different frddnams and Taylor’'s (1996) concept of fairness twa-
party dispute which requires both parties interastse equally met.

3  Online Family Dispute Resolution

Bickerdike et al. (2009) note that approximately04A®O Australian men do not live with their
children.
. 77 per cent of those children reside with theatimer alone.
. For 92,000 men their children live with their et and step or blended family.
. 26 per cent see their fathers less than oncal ye
They suggest that separated men:
a) Make sure they have time to grieve the loss@frélationship.
b) Join a men’s separation group to reflect, |learth grow.
c) Give them time to re-establish their own indejent interests, pastimes and social
networks.

Online Family Dispute Resolution services offer thpportunity for disputants to read reliable
information and participate in discussion and supgpoups. The process of divorce/separation and
developing new parenting patterns is traumatic. extieless, 40 per cent of Australian parents go
through this process, without preparation to supgfmm. Clearly, comprehensive educational programs
with realistic previews of Family Dispute Resolutiecenarios that focus on what is in the besteastsr
of children promise a potentially positive impaaat is yet to be realized in Family Dispute Resohut
In addition, self-help groups and networked segaraarenting sites can provide invaluable suppwit a
help as parents share their experiences and Igagoing through this major life change.

The online Family Dispute Resolution situation pdes a very promising avenue for wide spread
public as well as specialist education on familyeagents focusing upon the best interests of anldr
An added advantage is the development of probldwingpskills and decision making so that learniag i
disseminated among the community, increasing saiempetences in the care of children. Much can be
learned from other online platforms such as thaglun counseling and tertiary education to infoine
broader platform of online Family Dispute Resolatio

Pre-Family Dispute Resolution education type progrdypically take one of two approachegre-
mediation orientation programghat are designed specifically to prepare cliemts their mediation
sessions and/grarent education prograntbat are designed simply to educate or improventiaug and
conflict skills (Lehner, 1994). Both programs shane common goal and that is to make sure the fsaren
focus on the best interests of the child/childrem aninimize any adverse post separation conflict
(Saposnek, 200%)

Dr. Andrew Bickerdike and others at RAV believe ttlemline support and counseling can be
gainfully used to minimize the feelings of isolatiand lack of support those parents undergoing a
divorce face. Their first target group is divorcifaghers who are not primary care-givers for depand
children. Online counseling and support services mavide very important education and networking
support for divorcing parents within the contexbafine Family Dispute Resolution.

4  Examining Online Support and Counseling for Parets and Children

In this section several examples of online suppod counseling sites are summarized. Evaluation
approaches are then examined and contrasted.

2 Thanks to Professor Elisabeth Evered-Wilson of$bbhool of Management and Information Systems atovia
University for advice about these issues.
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4.1 Kids Help Line

Urbis Keys Young (2002) evaluated an online suppad counseling service, Kids Help Line. Kids
Help Line is an Australian support service for dtéin aged 5-18 who can contact counselors via email
chat or via a telephone service to discuss angisseoncern. The study used an online survey ()65
explore quality of service and client satisfactidrhe survey questions were informed by previous
internally developed evaluation instruments uselms Help Online and another Australian provider,
Care Ring. The survey also used a five questiotityua life indicator, EQ-5D (EuroQol, 2011). Over
half of respondents were satisfied with the serviRespondents who were not satisfied reported resgpo
delays (to emails) and feeling they were not uridecs by the counselor. Clients reported decreased
feelings of anxiety and depression (measured b¥ERebD) post session. Approximately 60 per cent of
respondents indicated that they had been refeoraddther service.

4.2 Kindertelefoon

A Dutch study by Fukkink and Hermanns (2009) evdaa children’s support service,
Kindertelefoon, comparing the efficacy of the one ane web chat and telephone services provided.
Children aged 8-18 can ring a toll free number cceas web chat online and converse with trained
volunteers about issues of their choosing. The ouglogy used pre and post support web chat
interviews, as well as a follow up online surveyeomonth post contact. The evaluation focused on
outcomes of the session including sense of weltdaind relief of burden (instrument based on tH&519
Cantrill ladder), as well as durability of benefithe study found that children experienced positive
outcomes and they were satisfied with the serviowiged. Results indicated the strength of outcomes
was increased for children using the web basedcsefas opposed to telephone). However, the study
indicated that serious issues were being discussedhildren with volunteer counselors requiring
development of a referral service to ensure childceuld get specialized medical treatment where
necessary.

4.3 alt.dads-rights

A study by Erera and Baum (2009) examined and ifle@s450 postings in an online discussion
group, alt.dads-rights, about issues concerningaustodial fathers. Themes in posting indicated tha
visitation, decision making, child support paymestsl interactions with their former partner cardléa
frustration, rage and a sense of isolation in nostadial fathers. The study concluded that it was
essential that non-custodial fathers have acceasstugpport site to voice their concerns with. Hoarev
the level of distress reflected in the postings tleel researchers to content that provision of agnop
professionally moderated support site may assistpihsters with self-reflection and achieving more
constructive outcomes.

4.4. e-Mothers

A Canadian study by Hall and Irvine (2009) examigedup emails from a group (n=40) of mothers
of small children who lived in the same local arEemails were classified so themes in communications
could be identified and a better understanding ayf Imothers used the service could be attained. The
study found that mothers used the service to shémemation about events, products and serviceg. Th
giving and receiving of social support was also gjamactivity in the group. The study concludedttha
online support sites provide a way for mothers, seghoaring commitments restrict their opportunity fo
face to face interaction, to reduce isolation aesletbp supportive connections with others in simila
circumstance.

4.5 The Parents Network

A study by Sarkadi and Bremberg (2005) examinedqmions of support provided by an online
support site known as The Parents Network in inga8hg social bias. The discussion board is aiated
parents of children of any age and discussion coaeange of topics including illness, adoptiorilylng

® The sample dropped to 25 as some later questieresumanswered.
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and divorce. Over 2000 self-selected users conmgplateanonymous online survey. Perceptions of social
support were examined using tlappraisal supportand self-esteensub-scales of the Interpersonal
Support Evaluation List (ISEL) adapted from Coherale (1985) which was selected because it was
appropriate and validated. Additional questionsatesl to site and internet usage and demographic
information.

Respondents were predominantly female (86.5 pe) emal over 70 per cent were under 35 years of
age. The study found that respondents perceivetbagssense of support from participating in the si
and reported a strong sense of self-esteem. Cgrtraheir hypothesis, the sample indicated a laick
social bias, with 68 per cent of respondents rapprhcome below the national average.

4.6 Evaluation Approaches

Preece (2001) proposes a metric based approasalteagng the sociability and usability of web site
around design criteria includingourpose, people, policy, dialogue and social supporformation
design, navigation and accesghis metric based approach is useful as it captuaduable usage data
such as the number and type of messages, demoggatd descriptions of policy governing usage and
usability of a site can be ascertained. Howevenadsd by Preece (2001), it only tells part of $hary in
evaluating the success of a social support andssding site, where the benefit of interaction tosars’
well-being must be central in determining the sé@fficacy.

Research from Griffiths and Cristensen (2002) itigases the DISCERN scale as a means to evaluate
the quality of health information on treatment ops. DISCERN is described as giving non subject
matter experts insight into the validity of infortiten by rating aspects of a publication including
description of treatment options, benefits andsiigind bias. Their work in 2002, used the instrun@n
evaluate 15 Australian depression web sites, cangpdhe ratings to reference scores developed by
subject matter experts using a standard protodwy Tound that DISCERN ratings aligned with quality
of the sites reviewed.

The approaches to evaluating the support and chogsétes identified in this paper vary. Real time
text based chat interviews were used in one stydiFukkingk and Hermans (2009). Message analysis
and classification is used to better understangessnd themes in support discussions in two others
Erera and Baum (2009) and Hall and Irvine (2009).

The majority of studies cited use an online surt@yengage respondents (Fukkink and Hermanns,
2009, Sarkadi and Bremberg, 2005, Urbis Keys Yo@f)2). Some craft a survey around the stated
goals of the site and evaluate success in achighm@rticulated goals (e.g. (Urbis Keys Young, 200
However, where improvement in a sense of well-b@ind perceptions of support are concerned, others
use validated instruments to enhance the relighifitresults (e.g. (Sarkadi and Bremberg, 200%)the
case of counseling, administering such instrumenésand post consultation may assist in evaluating
benefits received from participation. Durability bénefit was evaluated in one study by Fukkink and
Hermans (2009) via a follow up survey (one to salvaronths later) evaluating respondent perceptions
well-being.

Some survey instruments explored the usability haf site, while others did not evaluate site
construction, though several evaluations did revisage data. Adoption of metric based approaches to
evaluating site design such as the one propose®rbgce (2001) would ensure that usability and
sociability are considered in an evaluation andragete picture of the user experience can be rwdxai

Validity of information and resources can be asieed via review from subject matter experts.
However, in the case of health related resourcesDISCERN instrument presents an interesting
alternative to assessing health care informatisauece quality (Urbis Keys Young, 2002).

5 Themes in Online Support and Counseling

We now signpost important considerations in theettggment of support and counseling sites for
Family Dispute Resolution.
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5.1 Online Communication Issues

While there have been recent advances in videadb@siéine communication tools such as Skype™,
the majority of the sites and services discussetthi;ipaper used text based platforms. The abseince
visual cues can challenge a counselor (Gedge, B2k, 2004, Urbis Keys Young, 2002, Beattie et al
2006), or member of an online support site (Pfeilak, 2009, White and Dorman, 2001) when
interpreting the mood and emotions of participaitse modern online lexicon uses text abbreviations
(e.g. LOL - laugh out loud) and emoticons in partovercome this challenge and participants and
counselors alike must be aware of such conventmesgage fully in the online environment.

Impersonation or dishonesty is possible where itleig not validated online (Gedge, 2002, Pfeil et
al., 2009, White and Dorman, 2001, Barak, 2004xhDnest behavior has the potential to negatively
impact on the trust developed in an online supgatp or client/counselor relationship.

Online communication can reduce inhibitions andesipep the process of self-disclosure and group
bonding and in some cases reduce barriers to ajgeesr negative expression (i.e. flaming) (Barsak e
al., 2008, Barak, 2004). Online support groups emghseling sites need formal and informal methods,
such as published netiquette guidelines, for estabh communication and participation standards$ an
handling cases of inappropriate behavior to mingmiegative impact on the support and counseling
experience. In the case of isolated men, such@®tto be supported by the RAV online support and
counseling site, some sort of prior education aoditoring is necessary to avoid any posting thatildio
inflame rather than inform online support discussio

5.2 Validity of Information

Given that information seeking and becoming beittéormed is a primary motivation for many
visiting support web sites (van Uden-Kraan et 2009), the validity of the information that theydi
there is important (Abdullah and Zakaria, 2010peesally when it concerns matters of health and-wel
being. Certified professionals do not supply or erate much of the advice and information provided
through support sites giving rise to concerns alboetvalidity of the information (White and Dorman,
2001). Bickerdike et al. (2009) stress that itngportant to find both counselors and networks jfuat
can trust. Online Family Dispute Resolution Sersishould also provide commentary on recent changes
in the law (e.g. a presumption of shared parengind mandatory mediation) and links to the law and
cases (to the few who might want to read thése).

5.3 Trust, Privacy and Confidentiality

The support and counseling sites discussed inghper include sites aimed at helping children,
parents and non-custodial parents. Disclosure mights relating to such personal matters requices t
in the group members in the case of social supgites (Pfeil et al., 2009), and trust and certaivity
confidentiality in cases of counseling sites (Ge@2, Urbis Keys Young, 2002).

The potential for confidential counseling sessibmsbe recorded and re-transmitted presents new
challenges for providers and patients alike (Ged2fg02). Professional advice is tailored for the
individual and may not be accurate if shared angliegp to others (Gedge, 2002). Personal
communications revealing details of illness or paed circumstance can have potentially harmful iatpa
if communicated inappropriately or shared outsile tonfines of the client/counselor relationship
(Gedge, 2002).

However, having a record of the counseling sespiawvides opportunities for counselor and client
alike. Both are able to review the discussion agftect back on earlier exchanges during and after a
session (Barak, 2004, Beattie et al., 2006).

4 For example see http://australia.gov.au/topicsAad-justice/family-law and

http://www.austlii.edu.au/au/cases/cth/FamCA/ Hatt accessed December 4 2011
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5.4  Usability and Sociability

It is essential that a support and counseling vitelbe perceived as easy to use by people who @icces
it (Preece, 2001, Abdullah and Zakaria, 2010, Anadr et al., 2001). While the technology needs to be
error free and intuitive, it also needs to affortial interaction or sociability (Abdullah and Zaiea
2010, Andrews et al., 2001, Preece, 2001). Pre2g@l] identifies a three component framework to
support web site sociability comprising purposegpte and policiesPurposedenotes the shared interest
and sense of belonging of the participafsopledenote the participants and their roles and iotema
within the site. Finallypoliciesdenote the documented or understood rules govgparticipation in the
site. Professional support and counseling sitesecdiance their chances of engagement by focusithg an
acting on Preece’s (2001) three P model.

5.5 Accreditation, Ethical Standards and Professical Credentials

Many of the support sites discussed in this papenat explicitly mention professional accreditation
and qualification of moderators. Rather, supportteenmunication is provided from people who have
experienced similar illnesses and life situatioBse(a and Baum, 2009, van Uden-Kraan et al., 2009,
Welbourne et al., 2009). However, accreditatiomical standards, and professional credentials of
counseling and moderation staff are important fovegnment endorsed and fee for service counseling
and support sites (Gedge, 2002, Urbis Keys Your@f)22 Barak, 2004). Clear communication of
accreditation, ethical standards, and staff or maer credentials provides a surety to potentiaints
relating to quality of service.

The Australian Attorney-General accredits Familpiite Resolution practitioners. Essentially they
require an appropriate undergraduate degree itahe social sciences, a Vocational Graduate Biglo
of Family Dispute Resolution and continuing profesal development. Ideally, any online family
support and counseling services should be monitdigd qualified Family Dispute Resolution
practitioners.

5.6 Emergent Themes

The themes presented in this section are drawn frati-disciplinary sources that focus on online
support sites, online counseling sites, and thergimg area of online support and counseling sites,
including those featured in section four. Figur@rbws these themes together as building blocks or
considerations for those who aim to develop or robauch sites.

iiiiiiiiieoo..__________Supportand Counseling Sites __ .
Counseling | Accreditation, : Privacyand : Online [ Validityof [ Trust | Usability
Sites ' ethical ' confidentiality ' communication ! information ! rand

. standards and | | issues : : . sociability

i professional
____________ LCredenfials.__ [ _________.___. i i i
Support | Moderation ‘ i | |
Sites ' | | |

Fig 1. Building blocks to consider when developing antasting support and counseling web sites.

There are a range of support sites available orintieenet on a variety of topics, some of which are
captured in this paper. The ease with which sitaslie created, and the relatively low cost of angat
them contributes to the diverse array of optionailable to the user. However, primary interactiams
support sites are sharing of information and supfdre validity of information provided from suches
can be difficult for some to ascertain.

Professional support and counseling sites can asldie need for accurate information by providing
reputable information resources based on the lates#arch. Professional moderation of discussion
boards can provide users with an added sense ofitseand assurance when coupled with clearly
communicated standards of behavior and interac&upport services can be complemented by secure
and reliable real time counseling provided by tedin qualified and available counselors who can
recognize serious issues and refer as requiredditi@nal professional service providers. Adoptemd
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clear communication of relevant ethical standaras enhance service quality and reassure potential
participants.

In addition to providing accurate information, sopjve groups and quality counseling, professional
sites need to be usable and reliable. Designingiraptementing sites that promote sociability thrbug
usable features can boost engagement and intaratttis critical that online counseling tools tadiable
and secure to ensure confidentiality and promotsemse of stability and trust between client and
counselor.

6 Conclusion and Future Work

Extensive research has been conducted upon thdogewvent of BATNAs and interest based
negotiation for the development of online Familyspite Resolution systems. However there has been
minimal research on the use of online support anohseling sites to assist divorcing parents undeggo
conflict upon how to determine the future careh&fit children.

Support web sites can play a key role in improwimg well-being of participants. They provide an
accessible, flexible means for people to share rgxpees, access and give support, gather informatio
and network with people with similar interests oncerns. The addition of online counseling to suppo
sites can provide a complementary service for gipetnts, allowing them to seek personalized feeklbac
in a more private online setting. Health care piew$, non-government organizations or not for profi
organizations and governments can play a key mnaeigiing credible and timely information and segure
trustworthy support and counseling services online.

The benefits that participation in online suppard @ounseling sites bring, such as reduction efstr
and anxiety and enhancement of well-being in pigdits, indicate they have the potential to assist
family mediation setting. Specifically, participati in support and counseling sites may provide a
positive intervention for participants who mighthetwise need to pursue mediation and litigation in
family/parenting disputes. Future research wilivdan the online support and counseling buildingckéo
presented and the approaches to evaluation ideahiifi this paper to further develop and evaluatéea
that will provide support and counseling for matercustodial parents in Australia.
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Abstract: Virtual environments, such as Online Dispute Resmiy don’'t have the rich context of
traditional environments do. We are developing mmotational environment that can better support
the decision-making process of experts by providimgess to meaningful context information,
allowing the intervenor to take better supportectisiens. The resulting system is able to
transparently acquire information about user’sestiaicluding stress or conflict resolution style.

Keywords: Online Dispute Resolution, Negotiation, Context-awass.

1 Introduction

Personality traits, conflict resolution styles ardotional intelligence are some of the key deteamis of
how conflicts are resolved. Hence one may wonder imformation technology can support the dispute
resolution process (Lodder and Zeleznikow, 2010jadifionally, conflicts have arisen between
individuals in the geographical proximity of eadher, after some kind of personal interaction (gafde
agreement, work relationship). However, nowadaysflimts can emerge between individuals located
virtually anywhere in the world and may even inwwhon-human intervener and some kind of automated
contracting process. This represents a significhahge in the whole paradigm of conflict emergeanue
resolution. In that sense, conflict resolution ésvadays also a field of research in the Computerge
discipline.

The main consequence of this shift in the paradigrthat courts, shaped after the industrial
revolution and still paper-based, are slow to deith both the amount and the characteristics ofehe
new disputes. In that sense, new approaches indeperof concepts like geographical location or
nationality and of paper based resources are needed

The field of Online Dispute Resolution (ODR) (Katshd Rifkin, 2001) emerged as a group of
methods or techniques that allow the resolutiorcafflicts partially or wholly under an electronic
environment and with the support of technologicdlitons (Lodder and Zeleznikow, 2010). Technology
assumes such an importance that is seen as thé foanty in the conflict resolution process, togeth
with the two opposing parties and the neutral (RifR001). In that sense, ODR can be classifiefirsts
or second generation, according to the degree tohamy of technology (Peruginelli and Chiti, 2002).
First generation ODR describes systems in whichrtelogy is merely a facilitator of the contact beem
the parties or a document manager. It has no amtgrend doesn’'t play an important role. Second
generation ODR comprises systems in which techiyolag the autonomy to make give advice or make
decisions and may even be able to argue, to analya®lex information or to define strategies and
plans. This is typically based on artifacts frontiffgial Intelligence, including decision suppoststems
or expert systems (Lodder and Thiessen, 2003).

In this paper we look at a very specific issue miae Dispute Resolution: the implications of
interacting and solving conflicts under virtualtsegs. In fact, as Rifkin puts it, in face to facediation,
the spoken word and the visual cues sparked by Hadguage are the primary elements in the
communication process. In opposition, in the “sareescreen” of ODR, the written word and the visua
dimensions of the computer screen constitute thkesaents (Rifkin, 2001). This may have its advaasag
but certainly has disadvantages too, namely conggithe amount of contextual information (e.g. body
language, emotions) that is absent in ODR.

In this paper, we make an analysis of the implisati of the lack of context information in
current ODR approaches and we present our approasied on the concept of Ambient Intelligence
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(Aarts and Grotenhuis, 2011). Ambient Intelligemeters to the combined use of Ubiquitous Computing,
Ubiquitous Communication and Intelligent User Ifdees to develop context-aware computational
environments that are able to seamlessly acquioenmation from its users and take actions that atm
the maximization of some goal (e.g. user comforsafety, efficiency at performing a task). Two main
modules can be identified here: data acquisitiomfthe environment and decision-making.

We are developing a context-aware conflict resofugnvironment to support the traditional model
of Online Dispute Resolution by providing importanformation about the parties and their context
(Carneiro et al., 2011). The main aim of this ajpgfois to increase the amount of context infornmatio
available so that parties and neutrals can take mealistic and weighted decisions. In that sensere
developing a framework that aims at interpreting state of the parties (e.g. levels of stress, iemait
state, conflict resolution style) and sharing timfdrmation with the conflict resolution platforrm the
first stage we want to empower the neutral so lteatan better decide on how to guide the procegs (e
make a pause when a party is too stressed, tenigdangerrupt direct contact between parties, imfioa
party that their lack of cooperativeness is jeojzamg the process). In a posterior phase we aim at
developing mechanisms that can efficiently inforartigs about each other’s states (e.g. animated
avatars), making the conflict resolution processemouman and closer to traditional ones in which
people communicate face-to-face and are fully awéthe consequences of their acts.

2 Limitations of Communication in Virtual Environ ments

The fact that ODR takes place in a virtual envirenin without all the richness of face-to-face
interaction, is seen as a serious drawback (Lar06y). And this is true not only in the conflict
resolution field but in any other field in whichrttial environments are used. Virtual environmemées a
frequently regarded as “cold”, with emotions anbeottraces of our complex interaction means playing
little to no role at all. One could argue that tlse of audio or video links between the parties|dcio
some extent, address this problem. However, thereases in which the use of video/audio has negati
effects (such as the cases in which people dotaodsto see each other or in histories of abusa of
dominant personality). Moreover, the approach presk can provide additional information on the
context of the parties or it will, at least, formzal the information that is already unconsciousksent.

One of the most important aspects here is thabd/banguage. In our day-to-day interactions
we (unconsciously) rely on body language to expoesselves in a richer way. Mehrabian concludes tha
in a face-to-face communication there are three é&eynents: the words, the tone of voice and the
nonverbal behavior (Mehrabian, 2009). The authap aloncludes that the non-verbal elements are
particularly important for communicating feelingsdaattitudes, stating that they account for theomiisj
of the information transmitted. i.e., the way thebrds are said is more important than the words
themselves. The problem is that this informatioost in a virtual setting and makes it hard foe th
intervenient parties (e.g. mediators, disputamtsirtderstand the emotional state of each other.

In a related line of research, Trevor et al. codelthat the lack of gestural information from
both speaker and listener limits successful comoatinin in virtual environments (Trevor et al., 2Dp11
To support this conclusion, the authors createdrancunication game in which a player had to describe
the meaning of a word to a partner so that shedoguéss the word. In this interaction, the parteerdd
only communicate through animated avatars. Theataes/could remain static, perform according te pre
record gestures or could be controlled by virteality suits worn by the first player. The resathieved
prove that not only is body language very imporffamttransmitting information but it is also used t
perceive feedback from that transmission, i.epdrceive if the communication is being successfu o
different approach should be followed. Both thekla¢ feedback from the environment and the lack of
meaningful content are pointed out as a drawbackthgr researchers (Campbell, 1997; Costalli et al.
2001).

When communicating online people tend to forget thare is another person behind the screen
on the other side. In that sense, there is a distitty effect and people tend to forget about diieer’s
feelings and simply don’t worry that much about te@sequences of the words they utter and therectio
they commit. Thus it is often easier to offend deamline. This may constitute an important obstdol
the successful resolution of the conflict as ati@teof trust is of utmost importance.

It is thus evident that the lack of the contextpefsonal interactions constitutes a drawback in a
virtual conflict resolution process. Context infation is needed not only for parties to take bedteat
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more realistic decisions but also to interpret hathers are being affected by the issues and to keep
mind that in the other end of the screen therepameple with feelings, desires and fears. With this
motivation in mind, in the next section we preseuat approach in which we aim to empower virtual
conflict resolution mechanisms with the provisioncontext information in real-time about the pastie
and the interaction environment.

3 Building a Context-aware Conflict Resolution Erironment

The main objective of this research is to buildams$parent computational environment that can suppo
the conflict resolution system with the provisidnneeaningful context information. In that sense, ave
extending the traditional model of negotiation/nadidin with two new components: an intelligent
environment and an adaptation phase.

On the one hand, we are including the notion oingglligent environment as an entity built on
devices and sensors. Ideally, this entity wouldhbésible to the eye of the user and the user wooldbe
aware of being monitored, as the simple fact ofwing it might be enough to change his behavior.
Nevertheless, the fact that this environment sumidsithe users and constantly acquires informatiouta
them and their context of interaction, by meansegilar devices with computational power (e.g.ctou
screens, video cameras, accelerometers, PDAs)stalngg legal requirements concerning the condent o
the users and the finalities of the use of theectdld data. These issue is addressed in (Andraale et
2011).

On the other hand, we include an adaptation phEsis. phase occurs whenever the mediator
notices a significant change in the context of rextdon that calls for a rethinking of the strag=i
defined. The main objectives of this phase arestorient the focus of the conflict resolution pregén
order to keep the parties interested in its resniuand to find more suitable ways of achieving an
outcome.

Thus, we define a dynamic context-aware conflisbhation model as depicted in Figure 1. The
process starts with the generation of useful kndgdethat will support the decisions of the disptitan
parties and allow for the mediator and other tdelg. expert systems, decision support systemsjate
better decisions. With the support of this knowkedipe mediator will build the strategies that willide
the negotiated process. Whenever the mediator featsit is necessary, he may choose to adapt these
strategies. In order to decide when and how tooperfthis adaptation, the mediator interprets the
information provided by an intelligent environmexitout the context of interaction, including thedlsv
of escalation, the attitudes, the personal confligtes, the emotional state or the levels of str@sis
process goes on until a party leaves the processsoiccessful agreement is reached. In the follgpwin
sub-sections we depict some of the information that intelligent environment provides and how it
acquires it.

3.1 The Automated Classification of Personal Coli€t Resolution Styles

Each individual has a different style of dealinghaé conflict. This so-called personal conflictletis a
result of our personality traits, our past experenand many other issues. One’s personal costiitd is
one of the most important issues influencing ouciglens in a conflict resolution process and,
consequently, its outcome. In that sense, knowledhgeit how each party behaves in a conflict scenari
is of utmost importance for the mediator. Moreowstecting, interpreting and even inducing changes
this personal conflict style may be a very powerftgdapon for the mediator in order to achieve a
successful outcome. Thus, understanding personmdliatostyles should be regarded as essential in a
conflict resolution process.

In the 1970s behavioral scientists Kenneth Thonmak Ralph Kilmann classified the way we
respond to conflict scenarios in five different reedin terms of the individual's assertiveness and
cooperativeness (Thomas and Kilmann, 1874)

e Competing - A competing individual will have as itgin purpose the achievement of the highest
gain possible. In order to achieve it, the indidtmay use his ability to argue, his rank, economic
sanctions or whatever power seems appropriate.stylsis highly uncooperative;

* Accommodating — An individual showing an accommadntonflict style will show the openness
necessary to accept another’s point of view and magn evidence selflessness, generosity or

1 Also known as th&@homas-Kilmann Conflict Mode Instrument
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charity. In fact, the individual may even neglett bwn gain to maximize the gain of the other. In
that sense, there is an underlying element ofssadfifice in this cooperative style;

* Avoiding — When an individual evidences an avoidatgle of dealing with the conflict he will most
likely try to not deal with the conflict at allei., he will not try to satisfy his interests noe thnes of
the opposing party. This style might be visibleotigh behaviors such as the sidestepping or
postponing of an issue or withdrawing from a theeatg situation;

e Collaborating — A collaborating individual is willj to explore a disagreement to learn from others’
insights. This style is the complete opposite efdlvoiding one in the sense that it is cooperatia:
the individual tries to satisfy the interests oftbparties, placing effort on discovering the utygag
desires and fears of the other.

e« Compromising — A compromising individual will tryotsplit the differences between the two
positions, exchange concessions or seek a quictleagitound solution. Basically, he will try to find
some expedient and mutually acceptable solutionpudially satisfies both parties. This style ¢en
seen as an intermediate one between the competihgczommodating ones.

In te]].rgent Environment i g

Contextof
Interaction

Attitudes
Level of Escalation — s
Emotions TS e S SN
Dynamic Conflict Resolution q

i Generate - - i
start | Build Mediate / | outcome

— Useful . . .
| | Knowledge Strategies Negotiate ,

Fig. 1. High level view of the proposed context-aware tonfesolution model.

Although the authors argued that disputants tendotois upon one specific conflict style,
depending on the situation, they might use diffestyles. The styles the parties use can be datedni
following two different approaches:

A) On the one hand, parties can be questionedtdimw they would behave in certain scenarios. This
provides information before the actual start ofphecess, allowing the mediator to plan ahead. Hewe
this information may not be reliable as people tenbdehave differently when they are under straskita

is fairly easy to give wrong information in questi@ires. Moreover, people will most likely chanbeit
conflict resolution style during the process, makiine initial information outdated.

B) On the other hand, the behavior of the partiey ime analyzed while they interact. Although this
process may require more time to gather enoughnrgtion about the parties, it will not only be more
reliable information but it will also reflect everal changes in the style, and in real time.

In this work, we focus on the interpretation of flimh styles during the negotiated process, by wriab
the behavior of the parties in real time, allowing to infer the conflict resolution style of thertias
while they interact. Specifically, we analyze tlati@ns that parties take during the negotiationyinich
parties can ignore, accept, refuse, exit, replyhgitnew proposal or reply with a counterproposake T
simple fact of performing a task has its specifieamng: a party that is simply refusing or ignorig
proposal is probably in an avoiding style whileaatp that replies with a counterproposal addrestieg
original proposal is often cooperating. Howeveg #ttion by itself is not enough. In fact, theitytibf

the proposals that are constructed by the partiest be analyzed. This allows the mediator to daterm
to which extent the party is just being greedy ¢heperates by proposing solutions that encompdgs on
his personal gain, and does not propose unreasistidions) or to which extent he is willing to pase
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middle ground solutions (he proposes to lose platthe possible gains in order to achieve an outgome
The analysis of this utility is central.

In order to correctly interpret each action, thditytof the proposal it encapsulates must be
analyzed and compared with boundary values. Ingiase, the utility is analyzed in comparison \iliih
values of the BATNA, WATNA and ZOPA. BATNA and WATA represent the Best and Worst
Alternative to a Negotiated Agreement and depiet st and worst case scenarios in court, i.¢heif
alternative method fails what are the chances int@o(De Vries et al., 2005). The ZOPA, on the othe
hand, represents the Zone of Possible Agreement adhe name indicates, describes the range of
possible outcomes (Raiffa, 2005). The way thatehedues are computed in the context of this werk i
further described in (Andrade, 2010). This analysiperformed under the assumption that a value of
utility near the BATNA of the party stands for aegdy behavior (a more competitive style) whereas a
value near the WATNA represents a more compromisimg (Figure 2). This analysis is performed in
each round of the negotiation process, in whicligmexchange proposals and counterproposals.

ZOPA

WATNA P1 BATNA P1

ZOPAy I o B ¥ ZOPANAx
Acmmodatingg Campeling

Collaborating C‘ompromisingé Compromisingé Collaborating
Acmmodatingé Samipotit
WATNA P2 #9074 o ] v sEkagiun

BATNA P2
o ZOPA EE
utility

Fig. 2. The space that defines the personal conflict styldunction of the utility of the proposals ame tvalues of
the BATNA, BATNA and ZOPA.

In each round, each party will perform actions whiwill contribute to the overall
characterization of its personal conflict style.isTis thus the result of an ongoing process, aesingle
action is not enough to accurately classify théesty the party. In this process of classifyinglesytwo
main scenarios are possible: the party ignoreptbposal or the party answers to the proposahdf t
party ignores the proposal, in that round his behrasg classified ag\voiding On the other hand, if the
party answers, the utility of the answer is anallyze

First of all, a legitimate and valid answer eviden@ cooperative behavior. However, we must
determine what the real intentions of the party Hréhe utility of the proposal is near the BATNA the
party, he is clearly showing@ompetingstyle as he is trying to maximize his own gain.rhight even be
doing this in an unrealistically way, completelysmigarding the other party. On the other handyef t
utility of the proposal is near the WATNA, the panhay be neglecting his own gain or even maximizing
the gain of the other. In such a scenario, it iasomable to state that the party is showing an
Accommodatindehavior. If the utility of the proposal falls wih the range of the ZOPA, the party is
being reasonable and proposing a solution that omagprise losses on both sides but is certainly
reasonable. In this case, style is determinedrtian of the distance to the mean point of the ZQ&s
defined in equation 1.

_ (ZG'PA:-::N + ZGPA-"!'A-"-’J (1)

a 2

Additionally, two intermediary points are definduat allow to classify the remaining conflict
styles, equations 2 and 3. Specifically, when ttil@yubelongs to[a. ¥], it denotes a party negotiating in
intermediary points of the ZOPA. That is, the pastyrying to work out compromise that implies ado
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from both parties. In such a scenario, it may bie shat the party is evidencing @ompromising
behavior. On the other hand, if the value of thigyibelongs to[ZOPAuN,ZOPAux]/[aY]

The party is making proposals that are closer elithits of the ZOPA. This means that the
party is trying to work out a solution but may atsean that the party is trying to explore some weak
of the other party, trying to force him to accephare extreme solution. In this case, the stylthefparty
is classified a€ollaborating

= Z0PA,, ZO0PA,w + 0
a = (20PAy + ) o (e T @

2 2
Z0PAax — 8B E0PAyax +8
y = (20PAyy - ——X 1) - (T, 3)

However, given that we might use several styldb@tsame time and that a value that is near the
limit of the interval should have a different maagfrom a value that is in the middle, we proposecae
accurate approach in which a main conflict stylmisrred, together with a so-called trend stylrisTcan
be interpreted as a party showing a given behdibwith a trend to another one. The following tiota
is used to denote a main conflict style with adréma secondary onfMain  seepmzary-

Let @ be the value of the utility of a proposal. Thedaling personal conflict styles are defined
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Collaborating L compromising ifpe [w, |
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Doing this in each round allows us to analyze thalwgion of the conflict resolution styles in a
temporal perspective (Figure 3), in an attempt rp tb identify some pattern or trend (e.g. an
apprehensive party starts out showing and avoidiepavior and then evolves towards a more
collaborative or compromising one). With accesghis kind of information, the mediator may better
decide on when and how to adapt strategies.

3.2 A Non-invasive Estimation of the Level of Sass of Disputants

Stress is an abnormal condition that disrupts threnal functions of the body or mind. In other wards
human stress is a state of tension that is creseth a person responds to demands and pressucas. It
affect the body, thoughts, feelings, and the beirani a person (Selye, 1956). In that sense, itdyars

in a conflict resolution scenario is of utmost impoce. However, when the conflict resolution pssce
takes place in an online environment, informatidoowt the underlying stress is not available. As a
consequence, the intervener loses access to impantizraction information that may allow him to
assess how each issue effects each party and teewteat this occurs. In this line of research,aiva to
empower ODR settings with estimated informationudtibe levels of stress of the parties.

Stress has spawned a vast body of research iretlithHiterature (Jones and Kinman, 1988). In
fact, some research areas on the topic of stresbe&dentified, namely: (1) stressors (the envirental
causes of stress), (2) intervening variables ahagt(ains (the outcomes of stress). Moreover, thesas
are interlinked and these categories are not muyteakclusive, which has led to misunderstanding in
academic and popular writing on stress.
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Fig. 3. Representation of the evolution of the personaflimbistyle of a party in 10 rounds.

It is a rather challenging task to develop a pcatthuman stress monitoring system. Several
difficulties arise from this task, namely: (1) tepression and the measurements of human stregsrare
much person-dependent and even time or contextndepé for the same person; (2) the sensory
observations are often ambiguous, uncertain, acohiplete; (3) the user stress is dynamic and esolve
over time; (4) the lack of a clear criterion foragible stress states greatly increases the diffiafl
validating stress recognition systems.

The ability to recognize common stress symptont, &urthermore, the underlying causes, is
crucial to understand the factors that conductutbex’s performance to perform an action or evidemce
behavior. Our current work focuses on modeling stesy that is able to estimate the level of human
stress from its external symptoms. We are devefppgimon-invasive real-time system that monitors
human stress in a task-specific environment. Thig@ach is based on the use of handheld devicés tha
are used to interact with the conflict resolutigatem. These handheld devices are equipped witosen
that can provide useful information in real-timeoab how the users interact with the platform, in a
transparent way.

Currently, our solution considers the following urng:

« Touch patterns — The touch pattern encodes theifispa@y of the user touching the handheld
device. Stressed and calm users show differenhtpatterns;

e Touch accuracy — The accuracy of the touch refeithe precision with which the user touches or
fails to touch the controls. Lower levels of acayrare related to increased levels of stress;

* Touch intensity — The touch intensity depicts thespure of the touch. Generally, a stressed touch
has a higher maximum value of intensity than a dalnch;

e Acceleration — Information from the accelerometéacpd in the handheld device can allow to
determine the level of agitation of the user: steesusers tend to move more and in more abrupt
ways than calm users;

Concerning touch patterns, each user has a spemifatr pattern. However, these touch patterns
are affected by stress in similar ways, even féfedint users (Grundlehner et al., 2009). Touclepas
can vary in length and in the variation of the imsi¢y during the touch (Figure 6b). Generally, acto
performed in a calm state starts in or near a maxinvalue of intensity and then decreases until the
finger releases the screen. On the other handjch feerformed under stress tends to last longéh, itgi
intensity increasing until a maximum value (thahigher than the maximum value of a calm touch) is
reached. After this point, the intensity decreasds the finger releases the screen. In that sensen for
different users, it is possible to develop an atpor that is able to distinguish between a moressied
and a more relaxed touch. Still, better resultseata@ieved with a prior phase of training, in whitie
system adapts to the specific touch pattern ofifee.

To make this distinction between stressed and talithes we look at the intensity curves of the
touches. Given that the usual shape of the inten$ia touch is similar to a quadratic function, use a
least-squares fit to obtain the curve that best tfile touch pattern. Figure 6a shows a touch patter
(orange line) and the corresponding curve generayethe least-squares fit (in blue). Thus, aftenge
processed, the touch is no longer representedistscd points of intensity but as a quadratic ftioe of
type

flx) = ax*+ bx +c,a = 0.
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This allows us to compare touches by comparingr thespective curves (e.g. similar curves
denote similar touch patterns). We thus use mackséaening techniques to classify each touch.
Specifically, we trained a J48 algorithm to be afuledistinguish between a stressed and non-stressed
touch, using a dataset of 349 touches. The reguitee is used to distinguish between stressechaned
stressed touches (Figure 4).

==0.204902 = 0204302
== 0084802 = 0094802 ==-0.005169 »-0.005169
i - E -
==0.072549 =0.072544 == 0238726 = 0238726
==-0.022543 »-0.022548 ==-0.031477 =-0.031477

—

eaawn  mgwo|  wwio| o)

Fig. 4. The tree created by the J48 classification allgoritThis tree is used to distinguish between sstetand a
non-stressed touch.

The algorithm shows interesting results, with 274it of 349 correctly classified instances
(around 78%) (Figure 5).

=== Stratified cross-validation ===
=== Summary ===

Correctly Classified Instances 2

.6504 %
Incorrectly Classified Instances 7 L3498 %
Eappa statistic .5457
Mean absolute error -2878

1
g
o]
o]
Root mean 3guared error 0.4155
g
3
g

r
1)

Relative absolute error 58.1595 §
Root relative squared error 83.5666 %
Total Number of Instances 34

=== Detailed Accuracy By Class ===

IF Rate FF Rate Frecision Recall F-Measure '

0.724 0.181 0.764 0.724 0.743 0.

0.819 0.276 0.78 0.81%9 0.802 0.

Weighted Awvg. 0.777 0.233 0.776 0.777 0.776 0.

OC Area Class

=== Confusion Matrix ===

a b <-- classified as
113 43 a = yes
35 158 | b = no

Fig. 5. Summary of the model used to classify touches.

After building this model, the system is ready tassify touches as stressed or not stressed.
Evidently, a single touch is not enough to acclyattassify the user’s state. In that sense, wfola
temporal approach in which each touch contributeghe overall estimation of the level of stress.
Together with this information, we also analyze #teuracy and maximum intensity of the touch. The
accuracy represents the amount of touches in aafigas (e.g. buttons, text fields) versus touches i
passive areas (areas without controls, thus wittimuheed to be touched). A touch in a passive cana
be the evidence of a stressed state as the usendsidikely touched it while trying to touch antiae
area. Thus, the lower the accuracy is, the highercontribution to the overall level of stress. E&nly
we use the maximum value of the intensity of eamicth. This is supported by the fact that touches
performed by stressed users show a higher maximalwevof intensity. Thus, the level of stress
associated to this input is higher when the maxinmtamsity is higher.
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Fig. 6. Intensity of a touch over time (orange line) andesponding quadratic curve (blue line) (a) arat pf calm
(orange) and stressed (blue) touch patterns.

Finally we also perform an analysis of the acceienasensed on the handheld device under the
assumption that a stressed user will be more aditahaking more sudden movements, and this can be
measured by the accelerometer. Nevertheless, ea fdt applied to the accelerometer placed on the
handheld device so that the variations of the acatbn that correspond to touches are removeddi.e
variation in the acceleration is expected when aueh the device and this has no relation with l@fel
stress). This way we make sure that the accelerétian independent variable. Figure 7 shows twtspl
of the accelerometer data for the same time intewith the raw data (a) and the data after apglyire
filter (b). The filtered data can thus be analyaed contribute to the evaluation of the level atatpn,
thus stress, of the user. Putting together allittic@mation, the proposed monitoring frameworklde to
produce, in real-time, an estimation of the stétine user in terms of stress.

4 Conclusion and Future Work

Current trends in Online Dispute Resolution focugdeveloping tools that can help parties make @bnta
and share information and proposals for problerolugien. This is expected to result in faster anaren
efficient conflict resolution processes. Moreowgrtual environments are being created that fad#ithis
interaction. However, the human side of conflicsalation is being left aside, as pointed out by the
literature. Consequently, we must keep in mind thate is the risk of exclusion of important comtex
information, considered vital by expert human med&for making informed decisions, but unavailable
in the online context. As a result, conflict regmno processes might ignore the human element acusf
only on objective information, putting aside conteXormation that may be quite important in order
perceive feedback from the parties and assesstmmatre being effected.

The approach presented has as its main objectieeddsire to enrich conflict resolution
platforms by providing access to this kind of comt@formation. Specifically, in this paper we fead
on how to classify personal conflict resolutionlstyin an automated way and on estimating the lefvel
stress of the users utilising non-invasive methddss information can then be used by the platfom
even by a mediator who is conducting the procespgtceive how each issue or event is effectingy eac
party. This, we believe, will increase the sucaeds of conflict resolution procedures and bringFROD
closer to the rich communicative environment thathave, when we communicate face-to-face.
Current research is now incorporating additionahponents that will contribute to the characteraati
of the stress, so that we can provide more accleptatvice. Namely, we are working on analyzing the
patterns of movement of the users. This researibhsed on image processing. In a later phase, teredin
to work with the School of Medical Sciences at Wmsity of Minho to use electroencephalograms that
will be useful not only for validating this apprdebut also to more accurately calibrate it.
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Fig. 7. Information from the accelerometer corresponding tiser interacting with the touch screen (a)taacdsame
information with the data corresponding to the tmgfiltered (b). The upper line represents theuteodf the
acceleration while the three other lines repreaectleration in the three axes.
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Abstract: Perceptual graph models and stability analysispagsented to account for the roles of
emotions and lack of consistent perceptions ameegstbn makers in conflict. The inherited stability
properties of Nash and symmetric metarationalitytsn concepts and the consistency of different
stabilities observed across perceptual graph matelslemonstrated through various theorems. This
research highlights the importance of accountimglferision makers’ perceptions when constructing
conflict models, and the importance of being caigiwshen drawing conclusions from these models.

Keywords: Negative emotion, perceptual graph model systersseptual stability analysis, Nash
stability, symmetric metarationality.

1 Introduction

As omnipresent social phenomena, dispute and autation exemplify contentions between adversaries
who battle to attain objectives that are not coieety compatible. Whether these contentions aild m
disagreements or deadly clashes, conflicts causplg@dao experience bewilderedness and negative
emotions. The experienced emotions depend on howpl@eappraise a situation with respect to
accountability (who did what?), significance (howeh it is important?), and incongruence to own goal
and beliefs (Lazarus, 2001a,b). Obeidi et al. 80tighlight the inextricable association of negati
emotions to adversaries’ relational dynamics durdogfrontation. For example, the perception that
someone premeditated an action that is incongrugtht individual's goals will likely make a person
angry, while the perception of an imminent riskpexdally if the perpetrator is unknown or powerfulll
likely engender complex emotions where fear is ahami.

If conflict is not resolved or not properly managiedm the onset, the initially experienced
emotion will continue to spiral into a complex arat destructive emotions, which would further ftied
conflict. As conflict escalates, involved parties, decision makers (DMs), perceive the structure o
conflict differently. Partly because of asymmetry information and partly because of individual
differences in information processing and biasegudgment (Pinkley et al., 2005; Carnevale, 2007.
Negative emotions intensify any incompatibility DMs’ perceptions of the conflict and any biases in
information processing and coping strategies.

Formal techniques that have been developed to zmalyuations characterized by conflict of
interest are founded upon or inspired by game th@dwn Neumann and Morgenstern, 1958)etagame
Theory(Howard, 1971)Conflict AnalysigFraser and Hipel, 1984hypergame AnalysiBennett, 1977,
1980; Wang, Hipel, and Fraser, 1988), fBeaph Model for Conflict ResolutiofFang, Hipel, and
Kilgour, 1993), anddrama Theory(Bennett and Howard, 1996; Bryant, 2003) are @infal tools that
conceive conflict and negotiation as multi-partyHiobjective decision making situation, or stréateg
conflict (Obeidi et al., 2005). The structure afastgic conflict are: two or more DMs, each withmso
ability to choose between alternatives or courdeasction, each available alternative is fully knowen
every DM, each DM has preferences over outcomaseach DM makes choices conducive to her own
self-interest and expect the opponents to do likewi

These conflict analysis techniques focus on findingcomes that are stable with respect to
choices made in decision makers’ interests. A nurobstability analysis procedures that capture aonm
behavior under conflict have been used within theshniques for assessing the stability of outcoimes
strategic conflicts (Nash, 1950, 1951; Howard, 1®8rams and Wittman, 1981; Fraser and Hipel, 1984;
Zagare, 1984; Kilgour, 1985). These proceduresesgmt each DM’s readiness and strategic approach to
behavior in the conflict, assuming all DMs have #ane view of the conflict and each is acting in
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accordance to one’s self-interest. Of interest hisrdNash and symmetric metarationality solution
concepts.

Perceptual graphs and stability analysis (Obeidil.et2009a,b) are developed to include salient
interpersonal issues in conflict. These theoretitaictures incorporate the effect of affectivectems
(emotion, feelings, and impulses) on DMs’ incoreistperceptions of possible outcomes during cdnflic
Discrepancy in the perception of outcomes among Didsessitates changing the way a conflict is
modeled and analyzed for stability. Each DM, unperceptual graph assumption, may have a limited
view of other DMs’ model. Hence, analyzing a petaapmodel require modifying traditional stability
analysis. Perceptual stability analysis takes imtoount awareness of DMs of any inconsistency in
perceived outcomes.

The following sections give a general overview dadrgeptual graph model systems and
perceptual solution concepts. Then Nash and synumagtarationality are defined for both standard an
perceptual modes. The paper is concluded by shoWwowy Nash and symmetric metarationality are
persistent from standard to any submodel in a péuneégraph model system.

2 Perceptual Graph Model System

Perceptual graph system (Obeidi et al., 2009apusded upon the graph model for conflict resolution
(Fang et al, 1993) but it extends the applicatimrsituations where DMs have different perceptiohs o
possible outcomes.

2.1 Standard Graph Model

Constructing a Graph Model for a strategic confleduires determining the set of key DI\/N;{N| =>2),

states €0 S| $2 2), and each DM’s relative preferences among staies),, - A State represents a

distinguishable feasible outcome, and it enablesrépresentation of DMs’ course of actions. Pdssib
moves from state to state are modeled using atdidegraph for each DN, (S, A),in which vertices

represent states and arcs indicate state trarsifionl Sx S, controlled by focal DM i.

(s, $): 8 sU Sand s # s, is an arc in DMi’s directed graph, if DM can reach, in one-step move,
states, from states,. All DMs’ strategic interactions represent the esimn of the conflict from atatus
quo stateas DMs jockey for positions via state transitiomsil some stable state is reached. If attained,

this stable state represents a resolution of th&lico Formally, astandard Graph Model is an
integration of all DMs’ directed graph, and is eegsed by a quartet of components:

G:[N,S(AiDN’(ti)iDN] O

2.2 Perceptual Graph Model

Inconsistent perceptions among DMs is commonly oiesk because of the prevalence of negative
emotions and impulses as adversaries experienastupgrceive the attainability of their goals raret,
or being physically or mentally hurt by other indivals’ self-interest actions. Accounting for thigeet
of emotions in conflict by modifying the set of &lale states perceived by each DM according to DMs’
emotions upsets an important assumption in the lGkapdel, which is all DMs share a unified view of
the conflict. Using a perceptual model, each DMliswed to have itewn graph, which consists of an
integration of all DMs’ perceived directed grapi#s.DM’s perceived directed graph is the DM's
apprehension of its own recognized states, staesitions, pairwise comparisons of the recognized
states, and an index of awareness. A perceptaghgmodel for DMK N is an integration of all
k'sperceived directed graphs usikgs set of recognized states, which reflects Vs perception and
awareness of other DMs’ perceptions. Using suchgmual lens each DM’s viewpoint defines a conflict
model.

A perceptual graph model defined for each M N, usingk’s set ofrecognized state§,, is
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obtained by eliminating states not recognized by M S, reflects DMK's perception, where
S 0 Sand S, # ¢ It is also assumed that tetatus qucstates, 0 S,. For DMs i,k ON, S* is defined
as DMK's perception of’s set of state, wher&‘ 0 § . Notice that if the focal DM is the owner of the
perceptual graph, thek=1i and Si Os.

A perceptual graph model for DKIrequires definindd's state transitions and preferences among
the recognized states as well kés perception of opponents’ state transitions arefgsences. Hence,
Thus, fori,k ON, , wherek is the owner of a perceptual graph modg|, is based upor§; DM K's

perception of DM’s state transitiong)*, that are wholly contained with®,; and DMK's perception of

DM i's relative preferences among statgé,

Furthermorek’s perceptual graph model must reflect whetherair®M k is aware that other
DMs recognize states if§,. An index of awarenessy, =1, is used in a perceptual graph model if BM
knows that some states i, are not recognized by opponents, amd=0 is used if DMk thinks all
DMs share the same view of the conflict. Formadlg,perceptual graph model is expressed as:

6. =[N (9),,.(4)., (=), @ 21

3 Solution Concepts

Within the standard graph model structure, prooesiitave been established to assess the stability of
states using various solution concepts (stabil@fnitions), which are designed to reflect DMs &tac
behavior under conflict. A solution concept is atimeanatical model, which consists of a set of riides
identifying a state which a DM would choose to sddgiven that the state has been attained. Thdse r
describe calculations that measure a rational DMjsected success to attain a more preferred outasme
DMs jockey for positions via moves and countermovestate is stable if and only if (iff) a DM deeisl
not to move away from it when the state is attaiffdte incentive to stay at a state is determinethby
lack of a unilateral improvement from the statethm prospects of a sanction that could be leviedrb
opponent should the DM decide to move away fromstage. A sanction is an opponent’s countermove
to every Uls by a focal DM that would move the dmtfto an equally or less preferred state for fiheal
DM. A state that is stable under a solution contegbmes equilibrium if the DM also believes thidteo
DMs prefer to stay at that state.

In the Graph Model the set of all states that D&&n unilaterally reach from statg] Sin one
step is thaeachable listR (9. In a 2-DM model, letN ={1,2} and eitheri =1 and j=2 or i =2 and
j =1. Assuming that DM seizes the initiative and moves first, thida called thdocal DM and DMj is

i's opponent. Based on a focal DM’s preference stteof feasible statess, can be partitioned relative
to a particular states( S into two sets:®; (s) and ®7(s). @/ (s)={s,0 S §=; Js is the set of all

states that DM prefers to states; and @ (s)={s,0 S s; § is the set of all states that DMinds
equally or less preferred to stase Furthermore, for DM, R (9 can be further partitioned into two

subset: R (9= R(3N®’( 3 is the set of unilateral improvementsfrom state s and

R*(9 = R(3N®( ¥ is the set otinilateral disimprovementsom states. The followings are Nash
and symmetric metarationality formal solution cgutsdfor the case of 2-DMs.

3.1 Standard Nash and Symmetric Metarationality &bilities

Nash stability. Fori N, a states(] S is Nash stable for DN, denoted bysd S¥&" , iff R"(9 =0.

In other words, DM has no possible unilateral improvements. A DM ghacting according to
Nash stability will move to a more preferred statdy if it is possible without regard to opponents’
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preferences and any possible countermoves. Thep(gjyunderlying assumption of Nash stability iatth
DM | expects that the other DMlSN - i|, would not move away from the state reached &fsenove.

Symmetric Metarationality Stability (SMR). For i ON, a states[] Sis symmetric metarational stable
for DM i, denoted by sOSM%, iff for every tOR*(9, R(YN®(9#0, and for all
hOR(YNP(9, R (HNP(9=0.

A state s is symmetric metarational stable for DIMff for every Ul | can take advantage of
from states, DM j can countermove the Uls to a state that is at m®good for DM as the original
state s and there is no unilateral counter-response byiDidn leave it better off than the original state

s. In other words, there is an inescapable sanctioavery possible Ul by DM. Notice that Nash
stability, under SMR the DM contemplates three nsoakeead.

3.2 Perceptual Nash and Symmetric Metarationalitytabilities

A perceptual graph mode permits DMs to have differgpprehensions of the underlying decision
problem, which violates a fundamental assumptiorthef Graph Model methodology—that all DMs’
directed graphs have identical sets of verticemt€s). Nonetheless, a perceptual graph model tsheri
most of its components from a standard graph mollerited components include the DMs, statese sta
transitions and DMs’ relative preferences for state Inconsistencies in apprehending outcomes
necessitate modification of the set of feasibldestdo reflect each DM’s perception. Consequently,
perceived state transitions and preferences ragarthie perceived states may vary among DM'’s
perceptual models. Hence, every perceptual graptieims created for every DM through a mapping
function G, =¢,(G), each consists of sub-models that share many gieperith the standard graph
model.

Analyzing a perceptual graph mode is unlike the wagandard graph model is being analyzed.
Because of the possibility of apparent inconsisténgerceptions, any conclusions drawn by analtyzn
conflict model depends on both the owner of a get@ graph model, DM, and the focal DM—the
one that takes initiative and makes first move. Wéeto use standard or perceptual stability depemd
DM Kk's index of awareness—whether Diviis aware that other DMs do not apprehend som§, ofif
DM k is unaware,a, =0, of inconsistent perceptions among DMs then stahdéash and symmetric
stabilities is used to analyzés model. Here DMK believesG, =G, il N- k While, if DM k is
aware,a, =1, that other DMs perceive only partial view Gf then perceptual solution concepts (defined
below) are used to analykls model (Obeidi et al., 2009b).

The setS°is the set of commonly perceived states by all DiM$l. This set of states represents
distinguishable feasible outcomes that are conspiguo DMs. Similarly, DMs k and j, and

Sf,-’ =Q ﬂ_$ to be the set of states recognizedkblut notj, where§j is the complement 0§, in S.

Also, the set of stateprivateto DM kis § = SN SN SN..N SN SN..N < If the index of

awareness of DM is a, =0, thenk will not be aware of these private states, iS.,=C.

Similar to earlier convention, in a 2-DM model BM k refer to DM who owns the graph
model, G,, and DMi refer to the focal DM who seizes the initiativedamakes the first move from a

state, and let DNI's opponent be DN. Eitherk =i or k = j but not both. Wherk =i, DM i analyzes
the stability of states i5, twice. First, wher is the focal DM whilg is the opponent, and second, when

j is the focal DM whilei is the opponent. The outcomes of DM stability analysis represeiits
perception of the stability of states @ using a particular solution concept. Similarly, whe= j, DM j

analyzes the stability of the states@for DMs i and j.
Perceived Nash Stability Fori,j ON and k =i or k = j, a statesd S () $ is perceived bk to be
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Nash stable for DM, denoted bys( S, iff R(9N SN S#z0 andR' (9N S=0.
In G, the standard Nash stability is reformulated to take account a DM’s inability to perceive more

preferred states. Under perceived Nash stabilityl, Operceives a state to be Nash stable for the focal
DM i wheneveK believes that there is no preferred stat§irthati can move to.

Perceived Symmetric Metarationality Stability. Fori, j N andk =i or k = j, astatesO0 SN $is
perceived byk to be SMR stable for DM, denoted bys[] QSMF“, iff R'(9N S #0 and for every

tOR(9N'S, R (HN® (9N S #0, andforallhOR (YN (N S, R (HNP (N S=0.

According to this definition, DMk perceives a state to be symmetric metarationblestar a focal DM
i whenevelk believes for every unilateral improvemeéntan make, there is an inescapable sanction by
DM j. That is the focal DM has no counter responseppmoent’s sanctions.

4 Consistency of Nash and SMR across Perceptuatdphs

Mapping a standard graph model to a perceptualhgrapdel may affect the stability of a state under
standard solution concepts. The stability of aestat a focal DM may change because the statetis no
recognized by the owner of a graph model, or bexaose state transitions controlled by a DM in the
standard graph model become invisible to that DMhe perceptual graph. In the former case, the
stability of the state is irrelevant, because irest be assessed for stability by the owner ofgtaph
model. But in the latter situation, either the difgbstatus of the state under a particular solutconcept

is altered (i.e., stable state becomes unstableuasthble state becomes stable), or the state taeno
assessed for stability under the same solution eginbecause the DM cannot or has no desire to
unilaterally move away from it; thereby the stdkilof the state is limited to perceived defaultNash
stability for the focal DM. A state is perceivedfaidt for a focal DM if the DM has no ability to e
away from the state.

Hence, a state that is stable for a DM in the stechdraph model may or may not be stable in a
perceptual graph model system, from the viewpointhe DM who perceives it. Nonetheless, some
solution concepts are resilient to DMs’ inconsistparceptions of the conflict; in that their stébil
properties are preserved as the standard graphlnsodepped into sub-models. Understanding these
inherited qualities, moreover, may expedite a gered stability analysis. Most notably, Nash andF’SM
stability in a perceptual graph model system caimfegred from a stability analysis of the standgrdph
model.

The rules embedded in a solution concept identidyraent state that a DM may tend to stay at,
given that the state is attained. In Nash stabitlig basic rule examines whether a focal DM camano
unilaterally to a more preferred state. Thus, theeace of unilateral improvements (Uls) indicates t
the state is Nash stable. Consequently, the laaekld in a standard graph model must be preseirved
perceptual graph model. Hence, if a state is N&adhlesfor a DM in the standard graph model, théesta
cannot be unstable in any sub-model for that DM.

Theorem 1: Persistence of Nash StabilityA state s(1 S that is Nash stable for a DM in a standard
graph model maintains its stability in any percapgraph model for any DM who perceives it.

Proof (by contradiction):

Suppose thasd § N Sfori,jON, thatk =ior k = j, and that the stateis Nash stable irts for DM

i. Therefore,R"(9 = 0. Assume that the stasds not Nash stable for DM in a perceptual graph model.
Then, eitherR" (9 #0 is true if @, =0 or R (9N S#0 is true if a, =1. In either case, this
contradicts the assumption (in the second caseuse®®’ (9 S O R( ¥). Hence,R'(9 =0 must

be true ifa, =0 and R" (9N S =0 must be true ifa, =1.0
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In a 2-DM model, if a state is Nash stable for DM the standard graph model, then, in RS
perceptual graphlk{=1 or k = 2), it will remain Nash stable for DMprovided thak perceives the state
and it is not default stable. Conversely, a st is not Nash stable for a DM in standard grapldeh
may or may not be stable in a perceptual graptesyfitom the viewpoint of the DM who perceives it.

In the SMR stability definition, the rules for idéying the stability of a state for a DM examines
available escapes from sanctions imposed by oppetemll focal DM’s Uls. A perceptual graph model
system inherits the inescapability property of sans from the standard graph model. In other witird,
absence of escapes to all opponents’ sanctionstmysteserved in all sub-models. Hence, a stategha
SMR stable in standard graph model cannot be SMiRabte in a perceptual graph model system.

Theorem 2: Persistence of SMR StabilityA state s(0 S that is SMR stable for a DM in a standard
graph model maintains its stability in any percapggraph model for every DM who perceives it.

Proof (by contradiction):
Suppose thas0 § N S for i, j ON, that k =ior k= j, and that the stateis Nash stable irG for

DM i. Therefore, for everytOR'(9, R ()N®(9#0, and for all hOR (HN® (9,

R (WN® (9 =0. Assume that the stats is GMR stable buhot SMR stable for DMi in some
perceptual graph model. TheR ()N ®7(9 # 0, and OtOR'(9, ThOR (H NP7 (9, eithera, =0
and R(hN® (920 is true ora, =1 and R(HN® (9N S0 is true. In either case, this
contradicts the assumption (in the second cas@use® (NP (9N SO R( NP '( k). Hence,

R (DN® (9 =0 mustbe true whew, =0 and R (NP (9N S =0 must be true whem, =1.

If the stateS is not GMR stable in a perceptual graph modetannot be assessed for SMR stability in
the perceptual graph model.

In a 2-DM model, if a state is SMR stable for Dlvh the standard graph model, then, in Rl
perceptual graphl( =1 or k = 2), it will remain SMR stable for DM provided thak perceives the state
and the state is GMR stable forTo paraphrase, the following two conditions mhbest satisfied to
preserve SMR stability: (1) the DM who owns thegegtual graph model must recognize the current
state and at least one Ul from it, and (2) the hil any possible sanction must be recognized byMB.

A state that is SMR unstable for a DM in the staddgraph model may or not be stable in perceptual
sub-models from the viewpoint of the DM who peresiit.

On the other hand, an inference can be made abeustability of a state in the standard graph
model from its stability in perceptual sub-modelfa state is recognized in all perceptual grapidets
and stable for a DM for alty, =0and a, =1, then the state must be stable in the standaghgreodel

for that DM.

Theorem 3.For all kO N, a states( § that is stable irG,_ for DM i N, under a particular solution
concept, must be stable in a standard graph mod&M i under that solution concept.

Proof (by contradiction):
A states0 § for Ok O N, implies thats[] S’. Suppose that the stagis stable inG, for DM i ON.

Then S is perceived by every DM to be stable for DM. Assume thats is not stable in the standard
graph model for DMi. Thus s is not perceived by all DMs to be stable for DMvhich contradicts the

initial assumption. Hence, statemust be stable in the standard graph model foriDi
Thus, if a state is recognized in all perceptuapfr models and the state is unstable for a DMIin al
variants of awareness, then the state must behlastethe standard graph model.
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5 Conclusions

A perceptual graph model for a conflict inherits fasic ingredients from a standard graph model, bu
with some modifications. Thus, a DM’s perceptuamr model is based upon the set of states recabnize
by the DM; the state transitions that are whollyptained within these recognized states; and thesDM’
perception of all DMs’ relative preferences amomafes. In addition, a perceptual graph model must
reflect the DM’s knowledge of other DMs’ awarenedshis or her recognized states Hence, a graph
model system compiles all DMs’ perceptual graph efedand expresses the perspective used by every
DM in viewing and analyzing the conflict.

Formally, the above research shows that Nash an&® SMbilities are immune to lack of
perception among DMs (Theorems 1 and 2). Thesdlifezbare passed down from standard to any
perceptual sub-model. On the other hand, infereaoebe made about the stability of a state inradstal
graph model (perception-free model) by observirgsfability of the state in all perceptual mod#lshe
state is consistently stable under any solutiorcepts in all perceptual graph models the staterthuest
be stable in the standard graph model.

An important point must be made about the aboveares. Despite the fact that in conflict DMs
may have inconsistent perceptions because of ensoto any other reason, it is assumed that all are
rational; in the sense all predictably behave Iftiaterest. However, the reality is DMs who aréeafed
by emotions not only they may have different sutbjecperceptions they also possess different coping
strategies where rationality suppressed. Therefeeeshould be careful in drawing conclusions about
real-life conflict when applying descriptive anatydike the one in this research.
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Abstract: In this paper we experimentally studied three aspet 2x2 games with collaboratively

dominant strategies: the mixed equilibrium; thelatmbrative equilibrium; and the burning money
mechanism. First, we detected that players do eemsto play according to the mixed equilibrium
and that the collaborative equilibrium does notnsete have focal point properties. Finally we
detected that a burning money mechanism only hglagers to collaborate when it transforms a
collaborative profile of strategies into a collaare equilibrium.

Keywords: Collaborative Dominance; Mixed Equilibrium; Burningokey; Experiments.

1 Introduction

In recent studies, Souza and Régo (2010a,b) deslepme critics on the mixed Nash equilibrium in
2x2 normal form games, especially for games whetl players have a strict preference for one of the
other player pure strategy, regardless their owateggies. In a 2x2 game, when a player has a pure
strategy which is strict preferred by the otherypla the authors define this strategy aste@ngly
collaboratively dominant strategynd when an equilibrium profile is composed ooyycollaboratively
dominant strategies, they say that the equilibrisiacollaborative equilibrium

Initially, supported by those two ideas, the aushamgument that for games with a collaborative
equilibrium and at least one mixed equilibrium ire tnon-degenerated sense, playing according to a
mixed equilibrium should not be considered as imat behavior. For example, imagine the Stag-Hunt
game, in which a collaborative equilibrium existalastill the mixed equilibrium is recommended as a
rational behavior for the players. However, by plgyaccording to the mixed equilibrium (making the
other player indifferent), players are contradigtitheir original preferences and, furthermore, are
achieving inefficient outcomes, what can be congidan irrational behavior.

Furthermore, Souza and Régo (2010a,b) developedpproach that shows when a burning
money behavior by the players can improve theieetgd utility in a given game. First, Souza anddrég
(2010a) proved that a burning money mechanism eanded by the player to transform a profile of
strategies composed only by collaboratively dominstnategies in a collaborative equilibrium and,
therefore, improve players’ payoff. In a second kydBouza and Régo (2010b) proved that burning
money for some specifics strategies profile canrawp the collaboration likelihood and, consequently
the players’ expected payoffs in the mixed equillibr if and only if, players have collaboratively
dominant strategies.

In this paper we propose to study experimentalfgaimain issues of 2x2 one-shot games with
collaboratively dominant strategies: the mixed Bloium; the collaborative equilibrium as a focalipt;
and the burning money mechanism as a collaboratioentive. Thus, the remainder of the paper is
organized as follows: in Section 2, we make a Iméefew of the experimental and empirical literatur
about mixed equilibrium and burning money games;Skection 3, we present the design of the
experimental and the main hypothesis that we widit;tin Section 4, we discuss the results of the
experiment and, in Section 5, we present the fimalarks of the paper.



218 Group Decision and Negotiation — GDN 2012
20-24 May 2012, Recife, Brazil

2 A brief review of the literature

In developing a theory about human behavior frone@nomic standpoint, two main ideas may coexist,
i.e., we want to create a theory that explains mmlividuals should behave in a given situation er w
wish to create a theory that explains how individwtually behave? The experimental method and the
empirical research reduce the gap between thesedees, because they can assist in the validafion o
standard theories and/or provide evidences for timeries. Now we present a brief review of some
experimental and empirical studies that inspired msearch, starting with an analysis of the mixed
equilibrium.

Ochs (1995) experimentally tested three variatiohthe game shown in Figure 1 in order to
assess if the players behave according to whaggested by the mixed Nash equilibrium.

Player 2

A B
Al (a,0)] (0,b)
B| (0,b)| (c,0)

Fig. 1. Testing the mixed equilibrium (OCHS, 1995).

Player 1

In this game, the payoffs b andc were all positive and, therefore, the game hasigue mixed
equilibrium in the fornk = ((Y2, %), €/(a+c), afa+c))). Initially, Ochs studied how the players beh#ve
a=b=c; and after he analyzes what changes in playensayer when the payofé increases and the
other payoffs remain constants.

As his main results, Ochs found that almost aly@ta 1 respond to increasesairby playing
strategyA more frequently, fact that is contrary to the ndi>agjuilibrium theory. In contrast, he observed
that when the payoff increases, player 2 chose stratégless frequently, result that corroborated with
the mixed equilibrium theory.

Even the major contribution on the test of standhewries are realized by experimental studies,
recently, empirical studies are getting more spacéterature once they make use of base of date
collected by the observation of the human behauioreal world situations, especially in sports
competitions. Walker and Wooders (2001) assedsegrobability of a tennis player draw on the left
side or the right side of his opponent based omotical data of the Wimbledon Championship.
Chiappori, Levitt and Groseclose (2002) evaluatedprobability of a soccer player kick a penaltytiom
left, on the right or on the center, based on histb data of the Italian and the French soccer
championships that encompassed a period of appataiynthree years. In both studies, the authorsdou
empirical evidence that supported the mixed equilib theory.

Now, making a pause from studding the mixed equilih and passing for the study of burning
money games, we can highlight the work of Huck &fidller (2005), which evaluated the theoretical
prediction introduced by Van Damme (1989) and BertfPand Dekel (1992). Ben-Porth and Dekel
(1992) proved that in games in which a player hasiet preference for an equilibrium point, andhifs
player can self-sacrifice (burning utility), thelmased on the forward induction rationality andaitie
elimination of weakly dominated strategies, suaygpt will achieve his (or her) most preferred outeo

To test this theoretical prediction Huck and Mulvided their experiment in three main parts.
In the first part, the participants played the Batif the Sexes game, as show in Figure 2. Ingaine,
the authors observed that the frequency that gyateand W are played does not stay far from the
theoretical prediction of the mixed equilibrium.

Player 2

wW z
X| (@3,1)] (0,0)
Y| (0,0)] (1,3)

Fig. 2. The Battle of the Sexes Game.

Player 1

The second part of the experiment consisted ofjaesgial game where Player 1 should choose
between two payoff matrix, one in winch the payeffsre identical to the original Battle of the Sefes.
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without burning money) and another in which all pfiy of the Player 1 were reduced (i.e. a game with
burning money). Furthermore, Player 2 observesritial choice made by Player 1 and, thereaftethbo
choose their strategies simultaneously. With thipeeiment the authors test the hypothesis that the
opportunity of burning money will bring an advargafpr Player 1, which would result in the fact that
Player 1 would chose not to burn money and therfahierite strategy profile will be achieved. This
hypothesis was confirmed statistically. However Kand Miller make an advertence that even the
results being statistically significant, indicatitige advantage of Player 1, the observed frequienstll
lower than the one expected by the theory, whiampietely solves the coordination problem between
the players.

In the third experiment, the hypothesis tested Was same as the second, with the only
difference that instead of a sequential form regmeion, the game was exposed in the reduced horma
form representation. In this case, the result veay different, i.e., Player 1 was able to reachftn®rite
strategy profile in only 6.5% of the cases. As gplanation for this divergent result, the autharggest
that the participants were unable to perform tkeeative elimination of weakly dominated strategies.
However by the sequential character of the burniogey, it is possible to infer an advantage foy&a
1. Other discussions and similar results on forwiactliction rationality and elimination of dominated
strategies can be found in Brandts and Holt (1995).

3 Experimental design

There is a growing literature (both theoretical ,aspecially, experimental) that seeks to explai th
individual behavior in strategic situations by meaof reciprocity, indirect reciprocity, reputation,
altruism and many others aspects. Such studiesftme supported by evolutionary game theory, where,
for example, it is assumed that players can learing a sequence of games. Because of the evadugion
aspect of learning, Maskin (2011) states that thehNequilibrium (both pure and mixed) provides adjo
prediction of individual behavior, at least whem fhlayers acquire sufficient experience in the game
question. In contrast, Rey-Biel (2009) indicatest tih does not occur when individuals play a gaore f
the first time. Thus, in our experiment, we willlfav the Rey-Biel line, i.e., we analyze the indival
behavior when the players are faced with a stratsigiiation for the first time, excluding the pdsiy

of learning by repetition.

Our experiment was design in three basic part®dri |, we test if players behave according to
the mixed Nash equilibrium; In Part Il, we testtlie collaborative equilibrium can be seen as alfoca
point (or if the mixed equilibrium behavior prexa@il In Part 1ll, we test if the burning money beioaby
the players can make cooperation (collaborationyemiikely. Furthermore, in each part of the
experiment, players shall express their beliefaiatwe other player’s behavior.

In Parts | and I, the participants were asked moany times they would choose a particular
strategy if they were to play the game 15 timese Blame chosen to evaluate the behavior of the
participants in Part | was the Chicken game (alsown as Hawk-Dove game) shown in Figure 3. This
game was selected because it is a coordination gatmewo pure equilibriums (asymmetric),(W and
(X, 2, and a mixed equilibriumiz=((1/3, 2/3), (1/3, 2/3)), what lead theories oflidiQrium selection
(such as Harsanyi and Selten (1988)) to indicagerntiixed equilibrium as the solution of the game.
Nevertheless, in the Chicken game, both playerse hewllaboratively dominant strategie¥, is
collaborative dominant for Player 2 and Z is cotlediively dominant for Player 1. The existence wdls
a pair of collaborative dominant strategies cowddl the players to collaborate, even if this sinate
profile not being an equilibrium. So, if playersteat according to the mixed equilibrium, then the
expected number of times that they would have ahtiseir collaborative dominant strategi&sahdZ) is
10. Thus the hypothesis to be tested is:

Ho: The average number of times that participantibotate (choose strateyyor Z) is equal to

10.
H,: The average number of times that participant@borate (choose stratetyor Z) is different
from 10.
Player 2
Player 1 W Z

X | (10, 10)| (90, 50
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| | Y| (50, 90) (70, 70)
Fig. 3. The Chicken Game — PART I.

The game chosen to evaluate the participants’ behewvPart 1l was the Stag-Hunt game shown
in Figure 4. This game has two pure (symmetric)ildiums, (X, W and {Y, 2, and one mixed
equilibrium,E=((2/3, 1/3), (2/3, 1/3)).

Player 2

w z
X1(90,90)] (10,70
Y | (70, 10)] (50, 50

Fig. 4. The Stag-Hunt Game — PART II.

Player 1

In addition, the pure equilibriunX( W) is payoff dominant (and is a collaborative edprilim)
while the equilibrium Y, 2 is risk dominant. Thus, as stated by Goldman Rade (2010), any of the
pure equilibrium of the game could be selectedhassblution of the game depending of the selection
criterion invoked by the players. Furthermore, Rapkan Huyck and battalion (2000) argue that when
more than one equilibrium selection criterion canused, players must find a way to focus on theesam
criterion, or the coordination problem will remaifhus, in Part Il, we will test the idea that the
collaborative equilibrium could be seen as a fepoaht (because of its efficiency properties) whieduld
eliminate the coordination problem, and could gisevent the players to play according to the mixed
equilibrium. Therefore, like in Part I, we test:

Ho: The average number of times that participant&borate (choose strategy X or W) is equal to
10.

H,: The average number of times that participant&borate (choose strategy X or W) is different
from 10.

In Part Ill, players were given the option to ch®da®tween two given games and then they had
to answer the same questions of Parts | and Il.gEmees that the players had to choose from arershow
in Figure 5. This approach intends to verify if {h&rticipants recognize the burning money oppotyuni
as a mechanism that helps them to achieve a betelt in the game (when compared with the original
mixed equilibrium of the games in Parts | and Tiyen, we test two main hypotheses:

Ho: The proportion of individuals who chose to plag game with the highest payoff is equal to
1/2.

H,: The proportion of individuals who chose to plag game with the highest payoff is different
from 1/2.

And,

Ho: The average number of times that players coll@ieowhen chose to burn money is equal to
the average number of times that players collabokdien chose not to burn money.

H,: The average number of times that players colkaigowhen chose to burn money is different
from the average number of times that players boliate when chose not to burn money.

A total of 167 subjects participated in the expenim 82 classified as Player 1 and 85 classified
as Player 2. All the subjects were undergradualignteers from the Economic and Accounting fieldsof
Brazilian university. They were told that, for eatyipe of player, the participant who had obtainieel t
highest expected score in the sum of all gamesdwsin a prize of R$250.00. To calculate the expmbcte
score, the performance of each participant was unedsconsidering the sum of their score against the
choice of all others participants classified asdtteer type of player. In the event of a tie, theyre told
the prize would be divided equally among the wisner
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() Game 1 ()
Player 2 Player 2
W a W Z
Player 1 0, 10)| (90, 50 Player 1 =0, 10)| (70, 50
Y | (50, 90)| (70, 70 Y | (50, 70) (70, 70
() Game 2 ()
Player 2 Player 2
W a W Z
Player 1 "0, 10)| (90, 50 Player 110, 10)| (80, 50
Y | (50, 90)| (70, 70 Y | (50, 80) (70, 70
() Game 3 ()
Player 2 Player 2
W Z W Z
Player 190, 90)| (10, 70 Player 1 =80, 80)| (10, 70
Y | (70, 10)] (50, 50 Y | (70, 10) (50, 50
Fig. 5. Burning Money Games — PART IlI.
4 Results

Below we summarize the main results of the expantme

4.1 Partlandll

In Part |, the average number of collaboration apgroximately 6.74, the mode was ‘not collaborate’
(i.e. collaborate 0 times) with 57 observationspfapimately 34%) and the standard deviation was
approximately 5.84. When we analyze the particigantlief about the behavior of the other player we
observe that the average number of collaboratichapgroximately 7.93, the mode was ‘not collaborate
with 45 observations (approximately 27%) and thandard deviation was approximately 5.66.
Furthermore, the correlation between these twabtes was approximately of 0.52.

Moreover, making the t-test of means against tfergace constant of 10 (the expected number
of collaboration if players are behaving accordthg mixed equilibrium) we have strong statistical
evidence (p-value=0.000000) that the players ddebtave as expected by the mixed equilibrium theory
In fact, there is statistical evidence that thetipigants collaborate less than the expected bynthed
equilibrium theory: A possible explanation for this result is the cefifive character of the Chicken
game, i.e. to collaborate when the other play&r llaborate too is not a Nash Equilibrium.

In Part Il, the average number of collaboration \agproximately 7.11, the mode was ‘not
collaborate’ with 49 observations (approximate®9 closely followed by 15 collaborations, with 47
observations (28%) and the standard deviation wggroaimately 6.01. When we analyze the
participants’ beliefs about the behavior of theeotiplayer, we observe that the average number of
collaboration was approximately 7.61, the mode walsvays collaborate’ with 51 observations
(approximately 30.5%) and the standard deviatios a@gproximately 5.95. Furthermore, the correlation
between these two variables was approximately@#.0.

Making the t-test of means against the referencestent of 10 (the expected number of
collaboration if players are behaving accordingrired equilibrium) we have strong statistical erde
(p-value=0.000000) that the players do not behavexpected by the mixed equilibrium theory. In fact
there is statistical evidence that the participact#laborate less than the expected by the mixed

1 Making the same test to evaluate players’ bettedre is also significant evidence (p-value=0.0@)0Bat the
participants believe that the other will collaberbgss than the expected by the theory.
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equilibrium theory? A possible explanation for this result is thateweough a collaborative equilibrium
exists in the Stag-Hunt game, this equilibrium igkier and, therefore, the players may chose not to
collaborate as a defense mechanism, since theptdanow the other player’s behavior very well ard d
not have the opportunity to learn.

The main descriptive statistics of Part | and 8 aummarized in Table 1.

Table 1. Descriptive statistics of Part | and Il

Variable Mean Median Mode Std. Deviation

Part I:Collaboration 6.74251 7 0 5.842268

Part I: Belief about collaboratior 7.928144 9 a 60654

Part Il: Collaboration 7.11377p 7 0 6.010452

Part Il: Belief about collaboration 7.610778 7 15 945384
4.2 Partlll

In Game 1 of Parte Ill, 119 subjects (approximai#®ly26%) chose the game without burning money; in
Game 2, 111 subjects (approximately 66.47%) chesegame without burning money; and, finally, in
Game 3, this number rose to 134 subjects (more80&s).

In Game 1, for those who chose the game withouhibgrmoney, the average number of
collaboration was approximately 6.24, the mode wast collaborate’ with 47 observations
(approximately 39.5%), and the standard deviatiaas vapproximately 6.06. When we analyze the
participants’ belief about the behavior of the otimdayer we observe that the average number of
collaboration was approximately 6.78, the mode wast collaborate’ with 43 observations
(approximately 36%) and the standard deviation agsroximately 5.95. On the other hand, for those
who chose the game with burning money, the avenageber of collaboration was, approximately 8.52,
the mode was ‘always collaborate’ with 14 obseorati(approximately 29%) and the standard deviation
was approximately 5.87. When we analyze the pp#iuis’ belief about the behavior of the other ptaye
we observe that the average number of collaboratias approximately 10.19, the mode was again
‘always collaborate’ with 18 observations (approaiely 37,5%) and the standard deviation was
approximately 5.13. The main descriptive statistt&ame 1 are summarized in Table 2.

First, making a t-test of means against the refaregonstant of 0,5 (representing that half of
players opt to burn money) we observe a p-valugIR00, statistically indicating that players do not
split themselves equally in both types of gamesh(wr without burning money). In fact, the partiiyps
rarely (less than 30%) opt for the burning monemgahowever, when it happens, they seem to be more
willing to collaborate. This conjecture is confirchby the Mann-Whitney U Test. First, comparing the
collaboration inclination of the two groups we havp-value=0.025193; and comparing the two groups’
beliefs we have a p-value=0.000916. Thus, therestéistical evidence that the burning money
mechanism may help players to collaborate, by tgrcollaborate, collaborate) into an equilibrium.

In Game 2, for those who chose the game withouhibgrmoney, the average number of
collaboration was approximately 6.47, the mode wast collaborate’ with 42 observations
(approximately 37.8%) and the standard deviatiors \mpproximately 6.11. When we analyze the
participants’ belief about the behavior of the otidayer we observe that the average number of
collaboration was approximately 7.79, the mode wast collaborate’ with 34 observations
(approximately 29%) and the standard deviation aggsoximately 5.93.

2 Making the same test to evaluate players’ bettedre is also significant evidences (p-value=0.00QGhat the
participants believe that the other will collaberbgss than the expected by the theory.
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Table 2. Descriptive statistics of Part Ill - Game 1
Game 1 N Variable Mean Median | Mode| Std. Deviation
Without burning| 119 | Collaboration 6.235294 5 0 6.060019
money Belief about| 6.781513 7 0 5.950587
collaboration
With burning money 48| Collaboration 8.520833 9.5 15| 5.874538
Belief  about| 10.18750 11.5 15 5.130867
collaboration

On the other hand, for those who chose the gante lwitning money, the average number of
collaboration was, approximately 6.48, the mode wast collaborate’ with 15 observations
(approximately 27%) and the standard deviation \&pproximately 5.41. When we analyze the
participants’ belief about the behavior of the otipdayer, we observe that the average number of
collaboration was approximately 8.1, the mode wagaira ‘not collaborate’ with 12 observations
(approximately 21%) and the standard deviation aygsoximately 5.4. The main descriptive statistits
Game 2 are summarized in Table 3.

Table 3. Descriptive statistics of Part Ill - Game 2
Game 2 N Variable Mean Median| Mode| Std. Deviation
Without burning| 111 | Collaboration 6.468468 6 0 6.112312
money Belief about| 7.792793 9 0 5.931606
collaboration
With burning money 56| Collaboration 6.482143 5.5 0 | 5.407036
Belief about| 8.107143 9 0 5.402621
collaboration

Making a t-test of means against the referencetanhsf 0,5 we observe a p-value=0.000013,
which indicates that players do not split themsehegually in both types of games. In game 2,
participants opt for the burning money game in agnately 1/3, but cooperation seems not to emerge
even with the possibility of burning money. Thimrture is confirmed by the Mann-Whitney U Test.
First, comparing the collaboration inclination dfettwo groups we have a p-value=0.813747 and
comparing the two groups’ beliefs we have a p-vaifi6.853428. Thus, there is statistical evidere t
burning money just for some specific payoffs doesshelp players to collaborate. This is not a saipg
result, once collaboration would only increasel#fyers behave according to the mixed equilibriunt; b
as discussed in Part I, this is not the case.

In Game 3, for those who chose the game withouhibg money, the average number of
collaboration was approximately 8.02, the mode walsvays collaborate’ with 47 observations
(approximately 35%); and the standard deviation @pproximately 6.17. When we analyze the
participants’ belief about the behavior of the otlpdayer, we observe that the average number of
collaboration was approximately 7.21, the mode wast collaborate’ with 41 observations
(approximately 31%) and the standard deviation agsroximately 6.12. On the other hand, for those
who chose the game with burning money, the avenageber of collaboration was, approximately 5.15,
the mode was ‘not collaborate’ with 12 observati¢agproximately 36%); and the standard deviation
was approximately 5.85. When we analyze the pp#its’ belief about the behavior of the other ptaye
we observe that the average number of collaboratias approximately 4.48, the mode was again ‘not
collaborate’ with 14 observations (approximately#2and the standard deviation was approximately
5.06.The main descriptive statistics of Game 3saramarized in Table 4.

Again, as well as it was detected in the earliengs participants do not split themselves equally
in both types of games (p-value=0,000000). In fdety rarely (less than 20%) opt for the burninghep
game, and when it happens, they seem to be lebsgntib collaborate. This conjecture is confirmed b
the Mann-Whitney U Test. First, comparing the dodlaation inclination of the two groups we have a p-
value=0.016715; and comparing the two groups’ keliee have a p-value=0.01917. Thus, there is
statistical evidence that burning money just famecspecific payoffs do not help players to collaber
One possible explanation for this result is that 8tag-hunt game has a collaborative equilibriofm V)
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and once the players do not opt for burning mondheé payoffs of the profilex, W) they could be more
tempted to collaborate, even if the other playersdoot know his first option.

Table 4. Descriptive statistics of Part Ill - Game 2
Game 3 N Variable Mean Median| Mode| Std. Deviation
Without burning| 134 | Collaboration 8.022388 8 15 6.169859
money Belief about| 7.208955 7 15 6.116752
collaboration
With burning money 33| Collaboration 5.151514 2 (0 858334
Belief about| 4.484848 4 0 5.056686
collaboration

5 Final Remarks

In this paper we experimentally studied three naEpects of 2x2 one-shot games with collaboratively
dominant strategies: the mixed equilibrium; thdatmbrative equilibrium as a focal point and thertog
money mechanism as a collaboration incentive. Rirstdetected that players do not seem to play
according to the mixed equilibrium and that thdatmbrative equilibrium seems not to have focal poin
properties when compared with a less risk equilitor{ieven an inefficient one). Finally, we detedtieat

a burning money mechanism only helps players ttalbotate when it turns a collaborative profile of
strategies in a collaborative equilibrium. The othgechanisms do not seem to have an improvement
effect in collaboration since players do not behaseording to the mixed equilibrium predictions.
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Abstract: This paper presents an overview of models andiagijgins conducted on group decision
and negotiation in Brazil. Main areas of applicaidound are water management, supplier selection,
participatory budget and computer systems for pctdn planning. Development of new approaches
are related to voting procedure, veto procedureaftditive group aggregation models, fuzzy for
expert group aggregation models and a range of atatipnal tools proposed from computer science
area.

Keywords: Voting procedures; Group decision aggregation widto; fuzzy models for expert
aggregation Water management; supplier selection.

1 Introduction

There is a huge opportunity for developments ofugraecision and negotiation (GDN) models and
applications in Brazil. A growth demand for GDN netslin order to overcome a variety of problems has
been notice in daily business life. Many researchand practitioners have been concerned with
applications related to multi-agent decision makimgcess. Although, an increasing number of studies
related to GDN models in Brazil have been founddoent years, there is still a large opportunity to
produce research related to relevant literaturesnndne focuses on most relevant journals, mairdgeh
indexed in ISI database. Similar situation is fo®ON models in Latin America (Almeida and Costa,
2012). This unbalance between society demand alebarg research produced shows clearly an
opportunity for new developments and applicationthe field related to this environment.

Although a number of researchers and practitionarsbe found working on GDN, isolated or in most
cases in collaboration with other researches arthumavord, not much work has been found as a relsear
produced in loco, taking into account contextuaues, such as: cultural aspects and peculiarifies o
applications itself.

This work presents a selection of research conduste GDN in Brazil with emphasis to those work
produced by teams developing research focusedrraththe contextual issues of those applicatioas th
just bringing out and applying methods and modedsked out for a diverse situation.

2 A Selection of models and studies carried out iBrazil

As previously explained the work selected and sybsetly presented is related to research effegtivel
worked out on GDN by research teams in Brazil. Asparticular problem on participatory budgetiag i
presented due to its demand and applicability i@ ¢contextual issues experienced by the society in
recent years.

2.1 Water management

The involvement of multiple decision makers is alnerent characteristic of water resources managemen
and it is considered the possibility of conflictm@ngst the stakeholders and the influence of pawerf
members over the preference of others. There aree group decision making models developed in
Brazil in order to facilitate this decision situati as follows:
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Silva et al (2010a) presented a tool to supportabeamittee responsible for the management of the
watersheds in Brazil with the purpose of promoteseditralization and the participation of all invedvin

the water resources management. The tool providesnking of alternatives for the environmental
recuperation of the watershed through the use efnthlticriteria method PROMETHEE II. For each
decision maker, the alternatives were ranked aed the individual rankings were combined into a
global ranking which contained the preferencehefwhole group.

Morais and Almeida (2007) studied the leakage mobin water supply system, which requires actions
drawn from different aspects of water network mamagnt. They proposed a group decision-making
model based on PROMETHEE V method to aim a leakageagement strategy, considering the points
of view of four stakeholders to select feasiblean, in view of the available budget as constraihus,
this strategy is the combination of options thatl wfficiently meet technical, socio-economic and
environmental criteria to achieve sustainable dgwakent.

Morais and Almeida (2009) proposed an integratedehof problem structuring and multicriteria group
decision making to analyze water sustainable ptejeks problem structuring approach, they applied
SSM (soft system methodology), to facilitate andhare information from a participative approactaas
way to generate alternatives of solution and torowe the learning process among all the involved
members. After the applied a multicriteria evaloatito find a group solution for the problem,
incorporating the points of view of all membersaiwed in the decision process.

Other model for water management can be found (Matal, 2010; Silva et al; 2010b; Morais and
Almeida, 2006a and 2006b).

2.2 Supplier selection

Alencar and Almeida (2010) discuss how complex iwiiteria group decision making problem a
selection of a project team could be. They proppseodel based on a multi-criteria evaluation of the
preferences of a client's representatives whosdemmeces diverge little. The methodology of
PROMETHEE VI is adopted for the selection of a pobjteam for a construction engineering company.
A study considering a huge divergence among théeqmeces of decision makers can be found on
Alencar and Almeida (2008). The latter model isdohen two stages: the first one makes use of the
ELECTRE IV methodology for ranking the criteria ama a second stage, a partial information method is
considering for select a project team.

Considering aggregation of individual prioritiesleAcar et al (2010) proposes a multi-criteria group
decision model to be used in situations where ajgsehinformation regard with the relative impoitan

of the decision makers. A three stage model isgsep where on the first stage the ELECTRE Il method
is applied to identify the individual rankings, lfmlv by the construction of a global matrix of aitatives
versus the individual preferences of the decisicakens. On the third stage the ELECTRE IV is
considered to aggregate the individual preferencésa final collective recommendation is undertaken
Baccarin et al (2011) present a negotiation prdtdao electronic multi-party contracts, built oneth
YAWL Workflow Management System. This protocol imsglemented on Web services.

2.3 Patrticipatory budget

Participatory budget (PB) is a social and politipabcess that enables participation of the citizens
especially at local level, to be part of the dexisdf how fraction of a public budget is spent. &® be
understood as a budget allocation taking into actaeitizens’ preferences, which sometimes diverges
from the representatives’ preferences.

In Brazil there are several variants of studiesréing PB:

Santos BS (1998) presented the case of Porto Alegoity in the south of Brazil, where the PB was
organized through three steps: first, citizensixechasic information about the city budget in riveg at
district level and a list of priorities for projecin the forthcoming budget is built. After thdtey vote to
assign priorities to projects. The available budgdlistributed among thematic categories, andegit
vote, in regional assemblies, on thematic prigiti/hen this step is finished, the available budget
distributed among the thematic categories propaatly to the total points received. In a secong stkee
budget allocated to each specific thematic categerglistributed among the regions according to a
formula combining three criteria: the total popidat the lack of services or infrastructures and th



Group Decision and Negotiation — GDN 2012 227
20-24 May 2012, Recife, Brazil

thematic priority that has been given by citizemgach region. At the end of the process, the tnvest
Plan is subject to approval by the Municipal Counci

Fontana and Morais (2011) proposed to use a mitdtir method in the second step of PB in order to
find a portfolio of feasible alternatives compagiblith the city’s goal. Nonetheless, it is not imded to
eliminate the negotiation phase, but, the decigiaking process can be more transparent when #ed u
an appropriated method. They presented a case @ifeRe city in northeast of Brazil, applying
Promethee multicriteria method which considersatters’ preferences, the problem constraints, &a a
facilitates the understanding process to condugotigtions in the PB.

Silva and Morais (2011) presented a voting prooedhased on fuzzy sets theory where voters canlrevea
their preferences among alternatives using lingutstms that represent the common language used by
the community daily.

PB is a remarkable way to promote citizens pariigm in the city’s budget allocation and its slees
widely acknowledged not only in Brazil but alsoeémationally. The demand to use PB is increasing
since the society is changing the way to think alpalitics and wants to be part of it. Neverthelehis

is a research field that needs to grow. Accordinglfaro et al (2010) there are some reasons tocemiak

of participatory processes, such as increase dfrtery, acceptance and transparency in decisiadem
approaching decisions to citizens; taking advantafy¢he local knowledge that citizens might have;
educate politicians, remembering them that theyetereted to represent citizens and mitigate pagena
educate citizens to make them understand thatidesientail both benefits and costs that need to be
somehow balanced; enhance diversity, includingtetdil perspectives on a problem; and, reduce the
apathy which causes the above mentioned demodeiit.

2.4 Voting procedures

In order to establish a collective preference basethe aggregation of different individual prefeses,
Morais and Almeida (2010) proposed a voting procedased on analysis of individual priorities. The
procedure is defined in four exploration phasdte(fiL and 2, veto and choose), as shown in Figaged

on ranking the alternatives that have been cortstiiuzy each group member. The filter phase consfsts
creating two sets of alternatives considered agpger and lower order, through separation by dearti

In the veto phase, a positional count of the adtives is performed, attributing a value corresjagdo
each position in the ranking per quartile. Thentiten is to eliminate the alternatives classifiedvwarst

by most decision makers through analyzing the gtteand the weakness of the alternatives; in other
words, a positional analysis is made of the altéraa that are in the upper and lower quartilee st
phase of the exploration is to choose the altereafihe procedure is concluded when the alterndtiae
has the largest number of points is selected.

Morais and Almeida (2010) proposed a group decisiaking model based on this voting procedure with
the aim of choosing an appropriate alternative i@ter network rehabilitation which is the best
compromise of the points of view of the actors iwed in the decision problem. Morais and Almeida
(2012) also applied this voting procedure in a neatld application of a group decision problem to
support the choice of an alternative to control degradation of the hydrographic basin of Jaboatéo
River, located in the state of Pernambuco, Brazil.

2.5 Veto procedure for additive group aggregation rodels

The inherent compensatory effect of additive modetsne of the major problems for aggregating group
decisions using this kind of approach whereas ésallt may represent none of the individual decision
makers’ opinions. This problem is discussed in Dam Almeida (2012) and a group decision model
based on a ranking veto on additive models is ego

A preference group aggregation is obtained by ¢htoing a utility reduction factor into the traditial
formula of the global utility value. The model caler that decision makers are able to express their
preferences by means of a ranking of selectednaliees and are also enable to make an informed vet
of a ranking by their clear information about usideble or unacceptable ranking position of some
alternatives. Furthermore the combination of indiidl veto information may define to decision makers
extra data regarding decision zones where agreeaneinlisagreement are expected (Daher and Almeida
2012).
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2.6 Fuzzy Approach for expert group aggregation moels

In some studies, the group decision process ieragated to aggregation of experts’ knowledge tife
aggregation of decision maker’ preferences (Almeidd Costa, 2012).

The term consensus scheme may used to denoteespnabere experts discuss a decision problem and a
moderator work out to minimize discrepancy amongdtvidual experts’ opinions. Ekel et al (2009).
Parreiras et al (2010) deals with a group decisionsensus scheme, related collective opinion, from
information provided by each expert. The proposedsensus scheme is demonstrated by solving a
hypothetical enterprise strategy planning probleased on a Brazilian enterprise context.

Parreiras et al (2012) studied three aggregatiocguiures for the analysis of group decision making
(aggregation of individual evaluations — AlA; aggadon of individual preferences per criterion -CAl
aggregation of individual results - AIR) and dissed some guidelines to choose an appropriate
aggregation approach to be adopted depending afettision context to construct a collective restiite
presented schemes have been applied for solvirengemprise problem in order to distribute the labor
across groups in such a way that the capabilifieach expert are efficiently exploited.

Krohling and Campanharo (2011) work out on a t@oktpport decision makers facing a contingency
plan for oil spills, in an oil field located in Bra. A fuzzy TOPSIS for group decision making i®posed

to aggregate preferences of decision makers.

2.7 Negotiation and ethical issues

Volkema et al (2010) deals with negotiation andicathissues. They examine negotiators’ attitudes
toward competitive and unethical tactics. They amteld an experiment with sixty-six graduate stuslent
from two business negotiation courses. The paditip had a mean age of 25.6 years, and 60.6 percent
were male. In 66.7 percent of cases of the expetin®th parties used a competitive-unethical binav
The study presents and discusses implications foutids experiment.

2.8 Studies connected with computer science

A variety of studies may be found in literatureatet to either applications or methods concerned wi
group decision and negotiation processes in Beaziktontext, which are connected with computer
science.

Queiroz et al (2002) deals with systems that perforecommendations for groups of people, making
connections with social choice and psychology. Theg collaborative filtering and classification of
alternatives based on fuzzy approach. Carvalhb(@041) describes LaSca (from Large Scale), aegyst
that supports decisions in large-scale groupslititang the decision-making process.

Daher and Almeida (2010) conducted a search weélotijective of assimilating information from widely
diverse sources of patent databases such as U8t Rdfece, European Patent Office, WIPO and the
Japanese Patent Office to provide an overview diggrsoftware and/or systems patented during a 5-
year period (2005-2009) regarding group decisiod aagotiation theme. Some selected patents are
commented. The authors noted that comparing with ttmbers of academic studies published on
important journals on the same period of time,nhebers of patents are very less than it couldrige a
are in majority supported by enterprises.

Sordoni et al (2010) study the design of an aréifiagent taking decisions combined with human tgen
The system considers votes of stakeholders fol fieaision. Zattar et al (2010) use negotiatiortqeol

for decision-making in a job-shop environment. Phetocol has been changed for inclusion of multiple
tasks and many-to-many negotiations. Enembreckl ¢2GD9) deal with trade agents in multi-issue
bilateral dynamic negotiations, using dynamic weghmajority algorithm.

3 Conclusions

It has been shown that a variety of models have bedt in GDN studies conducted in Brazil. Most of
these studies are related to water managementlieugplection, participatory budget and computer
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systems for production planning. Also, new appreadiave been developed in order to tackle contextua
situations, normally found in real applications.

It has been notice that there is a clear oppostuoit developments of GDN models and applications i
several situations in order to meet an increasamahd for these kind models.
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Abstract: The PROMETHEE method, developed by JP. Brans and@ed¢hal (Brans, 1982 and
Brans and Mareschal, 1994) has been extended tedokini the group decision context (as described
in Macharis, Brans and Mareschal (1998)). The airthefpaper is to analyze how PROMETHEE-
GDSS has been applied and which further develomrent enhance its applicability. The analysis is
structured along a SWOT analysis (Strengths, wesslase opportunities and threats) and on the basis
of this analysis recommendations are given.
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1 Introduction

Group decision support systems (GDSS) are a classdeotronic meeting systems, a collaboration
technology designed to support meetings and groogk WDennis et al., 1988). Within the last two
decades several multicriteria analysis methods weapted to be used in a group decision contexaffo
overview see Alvarez-Carrillo et al. 2010). Theg aalled Group Multicriteria Decision Support Syste
(GMCDSS) or Multicriteria Decision Support SystemMGDSS). According to Banville et al. (1998), the
groups of methods can be classified according ¢onloment the preferences of the stakeholders are
introduced. This can be doaepriori by using an aggregation procedure in which aleptial actions are
compared through their respective performance. Kimsl of aggregation can range from a single
synthesis criterion approach such as used in théi Mdtribute Utility Theory (MAUT) and the
Analytical Hierarchy Process (AHP) approach or atlsgsis outranking approach such as in ELECTRE
and PROMETHEE. It can also be doaeposteriori by an efficient set determination method or
progressivelywith interactive methods. The latter two approachere developed largely within the
framework of multi objective programming.

In most of these approaches a common hierarchyn(other words a criteria set) for all the
stakeholders is considered. The group is assumbd towmogeneous, which is a normal assumption for
group decisions in an organizational context. Everdifferent departments have opposite views
(marketing, operations...) at the end of the day theye an overall goal, namely to create more vilue
the firm. So even if there are opposite kind ofwsethey can use the same hierarchy tree to start. fr
However, in social decision problem contexts itlesar that the group will not be homogeneous ane ha
different and often conflicting points of view. Salcmulticriteria analysis (SMCA) as defined by Mian
(2004) looks at decision problems within the societ a whole and puts itself in the domain of publi
choice. In this context, problems are multidimenaicand the evaluation of public plans or projéws
to be based on procedures that explicitly requiesintegration of a broad set of various and cotirfig
points of view (Munda, 2004). A common value tréefarchy/criteria set is in such a context not
possible.

So the difference between the GMCDSS methods islynaiased on the extent to which the
information is brought together. One could talk atbioput level aggregation or output level aggregat
as Leyva-Lopez (2010) do. Or one can also maké&ferelnce between models with a same value tree for
all stakeholders or with different value trees éarch stakeholder (De Brucker et al. 2011). Theesam
value tree corresponds mainly to input level aggtieg where the group is asked to agree on a common
set of criteria, weights and remaining parametdrseveral individual value trees exist and areyonl
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aggregated in the end, we talk about output leggtegation. In the evaluation of transport projécts
important to distinguish the different points ofewi, hence different value trees and output level
aggregation is most appropriate. The Multi ActorltilCriteria Analysis developed by Macharis et al.
(2009) allows working with different value treesrp&akeholder group. A classification within the
GMCDSS can be represented in the following way {FedL).

One value tree For each actor a value tree

Most of the applications and

Business
methods

Social SMCA MAMCA

Fig. 1. Classification of multi criteria group decision nradk (Source: Macharis et al. 2011)

This paper focuses on the PROMETHEE-GDSS methodhwhielongs to the outranking
methods. The PROMETHEE method has been developeg 41982 by JP. Brans and B. Mareschal
(Brans, 1982 and Brans and Mareschal, 1994). In hislds, Brans and Mareschal (1998) the
PROMETHEE-GDSS method was developed. It was shbanthe PROMETHEE net flow can be used
to represent the arguments of the different adtorslved in the decision making process and thi th
can also be displayed in the GAIA plane (see secHh Initially it was developed to be used in
organizational setting, but later on also socigbligations were executed. The method allows using
different value trees within one larger model aadt£an be used in the MAMCA methodology.

The aim of the paper is to analyze how PROMETHEESSas been applied and which further
developments can enhance its applicability. Finsbeerview the importance of stakeholders is diseds
in the framework of a generic GMCDSS process (eact2). Secondly, the presentation of the
PROMETHEE-GDSS method (section 3) and of its déiférapplications (section 4) is given. The
analysis is structured along a SWOT analysis (§thex) weaknesses, opportunities and threats) tioeec
5 and on the basis of this analysis recommendatiomgiven (section 6).

2. The importance of stakeholders in GDSS-MCDA progss

A generic GMCDSS process involves 9 steps not secidg in a linear path: (1) problem setting and
stakeholder mapping; (2) alternative listing; (@nislating concerns and issues into criteria; (osing
measurement indicators and scales; (5) weightiitgrizr according value systems; (6) evaluating all
alternatives against all criteria; (7) choosing amglementing an aggregation procedure (in our £ase
PROMETHEE); (8) deliberating, negotiating and recmending solutions; (9) decision.

Within the context of GMCDSS it is very importamt temind that the decision process is a
scene involving many actors about complex socigtablems. The promoter is the one that initiate an
action (a project or a strategic proposal and rétitves). Often, assessment of the options is maader a
regulatory institution or organization which can balled an authority in charge or responsible for
managing the decision process and thus allowingnfial and human resources into a timeframe. The
group of people which participate in the decisioncess can be composed by stakeholder represestativ
from civil society, institutions or ministries, ewomic sector and organized expertise. The decision
process can also benefit from supporting experwifierent fields as participatory processes, denis
aiding, communication, and diverse sectorial iss@¢ghe end, even the decision process encompasses
many intermediate decisions; one or more decisiakens will make the final decision by authorizihg t
implementation by the promoter of the chosen adtitva. Each actor has specific role and respoiitsisil
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through the process. We can have a better unddistathese roles by focusing on the concept of
stakeholders.

The concept of stakeholders was introduced in @search field of strategic management
(Williamson, 1991). These stakeholders needed ttaken into account due to the fact that firms were
focusing more and more on corporate social respiitygi(Donaldson and Preston, 1995; Buysse and
Verbeke, 2003). Freeman (1984) defines a stakehaklan individual or a group of individuals whaca
influence the objectives of an organization or baninfluenced themselves by these objectives. 8o th
definition is very organizational/business orientdebr Banville et al. (1998) who makes a very
convincingly plea for the inclusion of stakeholdanthin MCDA, a stakeholder is everyone who has a
vested interest in a problem in any of the thrdiedong ways: 1° by mainly affecting it, 2° by méyrbe
affected by it and 3° by both affecting it and lgeiaffecting by it. It seems that the stakeholder
perspective of Banville is also inspired by a ofigational setting, when he mentions among othergsi
that the choice of stakeholders depends on higibler in the decision making process, i.e. those
stakeholders whose potential for cooperation is il be less likely retained for participation.ithMn a
social context, this kind of approach would be guinethical, as all relevant points of view sholoéd
incorporated. Also Munda (2004) reacts on thisrdidin as it only recognizes relevant organizedigs
while he prefers to talk about social actors. Tikisn is broader in the sense that it covers a &cie
perspective and not a business perspective andliditian incorporates also non-organized groups.
Indeed, in societal contexts often the point ofwi unorganized groups should be incorporated) sisc
the vision of future generations, groups that arable to organize themselves or come together @n th
discussion table. In the definition of Grimble angllard (1997), this is in our opinion well incomated:
“Stakeholders are any group of people, organizewbborganized, who share a common interest oestak
in a particular issue or system”. A stakeholderuthdoe rather defined based on his/her stake imsthee
as this determines whether he/she can affect drbeilaffected by the ultimate outcome. Grimble and
Wellard (1997) call the ones who affect, the acBtekeholders and those who are affected, theyeassi
ones. Another useful distinction can be made adogrtb the relative influence (the power certain
stakeholders have over the success of a projedtjraportance of the stakeholders (those whose needs
and interests are the priorities of aid) (Grimbhed aVellard, 1997). At the strategic level, it istn
manageable to involve directly individuals from tlgeneral public. Stakeholders should then be
representative from organized or non-organizedggou

So although the notion of stakeholders is alwaysesghere there within GMCDSS it is not
always well used in practice.

3. PROMETHEE-GDSS

The PROMETHEE method can be used to analyze mitdtier problems including a finite set of
alternatives andt criteria. The basic data are an evaluation talllere/the alternatives are evaluated on
the different criteria. Quantitative as well as lifative criteria can be considered. Besides thiklitional
information is required to model the preferencethefdecision-maker.

First, for each criteriori (j=1,...K) a specific preference functid?j(a,b) has to be defined to
translate the deviation between the evaluationsngftwo alternativea andb into a preference degree
ranging from O to 1. This preference function ieam-decreasing function of the deviatidaf;(a)-fi(b)
between the evaluations of the alternatives orctimsidered criterion , as shown in formula 1. ldesrto
facilitate the selection of a specific preferenuadtion, six possible shapes of preference funstiame
proposed to the decision-maker by Brans et al. @L@8sual shape, U-shape function, V-shape fungction
level function, linear function and Gaussian fuoiji

P, (ab)=G{f; (@ - f; (b)} 1)

Second, information on the relative importance ok tcriteria (weights) is required.
PROMETHEE assumes that the decision-maker is ableetgh the criteria appropriately, at least when
the number of criteria is not too large. For largembers of criteria, weights can be determined
according to several methods: direct rating, pallatcation, trade-off, pairwise comparisons via &i¢P
method, among others (Macharis et al. 2004). Thierination is used to compute an multicriteria
preference index(a,b) taking into account all the criteria (see formgja
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The multicriteria preference index is the basis the computation of the positive’(a) and
negativegp (a) preference flows that measure how each altemdtyis outranking (see formula 3) or
outranked (see formula 4) by the other alternati¥ée difference between these two preference fisws
the net preference flow(a) (see formula 5), which is a value function wherebhigher value reflects a
higher attractiveness of alternatiae

( k
m(a,b) = Ele P; (a,b) (2)
$*(@=——> n(ab) 3)
< n-1 %5
b (@ =—— n(ba) (4)
n-1 %
| @2 @@ (5)

Several PROMETHEE procedures can be used to andhgzenulticriteria decision problem.
Among them the most often used are the PROMETHR&ttial ranking, the PROMETHEE Il complete
ranking and the GAIA plane. In PROMETHEE |, a partianking is obtained from the positive and
negative preference flows (see formulas 3 andhik respect, alternatiaeis preferred to alternativie
if it has a higher positive flow and a lower negatifiow. As a result PROMETHEE | allows
incomparability between alternatives. PROMETHEE piloduces a complete ranking of all the
alternatives from the best to the worst one, basethe net preference flow (see formula 5). The SAl
(Geometrical Analysis for Interactive Aid) plane asvisual representation of the decision problem in
which the alternatives and their contribution te ttriteria are displayed. Additionally, a decisi&titk
can be used to further investigate the sensitvitthe results as a function of weight changesiBrand
Mareschal, 1994).

In the context of group decision, the PROMETHEE hodt has been extended to
PROMETHEE-GDSS: we suppose that R stakehold8ily (=1,...R) are evaluating the same set of
alternatives using PROMETHEE. As each stakeholder $pecific preferences a different net flow is
obtained for each of them:

qd(a) i=142..n,r=12,..R
! (6)
According to (2) to (5) it is easy to show that:
k
#la)=2d(a)n

= )

with
¢(a)=X{P (a.x)- P (xal}
XOA (8)

Where%(ai) is the single criterion net flow obtained by calesing only criterion;{.) for ST,.

If appropriate different weightscQ, ) can be assigned to the stakeholders, otherwisel eweights are
used:

R
W, @y ) iy (Zwr =1j )

r=1
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The net flows (7) are representative of the prefees of each stakeholder. The higher the net
flow, the better the corresponding alternative 8F. Moreover these net flows directly define the
PROMETHEE Il ranking for eacBT,. We therefore consider them as criteria summagittie point of
view of each stakeholder (Macharis et al., 1998)yTform a new evaluation table that can be andlyze
by PROMETHEE. For this purpose a special "0-optipréference function is used to simply calculate
the weighted sum of the individual net flows (1®deed no preference function is required at tnel
as individual preferences have been taken intowatdor each stakeholder.

ofa)=20(a)e,

R
r=1 (10)

This global net flow provides the PROMETHEE Il karg of the alternatives according to the
global preference of the group. A GAIA-plane anelysan also be performed. The axes then represent

the points of view of the stakeholders and showatineunt of consensus or conflict within the grosge(
Figure 2).

Fig. 2: GLOBAL GAIA PLANE

The PROMETHEE VI procedure makes it possible tdguar a sensitivity analysis showing the
level of conflict between the stakeholders. In Fg&gB, the polygon shows the location of the tiphaf
decision axis when the weights are modified within/- 50% interval. In this example 3 it seems that
consensus can easily be reached as the polygaonliese side of the GAIA plane.
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Fig. 3: PROMETHEE VI with 50% margin on the weights (Soufdacharis et al., 1998)

Different software have been developed for the PREEOMEE method: PROMCALC, Decision
Lab, D-Sight and the new Visual PROMETHEE softwarailable for download on www.promethee-

gaia.net.

4. Overview of applications

Recently, an extensive literature review on PROMEEHMethodologies and applications has
been performed by Behzadian et al. (2010). It shiotivat PROMETHEE is increasingly used in a variety
of domains such as environmental and natural reesumanagement, logistics and transportation, gnerg

planning, and so on.

Specific within PROMETHEE-GDSS we found the folloichronological applications (table

1).
Publication Subject Actors
Macharis (2000; 2004) Location of intermodalhe wusers of the terminal, the
terminals operators/investors and the community as a
whole
Martin, St-Onge, Waaub Watershed managementRound table with stakeholders such |as
(2000) Quebec city metropolitan planning authorities, environmental and
area riverside residents NGOs
Coté et al. (2002) Land use plannind,and use planners, promoters, civil servant
biodiversity management,from relevant ministries belonging to |a
waste management sitingregional association for managing territorjal
for Outaouais| electronic information
administrative region in
Quebec province
Harahambopoulos  andRenewable energy projects  Local authorities, p@kimvestors, central
Polatidis (2003) government and public pressure groups
Waaub et al. (2005g;Strategic environmental Territorial representatives, fauna and forgst
2005b) assessment of First Natignrmanagement representatives, elders, givil
forest managemerntservants from Nation Council
scenarios, Quebec, Canada
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Kourouma (2005) and Strategic environmental Civil servants from involved ministries,
Kourouma, Waaubh assessment  of  energyNGO’s representatives
(2004) system in Maritimes Guinea
Wotto, Waaub (2003} Strategic environmental25 representatives from various sector
2006) assessment of transportatipinvolved in transportation planning
planning scenario in
metropolitan Montreal
Vaillancourt, Waauh GHG emission  permitf Simulation of group of countries
(2006) allocation at world level
Samoura, Bouvier, Planning Mangroveg People from mangrove communitigs,
Waaub (2007) Ecosystems in Guinea representative from ministries
Morais and Teixeira de Leakage managementThe water company representative, the
Almeida (2007) strategies of a watgrconsultant-engineer, the  environmental
network of a city agency and a community representative
Samoura (2010) Strategic environment&ivil servants from involved ministries,
assessment of hydroelectfidNGO’s representatives
dams  development ip
Guinea
Alancar and Teixaira deProject team for a civil Technical engineer, a quality engineer,| a
Almeida (2010) construction project security and environment engineer, a budget
manager and a contract manager

Table 1: PROMETHEE-GDSS applications

The first application for which the PROMETHEE-GDS8@thod is incorporated in the MAMCA
methodology is the choice of location for intermiodaminals. The so called LAMBIT-model (Location
Analysis Model for Belgian Intermodal Terminals)opided the framework for the decision-making
process on the location of new intermodal termiislacharis, 2000; Macharis, 2004). Interestinghiis t
application is the combination with other sociofemmic evaluation tools such as the cost-benefit
analysis as one of the criteria.

Martin et al. (2000) presented the result of atglmject conducted in a watershed management
context in the Quebec City metropolitan area. Anbtable of stakeholders was at the core of thgpptro
This took about 6 months which illustrates that HROMETHEE-GDSS approach might need time for
iterative work and discussion. The role of a sufipgrteam and the need to integrate capacity mgldi
taking into account both the process and the wwele emphasized.

In Coté et al. (2002) the PROMETHEE-GDSS methodntsgrated in a larger integrated
decision support system with GIS related tools. Altilevel GIS was designed, including ecological
mapping for land use planning and socioeconomialiegtes. The idea was also to benefit from a more
powerful decision aid tool than the classical wéighaverage sum embedded in most of GIS software
and overlay approaches. A regional agency calledIN® (an agency coordinating the numerical
information related to the full administrative Oaitiis region in Quebec Province which is about@% 0
km2). lllustrative examples were simulated, dealwith locating waste management facilities and with
consolidating regional biodiversity planning).

The paper of Harahambopoulos and Polatidis (2008¢laded that participation and discussion
among the stakeholders is crucial to come to gesdlts. In their application still a lot was dovia
computer interaction and not real live interactigmich did not allow using all sensitivity tools theould
help to come to a consensus.

A few applications conducted at GEIGER (Interdifogry Research Group in Geography and
Regional Environment) under the supervision of Waate focusing on tiering PROMETHEE-GDSS
approach to the decision process related to stcategvironmental assessment (SEA) in different
contexts. Among those projects, Waaub et al. (20@8@5b) reported challenges and results from
adaptation to First Nation pilot project relatedao endogenous territorial planning process fatieg
Quebec forest management planning process in aextonf ongoing territorial Nation to Nation
negotiation. This changes a lot the way stakehsldee involved. Instead of being involved through
diverse sectorial consultation processes, an embageSEA process was adapted and designed todit Fi
Nation values and processes (ex.: schedule of nggetivay of conducting discussions, problem setting
use of traditional knowledge etc.).
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Some applications were also about African case$ stmurouma and Waaub (2004) and
Kourouma (2005) in energy planning in Guinea. Ttekeholders involved are mainly from different
ministries having competencies on the subject ded mational NGOs. Considering the political and
institutional context the use of a formal decissupport tool is a significant improvement in tharpling
process. Most of the work about implementing theORFETHEE-GDSS is done by a supporting team.
There was no direct use of software during the imggt Information and documentation about each step
was prepared to be discussed by the stakeholdéftsadslation” and adaptation was needed to faee th
specific needs of civil servants representativeheir ministries. This problem was even important i
Samoura et al. (2007) who used the PROMETHEE-GD&Sdrform a Strategic Environmental
Assessment (SEA) for Planning Mangrove Ecosystam&uinea which involved people having very
contrasted level of knowledge, some of them weesnanalphabetic. They conclude that participation i
essential and that the approach followed was istieigeto be used in Africa. The approach was thesdu
at the river basin management level in a 5 yegept® (Samoura, 2010) dealing with SEA of cumukativ
hydroelectric development plan alternatives. Thapligation was combining GIS, hydrology modeling
and PROMETHEE-GDSS to assess the alternativesrategic level. It illustrated the need for inter
ministries cooperation in SEA. In all those caseain contributions from stakeholders relied on dini
their own weight set according their priorities amalues and on negotiation once they completed
appropriation phase of their own results (ranking athers, see section 3). They all found the petfu
preference functions too complicated, leaving thsktto the supporting team after having given the
appropriate insights.

Wotto and Waaub (2003; 2006) conducted a pilot gmtopbout transport planning for the
Montreal metropolitan area. The duration of thejggbwas about 18 months and involved 25 real
stakeholders. This project tested a PROMETHEE-GID8S8ign to be managed on the Web. For the
definition of the problem setting a mini policy [p&i approach on the Web was used. MCDA was done
in the lab using data collected through a secur® ¥fe. Lessons from this project is that it is &
important to have some face to face meetings evieteirnet can allow a better contribution by ofifiey
asynchronous and delocalized opportunities. Alsaining and capacity building might be needed
considering that people does not have similar skdl master Internet exchanges and communication
processes.

In Vaillancourt and Waaub (2006), a simulation ofernational negotiations was performed.
The case was on greenhouse gases allocation garothtrasted climate control policies but extegdin
the stakeholders involved beyond the Kyoto Protéedll countries grouped into 15 regions. It imed
also two innovative issues: how to deal with difer views of equity, and how to implement dynamic
MCDA.

In Morais and Teixeira de Almeida (2007) a commdteda set was used for the whole group.
Every stakeholder can choose however his/her owightseand preference functions. The judgment of
the alternatives is done by the group in an opsoudision phase. In order to get a group rankirg, th
procedure of the PROMETHEE-GDSS method is usedveeré they gave the different stakeholders a
different weight according to their responsibilitythe decision process. Also in Alancar and Te&ale
Almeida (2010) PROMETHEE GDSS the preference fuamctivere established in an interactive way
between the stakeholders and the analyst and aseatbo common for the whole group PROMETHEE
VI (the brain, see Fig.3) is being used to sedifnging the weights of the criteria (and not of dlators!)
would change a lot the decision.

It is interesting to note that the PROMETHEE-GDS%raach can be use either with real
stakeholders in complex societal controversiesoasimulate stakeholder behaviors depending who are
the “client”.

In Turcksin et al. (2011) a combined AHP-PROMETH&#proach is being used for selecting
the most appropriate policy scenario to stimulatelean vehicle fleet. Although it is not a real
PROMETHEE-GDSS procedure, it is worth mentioningreheln this application, the Analytical
Hierarchy Process (AHP) method was used to obtanweights for the different criteria. This allows
involving the stakeholders in this step of the maure. The stakeholders (being the car manufagturin
industry, user-organizations and policy makers)kddeir opinion about the weights and this was ghou
together with this geometric mean. These weight®ween further used in the traditional PROMETHEE
method. A discussion in group about the resulthePROMETHEE model was done during a workshop
in order to find a consensus on the proposalsitkat evaluated.
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5. SWOT analysis

From the examples above, one can see that PROMEIGIEES has been used in several contexts and in
different ways. Based on these experiences, agithgnweaknesses, opportunities and threats agasysi
executed. This SWOT takes the further developmérnh® PROMETHEE-GDSS methodology as its
focus.

5.1. Strengths

The PROMETHEE methodology and outranking methodgeineral have several advantages over the
MAUT approach (see Macharis et al., 2004). WithRROMETHEE | method, trade-offs between scores
on criteria (like in AHP) are avoided. As a resuhe dominance relation is enriched rather than
impoverished. However, when the partial rankindoised into a complete ranking of the alternatives
(PROMETHEE lI), detailed information might also dest. Moreover, with PROMETHEE a synthesis is
achieved indirectly and only requires evaluatiomb¢ performed of each alternative on each criterio
Furthermore, outranking methods are better suited perform extensive sensitivity analyses.
PROMETHEE-GDSS is usually experienced as a vemgsprarent method and one that can be used
without too much interference with the supportiegrh, although some have difficulties in choosirg th
preference functions (see weaknesses). The gooHematical foundation together with its several
analysis and graphical tools enable the user atighr analysis of the problem at stake. Of course th
possibility to include the stakeholders within tealysis is its main strength of the GDSS module of
PROMETHEE. It is possible to switch easily from thdividual to a common set of criteria and back. |
gives a clear view of each stakeholder and of toeand is then a strong support for deliberatiod
negotiation. In such processes involving even acnfl issues, it is important that each stakeholde
constructs its own appropriation of the problem auutions that take into account their own
preferences, priorities and values. It is also irtgod to have a common space for negotiation.

5.2. Weaknesses

As said above, some actors have difficulties tooskothe preference functions and to interpret the
outcome of their decision. Although in theory yaulkl say that PROMETHEE-GDSS can be used by
any organization who would like to use it, in piegtthere is a clear need to have a facilitator @nan
analyst to facilitate the process, certainly in@S% setting. This facilitator should also be abléandle
conflicts and discussions about the final outconfiethe analysis. More communication tools and
guidance to help the facilitator in this task shibloé developed.

Another weakness of the PROMETHEE-GDSS tool, batt is common for most of the
GMCDSS tools, is the problem of splitting bias. Téteucture of the value tree affects the weights
(Hamalainen and Alaja, 2008) and by doing so thgghiteof a certain criterion can be diluted accogdin
to its place in the hierarchy. In a splitting bidecomposing an objective into multiple attributssds to
a higher overall weight for that objective when gamed to a direct assessment of the objectiveddivel
importance (Jacoba and Hobbs, 2007). Also otheer@gxgents have shown the evidence of biases
occurring with the use of value trees. Borcherdind Winterfeldt (1988), for example, demonstratest t
weights for an objective tend to be higher whendhgective is presented at a higher level in aedtae,
while Stilwell et al. (1987) claim that hierarchligaassessed weights tend to have a larger varithae
weights assessed in a non-hierarchical way.

5.3. Opportunities

Stakeholder management in multicriteria will gairirnportance as societal decision makers are faaing
important class of problems that involve choicesveen conflicting objectives such as economic and
environmental ones. By their inherent nature theydd interest of a diverse set of stakeholderg¢Gry
and Keeney, 1994). According to Gamper and Tur¢@007) decision makers are more likely to choose
tools as MCDA when they face decision coupled witlicertainty which is typically the case for
sustainability decisions that concern the qualibgd ajuantity of future resources. If making wrong
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decisions, conflicts are likely to arise among #iected stakeholders and decision makers could be
blamed by them.

Another opportunity for the PROMETHEE-GDSS methadtlie development of very user-
friendly softwares for it such as D-Sight and tlavrfreely available PROMETHEE. The fact that these
softwares are easily available will make that mamd more people will be using it. This emphasized a
the need for training people at different levels fBe expert side, there is a need to know howeta b
good facilitator, how to give better support to theocess, how to manage stakeholders, how to
communicate results etc. On the stakeholder digeetis a need for capacity building and sociainieg
either about the involved processes or the diffeteiols used (PROMETHEE-GDSS, GIS, Web
interfaces etc.).

5.4. Threats

As noted by many authors, MCDA is often been usealtechnocratic way, centered around the expert(s)
and/or authorities (Gamper and Turcanu, 2007; Mu@@0a4; Lotov, 2003; Banville et al. 1998, Bana e
Costa and Oliviera, 2002). The experts have thdetiecy to be more sensitive to the mathematical rigo
than to the relevance of the work (Banville et 4898). This technocratic (expert-oriented paradigm
unable to take the points of various interest gspupass media and even individual citizens int@aoct
which want to be involved in important societal ideams. This expert-oriented paradigm is confroriigd

its limits when protests and criticism alter or ev&op the implementation of strategies and measure
(Lotov, 2003). Munda (2003) speaks about a newdigna within post normal science, in which it is
possible to deal with two crucial aspects in thécgadomain, namely uncertainty and value conflict.
has been noted for the first point which is typicahe case for sustainable decisions, that detisio
makers are more likely to choose tools as MCDA tasohcerns the quantity and quality of future
resources. It directly relates to the latter, akingawrong decisions in this case, conflicts akelly to
arise among the affected stakeholders and theideaisakers could be blamed by them (Gamper and
Turcenu, 2007). An important issue is then, on howcorporate these stakeholders within the degisi
process. If some decision makers might sometimes famptation to manipulate the process as this has
been illustrated by the Arnstein ladder of parttipn, it is better not using GMCDSS because oheg t
will be involved in such participative and transgrarapproach it will be better to face the respuilitsi

for the final decision.

Another threat is still the dominance of socio-emoit evaluation tools as social cost-benefit
analysis, cost-effectiveness, economic impact aml¢EIA), etc. These instruments have surely their
utility, but fail to incorporate the points of vieaf the stakeholders and restrict the analysisriy o
specific criteria or monetary values. The lattecdyees more and more problematic in the context of
sustainability. Several objectives are difficultgoantify and certainly to monetize (for examplealdgy
of public transport, value of human life, etc.) (Bart and Roy, 2009; Tsamboulas et al., 1999, Sdianne
and Beuthe (2003)).

Control
Citizen power
Delegate
Partnership
Conciliation
Symbolic power -
Consultation
Information
Therapy
7 Non participation
Manipulation

Fig. 4 Arnstein ladder of public participation
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6. Recommendations

6.1. New communication tools

Most important in a multi actor setting is that gammmunication tools are in place so that theltesid

the analysis can be communicated but can also sesve mean to structure the discussion. Within
PROMETHEE-GDSS this is usually done with the GAllare, which is nice instrument. However when
many actors are involved, the visualization mighit Ime so clear. In addition, as the GAIA plane ta/a
dimensional representation of multidimensional datane information is lost (as indicated by thealel
parameter) and it can be more or less reliableritépg on the size of the problem and on the degfee
conflict. For this reason other GDSS tools havenbeeplemented in the different PROMETHEE
software.

As indicated in Macharis et al. (1998), PROMETH¥EEcan be used to further analyze the
group situation. PROMETHEE VI, also called the dem maker brain in a single stakeholder setting,
shows the possible sensitivity of the result. il of analysis is possible in PROMCALC and D-Sigh
as well as in the newer Visual PROMETHEE softwarerot in Decision Lab.

Besides, the Visual PROMETHEE software introduea®gal new possibilities.

First it is possible to have a global overviewltd stakeholder points of view by comparing side
by side the individual PROMETHEE Il net flows. Araanple is given in Figure 5, with four
stakeholders and five alternatives (Site 1 to Sjtdt is a plant location problem whose data aaglable
for download together with Visual PROMETHEE. Eadtumn corresponds to one stakeholder and
shows his’lher PROMETHEE Il ranking. From

, it is easy to see that Site 3 and Site 2 ararthst preferred alternatives and that two coalitions
of stakeholders can be identified: Industrial awditital stakeholders prefer Site 3 while Enviromtsd
and Social stakeholders prefer Site 2.

Industrial Palitical Environmental Social
1.0 I I 1.0
I Site 2
Site 3 I Site 3
Site 1
Site 2 l
0.0 = 0.0
Site 5
Site 4
Site 1 I
_—
I Site 5
Site 4
-1.0 -1.0

Fig. 5: Visual PROMETHEE: Multiple scenarios comparison

A next step is to identify the origin of the conft between the stakeholders. For this purpose,
two additional GAIA analyses can be performed.thirgs possible to compare the way the stakehslder
have evaluated the alternatives on a single shenitation. Such an analysis can be used to aclaeve
better definition of the criteria among the stakdbos and to solve misunderstandings or ambiguities
about the definition of the criteria. Another GAbKalysis can be performed on a single alternative t
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compare the way it has been evaluated by the diffestakeholders. This makes it possible to idgntif
potential misunderstandings about the definitiothefalternatives. These two analyses are of caurise
possible when the stakeholders use a shared sstabfation criteria. They are implemented in Visual
PROMETHEE.

Visual PROMETHEE also integrates a 3-dimensionalAanalysis that can be useful when the
GAIA plane has a lower quality (small delta valuEe addition of a third dimension makes it posstil
increase the quantity of information that is digpld by GAIA (Fig. 6).

[Csite 3

Investment
site 2] Enviranment
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r tation
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Sacial Employment

W

[Msite 5

Fig. 6: GAIA 3D view in Visual PROMETHEE
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6.2. New processes: how and when to include stakédiers in the process.

As said in section 2, the inclusion of stakeholde@ GDSS process is very important. However
this is not always well organized. A good way tasture this involvement of the stakeholders caibye
adopting the MAMCA methodology. MAMCA stands for hiwactor multi criteria analysis. It allows
evaluating different alternatives (policy measurssenarios, technologies...) on the objectives of the
different stakeholders that are involved. Unlikeaventional MCDA where alternatives are evaluated
on several criteria, the MAMCA explicitly includéise points of view of the different stakeholders.

Stakeholder analysis

Alternatives ~ i II ‘I I

Implemen-
=m I B Results tation
o

~_Overall analy ses
S (Mca) v ||': H“’-“ IE

R
- [ 2 il

Feedback loop

Fig. 7: The MAMCA methodology (Macharis et al, 2009)

The methodology consists of 7 steps (as showngn7i The first step is the definition of the
problem and the identification of the alternativesese alternatives can take different forms adngrtb
the problem situation. They can be different tedbgical solutions, different policy measures, ldegm
strategic options, etc. Next, the relevant stakddral are identified (step 2). Stakeholders are lpasho
have an interest, financial or otherwise, in th@ssmuences of any decisions taken. Thirdly, the key
objectives of the stakeholders are identified aindrga relative importance or priority (weightsjefs 3).
These first three steps are executed interactamedlin a circular way. Fourthly, for each criteriome or
more indicators are constructed (e.g. direct gtativé indicators such as money spent, numbervesli
saved, reductions in CO2 emissions achieved, etcsomres on an ordinal indicator such as
high/medium/low for criteria with values that aréfidult to express in quantitative terms etc.)efst4).
The measurement method for each indicator is aladenmexplicit (for instance willingness to pay,
quantitative scores based on macroscopic compueulation etc.). This permits measuring each
alternative performance in terms of its contribntio the objectives of specific stakeholder grogisps
1 to 4 can be considered as mainly analytical, thegt precede the “overall analysis”, which takes in
account the objectives of all stakeholder groupsukaneously and is more “synthetic” in nature. The
fifth step is the construction of the evaluationtmixa The alternatives are further described aadgfated
into scenarios which also describe the contextwtich the policy options will be implemented. The
different scenarios are then scored on the obgstnf each stakeholder group. For each stakeholder
group a MCDA is being performed. The different gsiof view are brought together in a multi actor
view. This yields a ranking of the various alteiwas and reveals their strengths and weaknessgs §st
Afterwards, the stability of the ranking can beess®d through sensitivity analyses. The last stagjee
methodology (step 7) includes the actual implenteria Based on the insights of the analysis, an
implementation can be developed, taking the wistiglse different actors into account.

The MAMCA methodology has already proven its usedsk for several transport related
decision problems (see for an overview Macharialet2009). The application used the AHP method
inside the MAMCA methodology or the PROMETHEE GDSfethod. The advantage of the
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methodology is that it structures the differenpstén the evaluation process and allows integrattireg
stakeholder opinions along the way. The degree lichv participation will effectively be obtained
depends on the way the different steps are execBted 2 and 3 should be done with a real participa
of the stakeholders as here a consensus shoutcexise list of stakeholders and each stakehaomip
should formulate its set of criteria and the wedgtitey are attaching to them. The evaluation itself
usually done by experts but also here the stakem®ithn be involved. The discussion on the restitp
6) can also be done very openly and in consensus.

6.3. New knowledge: role of the facilitator and saal learning process:.

A number of prerequisites related to the good wflithe stakeholders to participate into a rational
problem solving process involving other partiesudtidbe met before applying these approaches. On a
collective basis, participants should be open tgotiate, recognize the multicriteria nature of the
problem, be proactive to ensure the representassnf different point of views, accept the helpaof
supporting team which in turn should not be invasind focus on guaranteeing the legitimacy of the
deliberations by the mean of a facilitator. Theilfator should not induce conformity to his own
suggested framework but should be open to suggsstiball the actors. Each stakeholder shouldrin tu
be committed to the process until its end, giveretavailability, stay open to the results provitbgdhe
analysis, and accept that the final result mightdaenter intuitive or different from what he expestt

Stakeholders should always negotiate some conditmtheir participation before the beginning
of the process. Those conditions include: availghdf training to the process and to the methodial
tools used; adapted process to the cultural, paljtinstitutional context; appropriate time frarbedget
and human resources available; conflict resolupimcedure; facilitator; the steps in which theyl Ji¢
involved; the way the process will influence theali decision (justification of the decision against
convergences and divergences, written report eted;the follow-up planned.

It is also very important to define who is legititedo participate. From the point of view of the
decision makers, not only the “good ones” shouldigipate. The process should be considered asgjivi
opportunities for emerging solutions from confliesolution and negotiation mechanisms. The problem
setting is greatly influenced by the interactioretwieen stakeholders. Some actors cannot participate
because they are either absent (not in the araagfgenerations, etc.) or weak (poverty, disabétcl).
How should they be taken into account? Is simutaesioceptable?

As mentioned above, stakeholders can be involvesttlly in the assessment. Most of societal
complex problems need to integrate, unite or findeguilibrium among different types of knowledge
such as scientific, traditional (as First Nationgrnacular, contextualized etc.

Finally, it is important to be conscious that altas are parts of a social learning process. Web
2.0 give many opportunities to exchange rapidly effatiently (even sometimes the technology looks
like creating “noise”). Some community of practiogght be very helpful to overcome challenges.

7. Conclusions

PROMETHEE-GDSS has been applied in several apitatThe applications show the potentiality of
the approach and related methodological tools. PEDNEE-GDSS has the ability to open up the
decision process to all involved actors. An impatrtatrength of the methodology is that it enables y
includes several stakeholders within the decisimtgss. This will become more and more important in
the future which makes it directly an opportunidyweakness is that a facilitator should alwaysHere

to facilitate the process. We advocate for new godd communication tools to help guide the
discussions. In the recent software several neus tbave been built in. In terms of involving the
stakeholders, the Multi Actor Multi Criteria Analgss a good methodology to integrate the stakedrsld
within the process in a structured way. The rol¢heffacilitator and the social learning processusth be
given enough attention. Further research will bedagted on how to further strengthen the methodogy
along the lines of the recommendations of this pape
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Abstract: Human society has been faced with many naturalngenstmade disasters that caused the
loss of many lives and severe economic damagethoddh many disasters are not avoidable, we
need to find ways to prevent or reduce the negathact. An emergency response system can be
used as part of the emergency management. Indpisrpwe propose a framework for an emergency
response system which is an extension of but stgmifly different from traditional group support
systems or distributed group support systems. ffamework considers the environmental,
organizational, and activity-based issues of entargeesponse for responders and decision makers.
These issues are addressed by incorporating cemtere, multi-agency relationship management,
and multiparty coordination components into themeavork for a context-aware multiparty
coordination system.

Keywords: context-aware, multiparty coordination, emergeresponse

1 Introduction

Our human society often has to face many naturdlraanmade disasters which causes severe damage
and the loss of many lives. A recent and devasgatixample is the March 2011 triple disaster of
earthquake, tsunami, and nuclear power plant metdm Japan. As reported by Japan’'s Disaster
Countermeasures Office on April 27, 2011, 14,508pte were confirmed dead and 11,452 were still
missing. 76,000 homes collapsed or washed out, détlnage occurring to another 244,000 homes,
displacing over 350,000 citizens. The cost estithdtg the Japanese Government was as high as 25
trillion yen (approx. $300 billion USD) in damagMifura, 2011). The meltdown of the Fukushima
nuclear reactor caused a severe radiation lealaitaoge area of atmosphere, subterranean wateseand
Although the Japanese government made a great éfforescue operations, its slow reaction to the
Fukushima nuclear disaster was widely criticizedtly international community and the International
Atomic Energy Agency (IAEA, 2011). How should humanciety cope with such disasters more
effectively?

There is increased interest in emergency managemagmin practice and academic research. In
general, Emergency Management (EM) is defined ke Yirocess of developing and implementing
policies that are concerned with mitigation, pregsess, response, and recovery" (Petak, 1985).
Because of the significant impact on public intesegovernments are taking more proactive roles on
national security, disaster prevention, and restfggts. In academia, more research is under wathe
general understanding of emergency management.

The main challenge to studying emergencies is tterstand that emergency contexts are very
different from traditional business contexts. Aital emergency situation has characteristics f;h
"great uncertainty; sudden and unexpected evemsrisk of possible mass casualty; high amounts of
time pressure and urgency; severe resource shertiagge-scale impact and damage; and the disruptio
of infrastructure support necessary for coordimatibke electricity, telecommunications, and
transportation. This is complicated by factors sashinfrastructure interdependencies; multi-autiiori
and massive personal involvement; conflict of iestrand the high demand for timely information€@h
et al.,, 2008).” Many of these contextual condisicare different from traditional business criseat th
organizations deal with which makes emergency mamagt much more difficult to plan for, places
different stresses on decision makers, and reqdiffesent tools to aid in the response.
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As IS academics we have expanded our researchhatmulti-disciplinary field of EM. Much
IS research in the EM field pertains to the develept of different types of EM information systems,
lessons learned from real-world cases, and gefrarabworks for emergency response.

A few frameworks have been proposed recently toiaidhe understanding of emergency
management information concepts and systems. Ramm@e, Turoff et al. (2004) provided design
recommendations for a dynamic emergency responsageanent information system (DERMIS). With
the DERMIS proposal, specific system and desigmirements based on nine premises are identified.
Abrahmansson et al. (2010) proposed a system-edeftamework for analysing and evaluating
emergency response, which can also be used agadtiguidelines for emergency response information
system design. Yuan and Detlor (2005) identifiegl tajor task requirements and associated key issues
for intelligent mobile crisis response systems.

This paper attempts to enhance the current unaelisg of emergency response systems by
proposing a framework for context-aware multi-ageocordination systems. The proposed framework
consists of three key components: i) context-anesgromponents to deal with environmental issies; i
multi-agency components to deal with organizatiasalies; and iii) coordination components to deal
with operational issues.

2 Key Differences between Group Decision Suppo8ystems and Context-Aware
Multi-Party Coordination Systems

Context-aware multi-party coordination systems (G2B8) for emergency response are quite different
from traditional group decision support systems 85 or Distributed Group Support Systems (DGSS).
GDSS was originally defined as a system that cossinommunication, computer, and decision
technologies to support problem formulation andigsoh in group meetings. A GDSS aims to improve
the process of group decision making by removingnmon communication barriers, providing
techniques for structuring decision analysis, arglesnatically directing the pattern, timing, or temt of
discussion (DeSanctis and Gallupe, 1987). The equnof distributed group support systems (DGSS)
resulted from the combination of GDSS and computediated communication systems (CMCS) to
facilitate group decision support from participamsdifferent locations (Turoff et. al. 1993). The
proposed CAMPCS however, is significantly differémm traditional GDSS and DGSS in terms of the
objectives, users, decision contexts, and workingrenment (see Table 1).

Table 1. Summary of the differences between GDSS/DGSS #&MRLS.

GDSS/DGSS CAMPCS
Objective Support group decision making Support multipartgrdination
Users Predetermined group Large _spale_ multiparty
participation
Decision Context Well defined Uncertain, dynamic, and urgent
Working environment In an office setting Mobile environment

2.1 Objective: Group Decision Support vs. Multipaty Coordination

The main objective of GDSS is to improve the precesd the outcome of group decision making. GDSS
helps group members resolve conflicts and reacluahaigreement. The implementation of the decision,
is usually not the focus. The main objective of CRGSE is to support multiparty coordination.
Coordination is defined as managing dependenciéselea activities (Malone and Crowston, 1994).
Since activities must, in some sense, be performyethctors,” the definition implies that all instzas of
coordination include actors performing activitiebatt are interdependent. Although multiparty
coordination may also involve group decision makamgl negotiation, it emphasizes the management of
the tasks of activities performed by the joint effof multi-parties, such as communication, reseurc
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allocation, scheduling, job dispatching, etc. lhestwords, GDSS is decision oriented and CAMPCS is
action oriented.

2.2 Users: Predefined Group vs. Ad-hoc Multiple &ty Participation

The users of a GDSS may be a group within an orgéion or from different organizations. The roles
and the relationships of the group members arellysuell defined. For emergency response, the
participants may be from different authorities, fpesions, and regions. For instance, earthquakeiees

may involve firefighters, police, medical teamsdarolunteers locally or internationally. They come
together on an ad-hoc basis and identifying th@es and relationships becomes one of the majks tas

2.3 Decision Context: Given vs. Dynamic

The decision context for GDSS is often given antl defined. The focus of the group decision maksrs
on how to reach a better decision. The decisionestrior CAMPCS is dynamic with great uncertainty
and urgency. In a disaster scenario, things chaagilly and decisions must be made immediately.
Collecting context information and taking quick @aponding action is critical for saving human &fed
reducing property damages. Context-awareness leEcamimportant component of CAMPCS.

2.4 Working environment: Fixed Office Setting vsAnytime anywhere on the move

The working environment for GDSS is mainly in a mreg room equipped by computers connected
through fixed-line communication networks. For D&fhere may be several geographically different
locations but the individual locations still gerigraely on fixed-line communication networks ancka
not mobile. The working environment for CAMPCS mergency response can be for anyone at anytime
anywhere.

Emergency responders have to work on a disastetlifte. Emergency command centers may
be temporally established on the frontline of tleaster scene even without a camp. With the passibl
and frequently severe damage of communication strinature during a disaster, mobile communication
is usually the method used to communicate amongsponders and decision makers. Mobile
communication is relatively easy to install and if@bevices are most likely used by rescuers.

As pointed out by Shim et al. (2002), decisiongmarpsystems technology and applications have
evolved significantly. Mobile tools, mobile e-sares, and wireless Internet protocols will mark miest
major set of developments in DSS. Collaborativepsuipand active decision support could be one ef th
new application fields.

3 Emergency Coordination System Framework

The proposed framework addresses three main itisatare frequently discussed in emergency response
literature. These issues are identified as enwemtal issues, activity-based issues, and multhage
issues influencing emergency response coordinafiim.1 identifies the three main issues and how they
interact. These issues are distinct but interdégenand influence the overall emergency response
process.

Environmental issues related to the situation disaster will influence the agencies that need to
respond to a disaster along with what and how tesk®e performed to address the disaster. Sitgila
activity-based issues surrounding the tasks to edopmned will be dependent on the operating
environment of responders as well as the agene@itahble to provide the tasks as agencies frequentl
have different roles performing different tasksndfly, different agencies will need to work togethn
order to address complex environmental conditiond @rovide all the resources necessary to complete
required response tasks.
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Disasters often develop rapidly with great uncetiaimaking it essential to collect situational
information in order to take quick and appropriatgion. Context-aware computing is a response
component to be used to manage this environmentemess issue by providing better aggregated,
filtered, and processed information to decision ensk

In addition to understanding the environment, emecyg response often requires the temporary
participation of multiple parties with different gdessions, from different regions, and belonging to
different authorities. It is important to make stiney can work together and appropriately handégr th
work relationships. The multi-party component lo¢ framework is therefore used to deal with multi-
agency organizational issues.

Lastly, emergency response needs to organize reuitiferrelated tasks in order to respond to a
variety of events. Task execution may require resmusharing and activity coordination. The
coordination component of the framework addredsesttivity-based issues.

Environmental
Issues

Multi-agency
Issues

Activity-based
Issues

Fig. 1. Emergency response coordination framework outlirtimg three major types of issues in emergency
response and how they overlap with one another.

The remainder of this section breaks down the enwirental, organizational, and activity-based
issues further and then describes how each compoaerelp address the issues presented.

3.1 Context-Awareness and Environmental Issues

As pointed by Turoff (2003), “Almost everything @ crisis is an exception to the norm (Premise 4 -
exceptions as norms)... Learning and understandirgg attually happened before, during, and after the
crisis is extremely important for the improvemehttee response process (Premise 3 — crisis merhory).
Understanding the emergency environment is crittcalplanning an adequate emergency response.
Environmental understanding directly influences h@eople respond to situations. A lack of
understanding of the environment can negativelyaichghe effectiveness of the response. However,
understanding the environment is a difficult taglcduse of rapid changes and great uncertaintyein th
situation.

Environmental conditions may be referred to as exint Context has several different
definitions in literature. A general definition obntext for an information system provided by B¢wl.
(2001) is stated as "any information used to charae the situation of entities (i.e., whethereason,
place, or object) that are considered relevanthim ihteraction between a user and an application,
including the user and the application themselv@sntext is typically the location, identity, anigte of
people, groups, computational and physical objects.

In an emergency response setting, context is mwie komplex as it can be applied to a much
broader range of people, places, and things wigatguncertainty and difficulty of assess. For exi@n
context information for an emergent event can igelthe nature of an event (i.e., earthquake, tsijnam
explosion, etc.), its location, its magnitude oveséy of impact, when it occurred, its immediatepiact,
the potential affected population, the potenti&eted area, the speed of onset, the durationfeétefand
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potential triggered secondary events. The Japdhgemke and tsunami of 2011 had context infornmatio
of ocean earthquake, at 38°N and 142.9°E off thetNBast coast of Japan, measuring M9.0, at 2:46PM
JST, had an immediate effect of shaking and damgaigifiastructure and causing injury and death to
citizens of Japan, and lasted for 0.2 to 1.0 ses@idts peak, with the potential for triggeringther
emergencies from aftershocks, infrastructure fajlfires, and a tsunami (Mimura et al., 2011). iBlea
makers, responders, and citizens were able to luse part of this context information to plan thei
responses.

Decision makers, responders, and citizens may lase context information associated with
them. Search and rescue personnel context maydimethere they are, what their role is, what talskg
are performing, what equipment or resources thquire, what resources or equipment they are using,
when they started their activity, when their staiit change, who they are working with, and more.
Higher level contexts may include knowledge of veheescuers are in relation to other rescuers,
resources, equipment, or security which could glesupport if needed, and how long it will take to
receive additional support. Information on proxiyrto victim locations, or search areas to findtims
may also be important to rescuers. For victimsitext information may include where they are, their
health and physiological status, their mobilitytssa how long they've needed assistance for, on eve
where they are relative to a physical threat, a péce, or a search and rescue responder. Fisiaec
makers, context information may include what orgations are available to assist, what roles
organizations will perform, how to communicate wittganizations, what resources are on hand, what
resources are required, where are resources deplayel how resources will get to where they are
needed,

During the response effort to the 9/11 terrorish@ks in New York, a geographic information
system (GIS) was used to track the search and eegperation and organize the cleanup effort. Using
this tool, decision makers were able to gathertisedocation based information to coordinate rescu
search for survivors, allow heavy machinery to ecleg debris, and develop routes of traffic in and
around debris. Other equipment was used to ideatibtable search areas in the rubble and map those
unsafe areas for rescuer awareness (Thomas 2002).

In context-aware computing, context-awareness finelt as the set of environmental states and
settings that determines an application's behduaictive context) or characterizes the conditionlich
an application event occurs (passive context) (GmehKotz, 2000).

‘ INFORMATION GATHERING ‘

v

‘ AGGREGATION ‘

v

‘ INTERPRETATION ‘

v

‘ SERVICES ‘

Fig. 2. A generic context-aware framework. Context infoliorais gathered from user input or automatically
from sensors. Information is combined with othétained context information. A higher level of text
information may be interpreted from the availaldatext information. Context-aware functions mayelzecuted
as system services based on observed or interpreteelxt information.

Fig. 2 highlights the general components of context-avegstems. Information gathering is the
collection of contextual data from various monitgrisystems and call centers. There is a greatt éffo
add monitoring systems to aid in gathering emerganuntextual data. Examples include earthquake
monitoring systems, sea-level monitoring systeraglite observation systems, and weather monigorin
and forecasting systems. Public reporting to ermergecall-centers is also a major source of
environmental data. The reported data may bevieraédifferent formats such as voice, images, deun
text messages, and video. The next function isatfgregation of the information from different sasc
and organizing and integrating it into a structudath. management system. The information canliken
used for modeling and interpretation by expertgexpert systems. The interpreted results may beé use
directly by decision makers to plan a responsenteraergency. However, with context-aware computing
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the interpreted results may trigger services doastsuch as notification of key personnel, an ated
response such as alarms or engagement of backtgmsysor the results may be used to respond to
information requests.

Many emergency response agencies have monitoripgrie and decision support systems that
often operate independently but an effective enrergenanagement system needs to have the capability
to connect, integrate, understand, and share themation related to an emergency.

Research into context-aware computing has alreddyeased several of these requirements.
Context-awareness uses sensors or other informatiorces to measure environmental conditions and
identify many low-level contexts (location, tempeirg, orientation, time, etc.) while context-aware
applications combine environmental and low-levetlteats using artificial intelligence to develop g
level complex contexts (Chen and Kotz, 2000). €xtsdware computing utilizes both active and passiv
context-aware applications where active contextrawapplications automatically adapt application
behavior when new context is discovered; and passivmtext-aware applications adapt the presentation
of information.

Using context-aware technology can aid in the ctibem and aggregation of sensory
environmental data in several dimensions to provssive context information to emergency
responders. Use of this data can also be combiitbdreal experts or expert systems to better iéent
the nature and scope of a disaster to interpreerappropriate responses. The context informatém c
also be used to trigger an appropriate action foraative-context application such as responder
notification on the changes in the operating emrnent or availability of resources. Changes intexin
can also be used in a decision analysis framewarldblic notifications of disasters (Xu et al.,020.
Many modern ambulance dispatch centers alreadigautijlobal positioning system (GPS) tracking on
their ambulances along with ambulance status ierai@ select which ambulance is closest to respond
an emergency.

The contexts for responders may also be influermedyreater contexts. For example, the
response to the nuclear disaster in Fukushimandapa not limited in scope to the local proximifytioe
nuclear power plant. Leaking radiation spread Wyidieto the air and sea influenced by the windnrai
and river. Radiation affects the food chain areltiman body through exposure to direct radiatimh a
contaminated goods which add additional high-leegitext information to the response effort.

All of these pieces of contextual data are coli@édteough sensory information, eye witnesses ai fir
responders on scene. It is important to integthte pieces into a whole picture. A geographic
information system (GIS) may serve the purposeisdgder information integration (Radke et al 2000).
A crisis memory can be used to log the chain oh&vduring a crisis along the dimension of timer(fiu

et al. 2004). As the response continues contexnfakrmation is continually monitored, updated,
accumulated and analyzed to further refine and reetlidecision making processes, resource
requirements, and action plans. As pointed by Twebal. (2004) during a crisis, those who are idgal
with the emergency are flooded with informationeTémergency support system should carefully filter
information that is directed towards actors. A &gk crisis communication architecture (CCA) was
proposed to validate, filter, interpret, accessl archange relevant crisis information (Hale, 199&%
pointed by Turoff (2003), "[e]stablishing and suppw confidence in a decision by supplying thetbes
possible up-to-date information is critical to thoshose actions may risk lives and resources (Reeii

— information validity and timeliness)."

3.2 Multiple Agencies and Organizational Issues

Disasters or crisis usually happen suddenly. Theergemcy response often requires multiparty
participation from different professions, regioremd authorities. Some parties may have previous
working relationships but many of them may not. €Btablish and manage the working relationship is a
prerequisite for effective coordination in emergenesponse. As pointed by Turoff (2003), “theicat
problem of the moment is the nature of the criaigprimary factor requiring people, authority, and
resources to be brought together at a specifiogeari time for a specific purpose (Premise 5 — $cand
nature of crisis).”

Unlike the well-established contract-based multiparelationship in traditional business
relationships for routine operation such as suplgin management (SCM), emergency response is often
a dynamic response that may lead to the formati@idioc relationships with responders from diffeere
departments, agencies, regions, cultures, or eventges.
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The establishment of command center for emergeasponse is the first priority. Depending on the
scope of the disaster, the command center coulddag regional, or national. Government chief odfis
are often directly in charge of the command ceim@rder to have authority to mobilize the resoarfog
emergency response. Without the establishmentmfoapiate authority, the rescue effort cannot bé we
organized. For example, in the case of hurricanika@ when the storm badly destroyed the coastfro
Alabama to Texas, many citizens and responders dsphg: “Where is the federal government?” The
Federal Emergency Management Agency (FEMA) wasasgpto take the leadership role of the federal
response for such a large scale disaster butiidétiduals and communities act on their own fog first

72 hours (Fischer et al., 2006).

The parties involved in emergency response depenthe nature and scope of the disaster.
Typical individuals responding to an emergency jaokce, fire, and emergency medical service (EMS)
personnel. Responders can also be from sevefatetit groups including government ministries, non-
government organisations (NGOs), and humanitargeneies. Lastly, responders may be from other
divisions or specialized units within the typicakponder agencies, such as firefighters from skfiera
departments, or tactical response teams and bouoaud smits from police.

All of the various responders have their own reslities to consider based on their training,
area of expertise, knowledge, tasks, and orgaoizalticontexts. These differences can also include
legislated requirements on information sharing qoli processes to follow, and communication
hierarchies which influence or mandate how thesparders operate. For example, an emergencyocall t
a police dispatch would entail questions the redpanofficers would need to know about safety sash
if there is a weapon on scene, while an emergeneglical service (EMS) dispatch would be more
concerned about a victim's medical situation and/ o access the victim. The same emergency can
generate multiple requests for assistance fronerdifft agencies using different contextual data.

In addition to different emergency requirement® thlationships between organizations may
vary greatly depending on the history of interagtimith one another. Police, fire, and EMS regularl
respond to many of the same emergencies giving thamextensive history of working together.
Organizations with established relationships h&eefamiliarity with each others' policies and prdwaess
making interdependency more routine. Organizatidreevn together for the first time may need to
establish coordinatiorelationshipsto overcome an obstacle or achieve a common goal.dspecially
true when rescuers are from different regions amties and from many volunteer organizations. For
instance, FEMA and the Red Cross agreed that FEMAIId be the primary agency for mass care in the
NRF (National Response Framework) because the priragency should be able to direct federal
agencies’ resources to meet mass care needs, ulgciRed Cross cannot do. NVOAD (National
Voluntary Organizations Active in Disasters), anbuella organization of 49 voluntary agencies, is
supposed to have a broad role of facilitating vtdmn organization and government coordination, but
limited staff resources constrained its abilityeftectively fulfill its role in disaster responsigustions. At
the time of Katrina, NVOAD had only one employeentake daily conference calls with its members
which made for ineffective information sharing (G20, 2008).

With multiple organizations also come conflictsitierests regarding the goals or objectives of
the activities being performed and their overalipot. Failure to resolve conflicts of interest amgst
parties can negatively affect decision making cdipals. For example, political conflict stemmirfigpm
mistrust between the Japanese government and Tolepdric Power Company (Tepco) was said to be
the cause of slow information flow between the eoties and negatively affected the pace of Japan's
response to an impending nuclear disaster (OnishFackler, 2011).

The nature of coordination also depends on how @gerand individuals are able to connect with one
another and share information or resources. Astpodiby Turoff (2003), "[c]rises involve the nedgss
for many hundreds of individuals from different anigations to be able to freely exchange infornmatio
delegate authority, and conduct oversight, withthet side effect of information overload (Premise 8
free exchange of information)." As an exampighile SOUTHCOM (U.S. Southern Command)
developed an organizational structure designedddithte interagency collaboration, the scale of
the Haiti earthquake disaster challenged the cordimaability to support the relief effort.
SOUTHCOM's support to the disaster relief effomsHaiti revealed weaknesses in this structure
that initially hindered its efforts to conduct aga scale military operatiaiyS GAO, 2010).

Interoperability is the term used to describe timeraction between multiple agencies.
Interoperability is the process of maximizing oppaities for the exchange and re-use of information
whether internally or externally, through the magragnt of systems, procedures and the culture of an
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organization (Miller, 2000). Technical or harderoperability, the most commonly discussed form of
interoperability, relies on technological factotgls as hardware, communication protocols, storetge,
for the exchange of information. Soft interopeliibielies on factors such as semantic, humartipal
inter-community, legal, and international operaili

Organizations that have more interdependency amdnare familiar with one another may have

procedures and established relationships in placeohnect with the other organization making them
more interoperable. For example, Red Cross mag helationships with various levels of government t
manage mass casualty situations.
Unfamiliar organizations, in addition to making ¢tact, will need to quickly establish connectionghwi
key personnel in order to share information andueses. These new connections are likely to bgestib
to a lack of trust and other behavioural issuesaittipg the relationship that established commuitnat
channels should have already resolved.

When multiple agencies are responding to an emeygeproblems with authority and
dynamically changing roles may also occur. As padnby Turoff (2003), “[i]t is impossible to predict
who will undertake what specific role in a crisitiation. The actions and privileges of the roledéo
be well defined in the software of the system aadpbte must be trained for the possibility of assigni
multiple or changing roles (Premise 6 — role traredbility).” During the response to Hurricane Kz,
local civilian authorities sought access to miltaesources to help with the response, but theyndid
wish to cede overall control of the response efforthe military. The military roles became one of
facilitating transportation of people and resourgesviding support to responders, and generalirépa
destroyed infrastructure (Fischer et al., 2006).

The identified multi-agency issues above illustrdtat navigation of the inter-organizational
issues related to each of the agencies contrilguezdly to the overall response. Information systean
be used to overcome or assist in addressing marnlyesé organizational issues. Current information
systems within agencies are mainly used to mairgdist of key contact information for other ageaxi
which dispatchers may interact with or need tofotHowever, with the soft interoperability issubsit
have been mentioned, there is an opportunity taorgthe interactions between agencies with context
aware communication systems.

Multi-agent
Relationship management

Authorities

0

Responsibilities

Communication
channels

Fig. 3. Multi-agency relationship management.

Fig. 3 summarizes a system controlling the relationshgtsveen several agencies. This system
clarifies the roles, responsibilities, authoriti@sd information exchange privileges amongst agsnci
The roles describe what role an agency plays irethergency response while responsibilities desgribe
the tasks the agency is responsible for executifigne system also identifies established authority
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relationships such as the command and reportingctsire for the emergency. Lastly, the system
establishes information exchange channels andgges$ dictating what information should be exchange
with whom through which channel or contacts. Tyistem is dynamically maintained in order to rdflec
the changes in the emergency situation and respgradjencies. This system helps address multi-agency
relationship management issues which helps addalosd order to potentially chaotic multi-agency
environments.

3.3 Operation Coordination and Activity-Based Isges

Coordination is the last of the key componentsiszubs. Coordination (consisting of goals, ad#eit
actors, and interdependencies) can be definedeamdmagement of interdependencies between adivitie
to achieve a goal (Malone and Crowston, 1994). Gioation has also been described as the fundamental
task of the firm in order to maximize the efficigngains from specialization (Grant, 1996). Witlisth
second perspective, transferring knowledge is soefficient as integrating knowledge, thus making
coordination a priority. In a multi-agency emerggnmesponse setting, coordination is the process of
getting multiple parties sharing multiple resourtiesomplete multiple tasks. Coordination can tiera
actor based, actor-activity based, or activityaatstibased depending on the type of coordinatiatess,
with non-human resources intrinsic to all the forofioordination (Shen and Shaw, 2004). Chen et al
(2008) provided a coordination framework for emege response management. Coordination goals,
issues, and supporting mechanisms were analyzeag afloe dimensions of task flow, resource,
information, decision and responder in the lifeleyaf pre-incident, during incident, and recovehages.

When a crisis does occur, emergency managementborpeis must maintain effective
communication and coordination in order to manageféective crisis response and minimize damage or
loss of life (Seeger, 2006). "Effective response catastrophic disasters will require that first
responders—law enforcement personnel, firefightensg others first on the scene—have reliable
communication systems, including supporting infiacture, facilities, and staff. Such communication
systems would enable first responders to commumitiatough voice, video, and other information
seamlessly among themselves, various organizatams, different levels of government (US GAO,
2009)." Coordination in emergency response is s&oy to share important contextual information
about environment conditions, command and contratgire, resource availability, process workflows,
and task arrangements. This contributes to thésidecmaking process. Coordination is then used to
assign tasks, allocate resources, and executeldhne Puring a disaster, infrastructure includirngp t
roads, electric power supply, and communicationvosgks are often significantly damaged or overloaded
due to reduced capacity or high demand. Re-estétdiscommunication networks will be the first
priority to facilitate coordination. Usually wirede communication is the first form of communicatton
be established but an emergency response systeutdsiat be designed only based on the use of the
most advanced communication infrastructure. Fdiaimee in the case of Marmara earthquake in Turkey
in August 1999, standard communications were nottfaning on the first day after the earthquakel an
only sporadically and in very limited areas in days and three. Electrical power was out and ted@gh
communications were down. The only means of gettifgrmation was through short-wave radio
provided by Turkish Amateur Radio Club (TRAC) téereinformation among different disaster sites, the
Governors’ Offices and the Prime Minister's DisasBperations Center in Ankara. Police and military
units also used two-way radio for internal commatian with limited relay for urgent message to othe
organizations. Satellite telephones were broughtyisearch-and-rescue teams for limited users. Gmly
day 4, the telephone communication was reinstatethjor areas (Comfort, 2000).

As pointed by Turoff (2003), “The crux of the coworation problem for large crisis response
groups is that the exact actions and responséslitf the individuals cannot be predetermined (e ®
-coordination).” Challenges with coordination begwith different responders having their own
specialties and their own methods of conductingnmss. Agencies cannot necessarily perform athef
activities, nor possess all the knowledge requitedng an emergency. As such, they must coordinate
tasks and information with others in order to dffely manage an emergency. The ability to share
information, request information, and coordinatévites relies on the ability of responder agescie
work within their own organizational contexts amderface with other agencies. The importance of
coordination is difficult to assess as its truaueatan only be described when it fails.

In many circumstances collaboration is minimisedaat accident scene due to uncertainty,
asymmetry, and lack of incentives (Berlin and Qsils, 2011). Coordination is also a challenge ue
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hard or technical interoperability issues. Emeogemanagement and communication systems currently
in place in most responder organizations are maanlgeted for individual agencies. More often than
not, each agency has its own equipment, has its standards, and has its own protocols and
communication systems which limit interoperabilitith other agencies. As such, agencies only suppor
those responders which the dispatch center is nsfipe for managing thus making coordination
amongst multiple agencies more difficult.

Coordination is generally facilitated through aggéon and accumulation of public incident
reports providing contextual background informatieaxpert systems to assign priority levels to
emergencies, notification systems for tiered respsnbetween multiple agencies, identification of
available responder resources, location trackingesponder assets, and any historical information o
previous events at the location. The emergencyagement systems also provide connections to local
and national databases to provide additional backgt information if required, as well as a diregtof
important agency contact phone numbers. The irdon and functionality provided by these systems
enables dispatchers to coordinate the allocatiaeggdonders from one agency to an individual scene
several scenes throughout the entire jurisdictibresponsibility. While effective for single agées,
there is opportunity to extend these systems tpatipnultiple agencies.

There is increasing interest in Emergency logisdosl humanitarian logistics in operations
research (Simpson and Hancock, 20@mergency logistics is defined as “the supportcfion that
ensures the timely delivery of emergency resouacgkrescue services into the affected regions” (DRC
2008) while humanitarian logistics is aimed to p@bple in their survival during and after a disastée
focus of disaster relief operation is “to desige tlansportation of first aid material, food, equent, and
rescue personnel from supply points to a large rurobdestination nodes geographically scatterest ov
the disaster region and the evacuation and tran$feeople affected by the disaster to healthcargers
safely and very rapidly” (Kovacs and Spens, 200@ny theoretical models and optimization algorithms
have been investigated. However, to put them inteah emergency operation is still a big challenge
(Kovacs and Spens, 2009).

During a rescue operation, there is usually a asriesource shortage which may affect the tasks
being carried out and requires setting prioritiesl @earching for alternative solutions. Thus reseur
allocation requires coordination between multipdeties at different levels. For instance, after Huaiti
earthquake an enormous amount of resources wetrdostre nation from the international community.
Unfortunately, many of the resources remained ataihport as the logistical infrastructure was yet
established to offload the resources, warehousesaadre the resources, and transport the resotorces
where they were needed. Rescue personnel imptbtosearry what they could by personal automobiles,
or by using secondary gateways from nearby DomimiRapublic to get personnel and resources to
where they needed to be in Haiti (Robbins, 2010).

Request Task
Modification

Situation Changes

A ™
/ Request Resource

) Trigger Request . Workflow
(\ Emergency Event r\‘—> for Multiple Tasks g AIIoSCﬁtaI:i:gand g Coordination

~ //

A

Work as Planned

Report Task
Completion

Fig. 4.Emergency response process flow is triggered mnagrgency eventdft) leading to the establishment of
tasks to respond to the eveoelfter leff. Once tasks are identified then resources caedpgested and allocated
(cente) and coordination for the execution of tasks israpted fight). Depending on the situation at the time of

execution, tasks may either be modifiéapf or completedifotton) which influences the future tasks to be
completed for the overall emergency response.

Fig. 4 outlines a process flow diagram covering a tasbel perspective on emergency response
coordination. First and foremost is an emergen@nethat occurs. This emergency event provides th
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awareness trigger to begin collecting and dissetmgaontextual information to responders regaslles
of the source. A context-aware coordination systam measure, accumulate, and filter contextua dat
before notifying key personnel of an emergency ahdring relevant information with key responder
personnel. Responders to the scene can then gattitional context information and begin to id&nti

the tasks that need to be performed in order foores to the emergency. The determination of thksta
leads to the determination of the required res@uss®d agencies to successfully respond to the scene
Resources may include equipment, personnel, or otisxellaneous requirements from within single or
multiple agencies. This is another opportunitydontext-aware systems to provide resource avétiabi
data to key personnel. This resource availabififgrmation does not need to be restricted to glsin
agency, but can incorporate information from othgencies across organizational boundaries with
agencies willing to build connections pre-disasierduring the disaster. An assessment of required
resources can also be used to identify key contaudsshare contextual information with new agencies
that may be sought to assist in the response eff@mce resources have been requested, a plan for
response is formulated based on the tasks to bepleted, the resources available, and the
interdependencies amongst multiple responder agen€the tasks may be performed through workflow
coordination activities. Context-aware computoan aid in the connection of agencies, sharing of
resources, and sharing of incident information saghhe command and control structure and responder
roles such that situational awareness is sharedhgshaagencies and interdependencies are known.
During the task execution unexpected situations owur. This may trigger requests for modificatio

of existing tasks, or requests for new tasks. Qeteg tasks need to be reported back to commaifmers
monitoring purposes and to free up resources. s fidgponse process flow is repeated until all iledt
tasks are completed, the emergency is over, ordbgonse is abandoned. This coordination process
involves information gathering, decision makingvasl as the execution of processes which is diffier
from previous studies focusing on decision makinty.o

4 Conclusion

The design of better emergency coordination systemen opportunity for information systems and
communication technology to positively influencegp decision making and improve the effectiveness
of crisis response coordination. A context-awartdtinparty coordination system is the type of ttiwht
can enable more efficient multi-agency coordinatod facilitate resource acquisition and assignrteent
improve an emergency response for the benefitciéso

An emergency coordination response system shokéddantext-aware computing components,
multi-agency components, and task-based coordmat@nponents into account to address the major
issues of environmental, organizational, and agtivased factors affecting an emergency respoBse.
integrating these components into one system ipassible to design a comprehensive supporting
information system.

Turoff et al. (2004) presented nine design premisetheir DERMIS proposal. They were: i)
system training and simulation; ii) information &g iii) crisis memory; iv) exceptions as norms; v)
scope and nature of crisis; vi) role transferahilitii) information validity and timeliness; viiifree
exchange of information; and ix) coordination. dimghout this paper we have tried to show how these
premises are addressed in our system. The systmprepose has the potential to realise all these
premises in a systematic and concrete manner. yidters needs to be used on a daily basis as part of
responders’ daily operations so that its use wasdstrd. Second, it needs to utilize filtering agwin
different levels of communication to provide onlyet most relevant information to responders and
decision makers. Next, it needs to provide histogs like current emergency management systems
employ so that dispatchers and responders canweawievious events or communication. Next, the
system will sense, monitor, collect, and sharermftion on the context of the emergency response
pertaining to the environment, organizations inedlvand activities planned or underway. The system
will interact with multiple agencies and assigngmemel to roles which would have tasks associaidd w
them. The system will quickly collect contextualta in a timely fashion from reputable sourceswillt
share appropriate non-sensitive information witteotresponding agencies as required, and it vdllirai
the coordination of actions and resources by thpareding agencies.

This paper currently presents only the frameworkheut architecting a solution. Future
research direction will include providing a validet of the proposed framework, architecting a syste
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based on the framework, and developing a protatygeem for further evaluating the effectivenesthef
proposed CAMPCS.
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Abstract: This paper introduces a methodology for multiciitedecision-making in a group
environment with hierarchical structure, where augr of experts participates as consultants and only
one person has authority to make the final deci¢ibat is, there is only one decision-maker). The
methodology being proposed is based on preferenckeling by means of fuzzy preference relations.
It offers computational resources to aid the denishaker in dealing with discordant opinions, with
hesitant judgments and with the need of differdimgathe importance of each opinion in the
construction of a model of the collective prefeesicThe applicability of the methodology is
demonstrated through the solution of a decisioningakroblem related to the estimation of rental
values for residential properties, considering s&mmwvn rental values as a guideline.

Keywords: Group decision; Multicriteria decision; Fuzzy Prefece Relation.

1 Introduction

Multicriteria decision-making problems are formaliz by defining a set of alternatives (or possible
solutions)X={x1, X, ..., X,} for the problem and a set of criter@={c,, c,, ..., ¢g} for their evaluation,
comparison, prioritization and/or for the selectmfnthe best possible solutions. An approach tdimtga
with this kind of problems consists in constructiag<X, R> model, whereR is a vector of fuzzy
preference relations (Pedrycz et al., 2010). A yupeeference relation (or fuzzy nonstrict prefeenc
relation) is a fuzzy set with bi-dimensional menghgp function R (x,X): Xx X - [01], p=1,2,...0

(or binary fuzzy relation (BFR)) (Orlovsky, 1978). Irssence, the membership function of a fuzzy
preference relation indicates in the unit intetve degree to which the alternatie is at least as good

as x , when the criteriorm, is considered by a particular expert or by a grotiexperts.R (x,x) can

also represent the degree of truth of the statefngig at least as good &8.

In this work, a methodology is proposed for predes and analyzing multicriteria decision-making
problems, in a group environment with a hierardrstaicture. Such kind of environment is charazedi
by the presence of only one person with authodtyntike the final decision, the decision-maker (DM),
and a group of experts who participate as condslt@Parreiras and Ekel, 2011). This methodology is
based on the construction and analysis XfR> models. The experts participate in the decisiaking
process by expressing their preferences over thenatives by means of fuzzy preference relatiohs
collective preferences are constructed by aggnegakie fuzzy preference relations constructed loh ea
expert. When the individual preferences are agdeelgahe DM interferes in the decision process by
assigning weights to the experts in accordance whttir experience, knowledge, etc. When the
multicriteria analysis of the X R> model is carried out, the DM interferes by seterian aggregation
operator which is coherent with his decision adiitu

The methodology being proposed involves the usanahdex of consensus, which reflects the level
of general agreement in the group of expeatsindex of discordance, which allows to identifg timost
discordant opinions in the group; an index of corapdity which allows to identify the unreliable
judgments; a computational component which caleslateights to be assigned to the preferences bf eac
expert. In (Parreiras and Ekel, 2011), a similathmédology is proposed to support a DM in dealinthwi
the opinions of several experts discordant expé&tte.methodology which is proposed here enhaneas th
one in the following aspects:
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* a more accurate way of calculating the discordarietween the preferences provided by the differen
experts is utilized in the methodology being pragabkere. It considers that the fuzzy preferencatiosi
portrays three types of judgments (Fodor and Rasib#®94): the indifference; the strict preferennd a
the incomparability. Here, only the indifferencedahe strict preference judgments are considereden
computation of the concordance index;

* here, guidelines to be followed by the experts upress their judgments of preferences and
incomparability are included in the methodologyo$é guidelines allow the experts to express not onl
their preferences, but also their hesitations;

* the methodology being proposed makes use of thétsen (Peneva and Popov, 2003) to guarantee the
construction of consistent collective preferend®s donsistent we mean satisfying the weak transitiv
condition).

The text is organized as follows: Section 2 presenteview of the theory on preference modeling
based on BFRs, which serves as a theoretic backgrmu our proposal. Section 3 describes the method
that is utilized for multicriteria analysis of theX, R> model, which is based on the Orlovsky choice
procedure (Orlovsky, 1978). Section 4 presentsethrelexes to support the DM in the task of
constructing the fuzzy preference relations tha epresentative of the collective preferences: the
consensus index, the discordance index and the arafifity index. In Section 5, we describe the full
methodology for processing and analyzing multicidte decision-making problems in a group
environment with hierarchical structure. Sectiorcdhtains an example of application related to the
estimation of rental values for residential projesttconsidering some known rental values as guoiekl
(Gomes et al., 2009). Finally, in Section 7, wendoair conclusions.

2 Strict Preference, Indifference and Incomparabdity Judgments

In the comparison between two possible solutiomee main types of judgments can be distinguished,
namely indifference, strict preference, and incorapgity (Fodor and Roubens, 1994). These judgments
can be modeled by means of three specific BFR$, m#mbership functions quantifying in the interval
[0,1] the intensity of the observed judgment. Theg: thel,, the fuzzy strict preference relatiéy and
the fuzzy incomparability relatiod).

A relevant property of X, R> models is that it allows defining a fuzzy indié@ce relation,, a fuzzy
strict preference relatioR, and a fuzzy incomparability relatiafy exclusively in terms of the fuzzy
preference relatioR, (by definition, R =P 1) as follows (Fodor and Roubens, 1994):

I,=R nR", oy
P=RnR, )
J=RnR, 3

where R is the inverse relation oR, that is R7(x,x) =R (x,x); R} is the dual relation oR ,
being defined asR!(x,x)=1-R (x,x); R

. is the complementary relation oR , that is

R (X,%)=1-R (x,x) . Therefore, once we have at haRy, the estimation ofl , P,, and J  is

realized on the basis of (1), (2), and (3), redpelst However, as it has been discussed, for mt&an
(De Baets and Fodor, 1997), it is not simple teceh t-norm to implement (1)-(3), if we want to
preserve certain desirable properties of a fuzefepence structure. More specifically, as a consecg
of a result demonstrated in (Alsina, 1985), it &t possible to select the same t-norm to perforen th
intersection in (1)-(3). Among the admissible tmerto be utilized in this context (Fodor and Rowhen
1994), we selected the min operator to implemeatitersection in (1) and in (3) and the Lukasiewic
norm to implement the intersection in (2), as gibgrihe following expressions:

1o (% %) = min{R, (%, %), R,(%, X)} (4)
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P, (% %) = max{R, (%, %) = R,(X,%),0} ()

Jp (%o %) = min{l- R, (%) 1= R(%, )} . (6)

The use of (4), (5) and (6) is advocated here bagrdtie following arguments:

e (5) is in conformity with the Orlovsky choice medure (Orlovsky, 1978), which has been
successfully utilized to solve multicriteria deoisimaking problems (Pedrycz et al., 2010);

* (5) and (6) determine a clear relationship betwide values oR (x,x) and R (x,X) . If (5) and

(6) are utilized for defining the fuzzy indifferemaelation and the fuzzy strict preference relation
respectively, then the difference betweB(x ,x) and R (x,x) reflects the level of strict preference
between the alternatives, and x . Besides, the minimum value betwe&)(x,x) and R (x,X%,)

reflects the level of indifference between theraligives x, and x .

When we consider the use of a fuzzy preferenceioaléo represent the preferences of an expit,
may be directly or indirectly defined. In the inelit way of constructing a fuzzy preference relgtemm
expert can make his judgments by using differeafguence formats. Then, transformation functiors ar
utilized to construct the fuzzy preference relaiowhich forms the X, R> model. More information
about the indirect construction oX<R> models can be found, for instance, in (Herreradvfia et al.,
2002) or (Pedrycz et al. ,2010). In the direct way expert must select the values in the unit walahat
reflect the level of credibility or just the strehgf his nonstrict preference for one possibleitsoh over
the other. The encoding scheme considered hesdlésted by a nonreciprocal fuzzy preference retati
(NRFPR), which verifies the following conditionse@hycz et al., 2011):

*if R (x.,X%)=1andR (x,x)=1, thenxis indifferent tox;

if R (X,%)=1andR (X,%) =0, thenxis strictly preferred to;
if R (%,x)=0 andR (x,%) =1, thenx is strictly preferred to;
«if R (%,x)=0andR (x,x) =0, thenx, andx are not comparable;
« the entries of the main diagonal are filled wittdue to the reflexivity oR (x,X) .
Intermediate judgments among the situations desgribbove are also allowed. They can be
interpreted as follows:
«if 0<R (%,%)<1andR (x,X) =1, thenx is weakly preferred t&;
«if R(X,%)=1and0<R (x,x)<1, thenx is weakly preferred tg;
«if 0<R (X%,%)<landR (x,x)=0, thenx is weakly preferred tg and, at the same timsg, and

X are to a degree considered incomparable;
«if R(%,%)=0 and0<R (x,x) <1, thenx is weakly preferred tg, and, at the same timsg, and

X are to a degree considered incomparable.

With reference to the consistency of the NRFP, itecessary to indicate that the minimum requirgme
that should be satisfied by preference judgmenigivien by the weak transitivity condition (Herrera-
Viedma et al., 2004), which can be stated as:

if R, (%,X)>R (x,,x) andR (x,,x)>R (x,X,), thenR (x.,X) >R (x,x,), for all (M
XX, % OX .

Weak transitivity is also a sufficient condition gaarantee that the Orlovsky choice procedure mesiu
results with rational properties. A consistency diban which is relevant to the methodology that we
propose here, is thmax-A transitivity, which is defined as follows (Penearad Popov, 2003):

R, (%) 2 max{O,R (x,x)+R (x,x) -1}, Ox,%,x OX . 8

In Section 5, we explain the importance of condit{8) for the use of the methodology being proposed
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3 Multicriteria Decision-Making Method

According to the Orlovsky choice procedure,R$x,x, ), fork=1,2,...nand k # | , describes the set of

all solutions x, that are strictly dominated by, , its complimentP,(x,x,), for k=1,2,...nand k#1 ,
corresponds to the set of solutions that are notigimted by other solutions frorX . Therefore, in order
to meet the fuzzy set of nondominated solutionsuftices to obtain the intersection of &(x,x,),
which is given by

ND, (%) = inf {1-F(x, X)} =1-SupR,(X,%) . ©)

A natural choice for a monocriteria problem basedtlis model should be the alternatives providing
(Orlovsky, 1978):

ND ND ND ND (10)
Xe, ={Xk OX R (%, )=igpNDp(&)} :

A ranking of the possible solutions can be obtaibgdexecuting the following procedure: (5), (9) and
(10) are applied t&, The nondominated solutions given by (10) are edriicst. Therefore, they must be
excluded from a subsequent analysis, where (5)arfél)(10) are applied to the corresponding subriatri
of R,. These steps are executed as many times as écessary to obtain a complete ranking of the
possible solutions.

The Orlovsky choice procedure may be used to sohace or ranking problems not only with a
single criterion, but also with multiple criteri#®ddrycz et al., 2010). In this paper, the mulgécri
analysis is carried out by aggregating the rankibfgbe alternatives, which are produced with the af
the Orlovsky choice procedure, in a coherent wath wie ranking determined by the weak transitivity
property of each collective fuzzy preference relaijKulshreshtha and Shekar, 2000). The aggregation
the rankings can be implemented by means of diffeoperators. Here, four aggregation functions are
considered to deal with values of ordinal naturachefunction reproduces one among the following
possible decision attitudes of the DM, which asmalonsidered in (Yager, 1995):

* pessimistic attitude: the possible solutions araluated according to their worst characteristias (o
the worst possible consequences of their implentien)a The DM prefers the solutions that have thstb
worts characteristics (or consequences);

* optimistic attitude: the possible solutions areleated according to their best characteristicsttfer
best possible consequences of their implementatibhg DM prefers the solutions that have the
maximum best characteristics (or consequences);

* Hurwicz approach: the decision attitude of the BMeaproduced by means of a linear combination of
the optimistic attitude and the pessimistic atétudith a pessimism-optimism index whose value rhast
defined in advance by the DM,;

* normative approach: the possible solutions areuatadl according to their mean evaluation. The DM
prefers the solutions that have the best mean atiaiu

Let us consider the following approach to decisgimking:

* Step 1:for each alternative, calculate

G(%) = F(O,(%), O5(Xc),--0q (%)) - (11)

whereF is some aggregation function afj(x,) is a permutation function, which returns a valuech
indicates the position of alternative in the ranking obtained by processing the fuzaference relation
Ro- O,(%,) =u means thax, is in theuth position in the ranking. When there is more thaa alternative

occupying the same position, for instarcalternatives in theth position, then th®,(x.) returns a value
for these alternatives, which is calculated afed:

Op(x)=(u+ (u+1) + U+2) + ... + (H+z1))/z. 12

* Step 2:Select the alternative, O X , such that its valuatio(x,) is minimal. In this approach, the
four possible attitudes of a DM are implementedlefining functionF as follows:
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* pessimistic attitude:

F(0,(%),0,(x).-+-0,(X,) =maxO,(x,) ; (13
« optimistic attitude:

F(0,(%).0,(%),+:0,(6)) = MIn0, (x) ; (14
* Hurwicz attitude:
F(0,(%).0,(%),-0,(%)) = amax0, (x) + L~ @)minO, (x,) . a9

where ¢ 0[0]1] represents an “pessimism-optimism” index whosenitade is defined on advance by a
DM;
* normative attitude:

(@) 16
HWMDMO<NM)Z “) (19

4 Indexes of Discordance, Consensus and Comparkiyi

When a group of expertg, ={e, ,, p2,...,epyvp} , p=1,2,...q (the sub-indeyp in E, specifies the group

of experts working on the-th criterion) participates in a decision-makinggass based onxs R>
models, one manner of estimating the level of didaoce between the preferences ofytireexpert and
the zth expert is by executing the following proceduiest, the fuzzy preference relation constructed by
each expert is processed in order to obtain a fuzdifference relation and a fuzzy strict preferenc
relation for each expert. Then, the discordancésdsn their preferences are calculated with theafise
the following index of discordance

IDisc(e, ,.e, n(n 1)22 (X X))

k=1 I=k+1

(17)

wheren is the number of possible solutions and the B, is given by

18)
WMx%—@A&m4A&MHQ MW%&MﬁHH%MWF&MWM)

In the expression (18), it is worth noting thatcéese of the asymmetry of the fuzzy strict prefeeen
relation (Fodor and Roubens, 1994), the differdveteveenP,, (x ,x) and P,.(x ,x) and the difference

betweenP,,(x,x,) and P,,(x,x,) must be considered. At the same time, becauskeo$ytmmetry of

the fuzzy indifference relatioly (Fodor and Roubens, 1994), it is sufficient tosider the absolute value
of the difference between , (x.,x) and I, (x,x). Furthermore, it should be indicated that, in a

different way that in our previous work (Parreirasd Ekel, 2011),), is not considered here in the
evaluation of the degree of discordance. We belikaeit is more rational to exclude the contribatiof

J,, from (18), since the fuzzy incomparability relaticeflects the credibility degree of the judgments

provided by each expert (and not the strength®phéferences). Finally, expression (17) is aragtic
average of th®, , fory=1,2,...n andz=1,2,...n, which can be simplified by considering only tirgries
of matrix D, , which are located above the main diagonal (takigantage of the symmetry Bf , and of
the fact that the entries on the main diagondpfare equal to zero).

The mean level of concordance for the group, wisih be taken as a measure of consensus degree,
can be calculated as follows:
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(19

2 N
ICons=1- E 2 IDisc(e . ,e .
V(V_l) ( Ry P,Z)

y=1 z=y+1

When the experts are allowed to make paired jud¢gneith a non-null level of incomparability, an
index of comparability can be utilized by the maer to supervise the credibility of the available
information. Each expert can assign a low credibdiegree to a paired comparison whenever he cannot
define with conviction the preference degree fog aliernative over another. The lack of convictioay
be associated with missing information or to theunence of contradictory information about one
alternative or both alternatives belonging to th&.p

The complement of a fuzzy incomparability relatigncan be taken as an index of comparability

(which can be understood as an index of credibjlégsociated with the fuzzy preference relatRn

provided by theith expert. The complement of the incomparabilitatien (which is given by (6)) results
in the following expression:

3., (%, %) =1-3, (%, %) = max{R,, (%% ), R, (X X)} - (20)

The global index of comparability is given by theersection of all comparability relations obtained
by means of the min operator:

IComp(x,, %) = min{J,, (%X ), J,, (% % heeend ) (Xo X)} - (22)

As it is described in the next section, with thee usf (21), it is possible to identify all pairs
(x,x)OX x X that need to be reconsidered in the discussiocegsowith the intention of helping the

experts to dissolve their doubts and decreaseettat bf incomparability of their judgments.

5 Methodology for the Construction and Analysis ba <X, R> Model

Among the existing approaches for multiperson ruortgria decision-making, the one named
Aggregation of Individual Preferences per Criter{@iC) allows the process to be divided into several
sessions, being each one devoted to the analysascoterion (Pedrycz et al. 2010), (Parreiraslgt a
2012). In the methodology that we are proposingaesprinciples of AIC are utilized to coordinate the
work of the groups of experts. Here, as in AIC,egivthepth criterion, each expere, [1E, must

construct a fuzzy preference relatiéty,, yO {12...v}. Then, they are aggregated into collective
preferences per criteridR,c, pO {12...,q} . In this methodology, the aggregation is carriatiwith the

use of the weighted arithmetic mean. Having a ctille fuzzy preference relation per criterion ahdha
the multicriteria decision-making method based i ®rlovsky choice procedure, which is described in
Section 4, is applied for the analysis of th¢ R> model.

An important aspect that needs to be addressedrbéres to the fact that the weak-transitivity is a
requisite to be satisfied by the collective prefiees, since it is a necessary consistency condition
guarantee the rationality of the decisions base@dpuplying the Orlovsky choice procedure (Sengupta,
1998). As it is demonstrated in (Peneva and Pop@®3), when the weighted arithmetic mean is utilize
to aggregate the individual preferences, one plessimy to guarantee the weak transitivity of the
collective preferences is to assure that the iddia preferences satisfy thmax-A transitivity, which is
given by (8), and have the moderately comparatnapgrty, which means that they must satisfy the
following condition (Peneva and Popov, 2003):

Ry, (% %) + Ry, (X,%) 2 L0(x, x) O X x X (22)

Taking all those into consideration, this methodgloan be described as having the following phases:

Phase 1 each experg, belonging toE, must construct a fuzzy preference relatiyp which reflects his
own preferences. The following guidelines, whick aroposed here, can be followed by the experts to
perform the direct assessment of a fuzzy preferegladonR,:
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Process of Preference Elicitation

Step 1.For each pair of alternatives), the expert must indicate the strength of higtspreferences
ad[0]1], as well as the direction of his strict preferenéee., whethew, is preferred tog or if x is

preferred tox).
Step 2.If the strict preference is not at the maximum @eghe can specify the degree of incomparability

of this judgmentg in the rangeS 0 [O'l_Ta] . It is worth mentioning that the maximum valuetbis

interval is determined by considering that eachr pajudgments must present moderate comparability
(Peneva and Popov, 2003), in order to guaranteethtigacollective preferences satisfy timeax—A
transitivity.

Step 3 If ¢ is preferred tog, the corresponding entries of the fuzzy preferaetaion are constructed as
follows:

R, (X.x)=1-8 (23
and

R, (X,%)=1-B-a . (24)

If X is preferred tog, thenR_ (X, %) =1-B-a andR_ (X,x)=1-5.

Step 4.Those steps from Step 1 to Step 2 must be repéatedery pair of alternatives. When we have
at hand a completely filled matriR,,, it is necessary to verify whether the fuzzy prefee relation
constructed by thgth expert satisfiesnax—A transitivity. If it does not satisfy this conditipthen this
expert must review and repair his judgments uhid tondition is satisfied.

Example: Given alternativesx(,x,), in Step 2, the expee says that, when a criteridpis consideredy;
is strictly preferred toc, at a degreexr = 0.7 . In Step 2, he says thaf = 015. Hence, in Step 3, by

applying (7) and (8), we obtailR (x,%,) = 085 and R(x,,x) = 015. It is possible to confirm that
R(x,%,) and R(x,,x) satisfy condition (21). Besides, by applying (6)R (x,%,) and R(x,,x,), we
obtain B(x,x,) =07 and B(x,,x)=0. Finally, (6) gives usJ,(x,X,)=J,(X,,x) =015 and (4)
provides I,(x,%,) = 1,(x,,x) = 015, as it was expected.

Phase 2 the index of discordance; the index of consenand,the index of comparability are calculated
by means of (17), (19) and (21), respectively.nfexpert assigns a degree of incomparability shah t
B>1-a)l2, the fuzzy preference relation constructed by may not be included in the analysis of
the problem, in order to guarantee that the agteelgareferences satisfy weak transitivity.

Phase 3 whenever it is necessary, the DM can assign agtwed, , y=1,2,...y to each expert to
differentiate their respective importance in theugr;

Phase 4:in as similar way as in (Hsu and Chen, 1996), te@fts to be associated to the preferences of
each expert penalize those opinions that disagntie tlve opinions given by the experts that are
associated with higher weightg , yO {12...,v} . The weights are calculated as follows:

(25

1 N .
w, = o3 IZX .. (L—IDisc(e,.e,,)),
z=1,z2y

wherelDisc is calculated by means of (17).
Phase 5 The operation allowing one to generate colleciivi@rmation is performed over the fuzzy
preference relations per criterion as follows (Piaas and Ekel, 2011):

Cw (26)
vac = Zﬁ Rp,y ’

y=1 p
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A
whereW, =>'w_ .

y=1
Phase 6 After the construction of aX R> model for the group (which means that those phésen
Phase 1 to Phase 5 must be execqgtéidhes in order to obtairR, ={R.,R,,...,R,.}), a method for

multicriteria analysis of X, R> models is applied to solve the problem and dedveanking of the
alternatives.

6 Example of Application

The multiperson multicriteria decision-making prerinl considered here is a version of the study
presented in (Gomes et al., 2009), which aims &troéning a reference value for the rent of residén
properties, considering some known rental values gsideline. In this way, several experts are @ds&e
help a DM to rank four propertieX ={x,X,,X,,x,} . The value for the rent of; andx, are already

known. A DM needs to estimate adequate valuesh®rént ofx; andx,, by considering the values for
the rent ofx; andx.

The four properties have the same constructed awgaper of rooms, number of garage spaces and
location (they are located at the same streety| lefssecurity. However, they may differ if we caler

the following qualitative criteriac,) state of conservatiorg,) quality of constructiong,) attractiveness

of the leisure area. Three engineEgs{e, ;, e, », € 3} are invited to evaluate the quality of constroat;
three architect&,={e, 1, &, &3 are invited to evaluate the state of conservatibnee rental agents
Es={es 1, &, &3 3} are invited to evaluate the attractiveness ofltigure area.

In the execution of Step 1 of AIC, the followingzhty preference relations are obtained:

* criterion ¢, :

1 11 07 1 1 1 1 1 11 1 (27)
R_0110 R1_0.81 11R1_051105
“ 1o 11 0| ™ |08 1 1 1/’ * |05 11 05
07 11 1 1 065 02 1 1 11 1
* criterion ¢, :
1 05 0 1 11117 1 051 05 (29)
F{2_110.51R_1111R2_1111
1201 1 1] * o011 * |0 01 O
0 0 0 1 0011 1 1 1 1
* criterion c; :
1 05 05 05 1 08 08 04 1 09 09 04 (29
R_11 1 1 {1 1 08 04 |11 1 05
711 08 1 08| 2 |1 09 1 04| 7|1 09 1 05

11 1 1 11 1 1 109 1 1

In Phase 2, the DM can verify that all the prefesmnof all experts are with an acceptable degree of
incomparability. Table 1 shows the index of consersalculated for each criterion in Phase 2. asth
noting that the degree of consensus is high onlgsfo

In Phase 3, the DM assigned weights to the expasti,is shown in Table 2.

Table 3 shows the weights to be assigned to eaay fareference relation, which are calculated iageh

4 by means of (25).

In Phase 5, the fuzzy preference relations whiehrapresentative of the collective preferencesaare
follows (Parreiras and Ekel, 2011):
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1 1 1 085 1 065 076 077 (30)
|035 1 1 042 N T 088 1
Ric = 035 094 1 042 2 |024 024 1 054|’

079 094 094 1 045 045 076 1
1 069 069 085

1 1 094 069

1 086 1 060

1 097 1 1

Ry =

Table 1.Index of Consensus for each criterion (Phase 2).

o C Cs
ICons 0.67 0.57 0.83

Table 2. WeightsAny assigned by the DM to each expert (Phase 3).

S €2 €3
p=1 0.17 0.33 0.50
p=2 0.17 0.33 0.50
p=3 0.17 0.33 0.50

Table 3.Normalized weights of each fuzzy preference reta{Phase 4).

S €2 €3
p=1 0.48 0.32 0.20
p=2 0.24 0.30 0.46
p=3 0.43 0.29 0.28

In Phase 6R ., R,.,R,. are processed separately, by applying the muéicai decision-making method
which is described in Section 4. Table 4 showsdn&ings that are obtained for each criterion sEpdy,
as well as the results of applying expressions-(18). According to the data shown in Table 4, the
results of the multicriteria analysis are as foow

* pessimistic attitude(x, = x,) > (X, =X,);

* optimistic attitude:(x, = X, = X,) > X;;

* Hurwicz attitude (witha = 05): (X, =X,) > X > X;;

* Normative attitudex, > x, > X, > X;.

These results allow the DM to affirm that, among #lements belonging 1§, x, is one of the most
attractive rental properties amglis one of the least attractive rental propertidsen criteriac;, ¢, andcs;
are considered. In this way, the rental valuexahay be the highest one; whereas the rental vdlue o
may be the lowest one; the rental valuexpimay be calculated as a linear combination of treal
values ofx; andx,. The rental value of; may be lower than the rental valuexgf

Table 4. Normalized weights of each fuzzy preference reta{Phase 4).

Of) O O mar0(x)  mino,x) 0F@O, &)+ 05mN0.()  $+0,(0)

= q
el 1 2 4 4 1 2.5 1.75
X2 3 1 2 3 1 2 1.50
X3 4 4 3 4 3 35 2.75
X4 2 3 1 3 1 2 1.50
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7 Conclusions

In real-world situations, it is usual to invite féifent experts or different groups of experts talyre the
problem from the perspective of each criterionthis paper, we proposed a methodology for multipers
multicriteria decision-making in a group environrhemith hierarchical structure. This methodology
offers to the DM an index of consensus, which mtflehe level of general agreement in the group of
experts;an index of discordance, which allows to identifg thhost discordant opinions in the group; an
index of comparability which allows to identify thenreliable judgments; a computational component
which calculates weights to be assigned to theepeates of each expert. The methodology also piesen
guidelines to be followed by the experts to expths# judgments of preferences and incomparability
The DM must interfere in the decision process io tmays: by assigning an importance weight to each
expert, which must be coherent with the degreenofdtedge and experience of each expert; by setgctin
an approach to reflect his decision attitude. k $tection 6, an application example shows that &so
possible to derive recommendations for the decipiailem, by considering different decision attéad
simultaneously.

Acknowledgements

This research is supported by the National CoufarilScientific and Technological Development of
Brazil (CNPq) - grants PQ: 307406/2008-3 and PQr43@/2008-9, and the State of Minas Gerais
Research Foundation (FAPEMIG) - grant BPD 00235/10.

References

Alsina, C. (1985), On a family of connectives fordy setsFuzzy Sets and Systerhi§, 231-235.

De Baets P., Fodor J.C. (1997), Twenty years of fymeference structureRivista di Matematica per le Scienze
Economiche e Social?0, 45-66.

Fodor, J.C., Roubens, M. (1994), Valued preferencetstres European Journal of Operational Researd®, 277-
286.

Gomes, L.F.A.M., Rangel, L.A.D. (2009), An applicatiof the TODIM method to the multicriteria renéaaluation
of residential properties. European Journal of @penal Research, 193, 204-211.

Herrera-Viedma E., Herrera F., Chiclana F. (2002)cdhsensus model for multiperson decision makinth wi
different preference structurd€EE Transactions on Systems, Man and CybernetRart-A: Systems and
Humans 32, 394-402

Herrera-Viedma, E., Herrera, F., Chiclana, F., Lydde (2004), Some issues on consistency of fuzafgpence
relations.European Journal of Operational Resear&s4, 98-109.

Hsu, H.M., Chen, C.T. (1996), Aggregation of fuzzynipns under group decision makirfguzzy Sets and Systems
79, 279-285.

Kulshreshtha, P., Shekar, B. (2000), Interrelatameng fuzzy preference-based choice functions igmifisance of
rationality conditions: A taxonomic and intuitivenspectiveFuzzy Sets and Systerhi§9, 425-429.

Orlovsky, S.A. (1978), Decision-making with a fuzaneference relatiocuzzy Sets and Systerhs155-167.

Parreiras, R.O., Ekel, P. Ya., Morais, D.C. (2012)z4y Set Based Consensus Schemes for Multicritera g
Decision making Applied to Strategic Planni@youp Decision and Negotiatip21, 153-183.

Parreiras, R., Ekel, P., (2011) Procedures for gnowiticriteria decision making using fuzzy prefecerrelation
modeling (in Portuguese). In: Proceedings of the IRetbamericana de Evaluacién y Decision Multiciite
Recife, (in press).

Pedrycz, W., Ekel, P., Parreiras, R. (201Eyzzy Multicriteria Decision-Making: Models, Mettgdand
Applications Wiley, Chichester.

Peneva, V.,Popchev, I. (2003), Properties of Thgrégation Operators Related with Fuzzy Relatithezy Sets
and Systemd.39, 615— 633.

Sengupta, K. (1998), Fuzzy preference and Orloesiojce procedurd=uzzy Sets and Syster@i8, 231-234.

Yager, R.R. (1995), An approach to ordinal decisi@king. International Journal of Approximate Reasonidg, 237-
261



Group Decision and Negotiation — GDN 2012 275
20-24 May 2012, Recife, Brazil

Synergetic use of consensus methods coupled witlzhy set based
multiperson multicriteria decision-making methods

Roberta Parreiras, Petr Ekel, lllya Kokshenev

Graduate Program in Electrical Engineering, Pas#ifiCatholic University of Minas Gerais
Av. Dom José Gaspar, 500, 30535-610, Belo Horizdvite, Brazil

roberta.parreiras@terra.com.br, ekel@pucminasdlym@aso-tech.com

Abstract: In this paper, we propose two manners of makisgreergetic use of Consensus Methods
(namely, Nominal Group Technique and Delphi Teche)q combined with fuzzy set based
multiperson multicriteria decision-making methods, support group processes. In our proposal,
different indexes, namely the discordance indeg, dbnsensus index, and the comparability index
can be utilized by a moderator to regulate theramtéons among the experts in an efficient way.
Besides, our proposal allows some functions whiehusually delegated to a human moderator to be
executed by means of computational components.appécability of our proposal is demonstrated
through decisions situations associated with gifatglanning in the organizations.

Keywords: Nominal Group Technique, Delphi Technique, Consenmethods, Multiperson
multicriteria decision-making methods, Fuzzy prefere relation.

1 Introduction

Usually, the decision-making processes in orgaiwimatinvolve multiple experts, who are invited tork
cooperatively and contribute with their own knowgded skills and intuition to construct a collective
decision. A difficulty inherent to those processesssociated with the confrontation between egpert
who vary substantially in perceptions and reasgnamgl have access to different information sources.
Such type of situations can be handled more effilsiewith the use of Consensus Methods (Wortman,
2001). In the literature, it is increasingly reczgm that the application of Consensus Methods ooeab
with the multiperson multicriteria decision-makimgethods (MPMCDM) can support group decision-
making processes (Pedrycz et al., 2010), (Lu e2807). In particular, consensus methods canted t
experts to deal with certain aspects inherent toptex decisions, such as (Armacost et al., 1998): t
decision problem structuring, which involves ciliderand solutions creation; preference -elicitation
subjected to lack of information and in presencaiefertainties; prioritization of items (for instam
innovative ideas or possible solutions for a complecision situation).

Among the methods being utilized to support theseasus development (Bourrée et al., 2008), two of
them have received great attention from researceds practitioners: the Nominal Group Technique
(NGT) and the Delphi Technique (DT). In this papee, show how NGT and DT, combined with fuzzy
set based MPMCDMs can be utilized to support grdegision-making processes. We can find in the
literature previous efforts where DT or NGT arec&sated with multicriteria decision-making methods.
For instances, one can refer to (Ishikawa et &93), (A1-Shemmeri et al., 1997), (Armacost et al.,
1999); (Chang et al., 2011). Among the advantafifsecapproach being proposed, we can name:

* the input of information is considered more fldg| since different preference formats (fuzzy
estimates, fuzzy preference relations, orderingthe alternatives, utility functions, multiplicative
preference relations) can be offered to the expertspress their judgments;

* in this approach, different types of aggregatigrerators are available to combine the individual
preferences into collective preferences;

« in this approach, different types of operatons ba applied to aggregate the preferences asswciate
with the different criteria and thereby construe global preferences;

« it offers different types of indexes which supisaa moderator in regulating the group processes;

« it offers instruments for portraying uncertaindadoubtful preference judgments in the context of
individual, as well as of group decision-making.
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The text is organized as follows: Section 2 presanteview of the theory on methods of multiperson
multicriteria analysis based on fuzzy preferendatiens (that is, methods based on the construeti@h
analysis of ¥, R> models in a group environment (Pedrycz et all020which serves as a theoretic
background for our proposal. In Section 3, an apghdor applying NGT combined with fuzzy set based
MPMCDM is introduced. Section 4 presents an appgroacwhich DT is combined with fuzzy set
MPMCDM. Finally, in Section 5, we draw our concluss.

2 Fuzzy models and methods for group decision madg

Assume that a group of experts must evaluate, caampad/or prioritize a finite and discrete seiteins
X={Xq, %o, ..., %o} (Which may be innovative ideas, strategic plagisease treatments, feasible solutions
for complex problems, etc.), under the considenatié different criteriaFy, Fy, ..., Fq. In a fuzzy
environment, this situation usually can be strieduas a decision-making problem (Pedrycz et al.pR0
modeled as a pairX R>, whereR={R;, R,, ..., Rj} is a set of fuzzy nonstrict preference relations
(Orlovsky, 1978).

A fuzzy nonstrict preference relatid®, is a fuzzy set with bi-dimensional membership fiorc (a
binary fuzzy relation) R (x,x): X xX - [0,1] . Such relation associates with each ordered pfair o
elements X, x) a numbeR,(x.x) coming from the unit interval that reflects a degto whichx, weakly
dominates (or is at least as good»asjyvhen the criteriorfr, is considered. Next, we describe how fuzzy
preference relations can be constructed and hoanking of the elements belonging to a Xatan be
obtained through the analysis<of, R> models.

2.1 On the construction of fuzzy nonstrict prefeence relations

When we consider the use of a fuzzy nonstrict peefee relation to represent the preferences ofrexpe
the entries of each pairwise comparison maixnay be directly or indirectly defined by each expin
the direct way, an expert must select the valuglenunit interval that reflect the level of creitti or
just the strength of his nonstrict preference foe possible solution over the other. The encodihg e
considered here is reflected by a nonreciprocatyfyareference relation (NRFPR), which verifies the
conditions summarized in Table 1 (Pedrycz et &113. When bothR (x,,% ) and R (x,X,)are not

equal to 1 andR (x.,x) >R (x,X), it is said thatx is weakly preferred tog and to a degree
incomparable tox. Similarly, when both R (x,,x) and R (x,x) are not equal to 1 and
R, (X, %) <R (X,Xx.), itis said thak is weakly preferred t® and to a degree incomparablexto

Table 1. Encoding scheme reflected by a nonreciprocalyfyzeference relation.

Rp(xK’XI) Rp(xka)

0 0 X, andx; are incomparable
0 1 X is strictly preferred toy
1 0 X is strictly preferred to

1 1 X andx; are indifferent

In an indirect way of constructing a NRFPR, transfation functions are utilized to build the fuzzy
preference relations coherently with the preferenzean expert, which can be expressed in different
preference formats (Herrera-Viedma et al., 2002¢d¢ycz et al.,2010).

With reference to the consistency of the NRFP, itecessary to indicate that the minimum requirgme
that should be satisfied by preference judgmerdgsgaren by the weak transitivity condition (Herrera
Viedma et al., 2004), which can be stated aRRjifx, ;) > R (x;,x) and R (x,,X) >R (X,X;), then

R (X,%) >R (x,x), for all x,x,x 0X . It implies that if someone says thatis preferred tog and
thaty; is preferred tog, thenx, is preferred tog, without considering the strength of the prefeesnc
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2.2 On the processing of fuzzy nonstrict preferere relations

As it was indicated above, in the comparison betweeo possible solutions, three main types of
judgments can be distinguished, namely indifferergteict preference, and incomparability. These
judgments can be modeled by means of three spéaiiécy fuzzy relations (BFR), in such a way ths t
membership function of each BFR quantifies in thiterival [0,1], the intensity of the observed judgine
They are: the fuzzy indifference relatidp, the fuzzy strict preference relatid?, and the fuzzy
incomparability relatiord,. As it is discussed in (Fodor and Roubens, 1994) (Llamazares, 2003 given

a fuzzy preference relatioR,, those three relations can be obtained as giverthiy following
expressions:

I, (%o %) =min{R, (%, %), R(%, X)} , (1)
P, (% %) = max{R, (%, %) = R,(x,%),0} , )
Jp (%o %) = min{l- R, (%) 1= R (%, X)} . ©)

2.3 On indexes of discordance, consensus and cargbility

Let us consider that a group of expdtt{ e;,e,,...,6,} participates in a decision-making process based o
constructing and processing th&,<R> models. In this situation, it is possible to estte the level of
discordance between the preferences ofjtheexpert and theth expert in the range [0, 1], with the use
of the following two formulas:

_1 1 (4)
D,.(%.X) _E[l Loy (%) =1, (% :K)l’fz(l Py (X %) =P, (6 X )|+ [P, (X, %) = P,. (X ,Xk)l)j :
. 2 LR (5)
IDisc(e,,e,) = oD ; ;P”(Xk X)) .

In the expression (4), the fuzzy incomparabilitiatien is not counted because it does not refleet t
strength of preferences of an expert (it reflebes d¢redibility degree of the judgments providedelagh
expert). Expression (5) takes advantage of the stmynof D,, and does not count the contribution of
those entries db, , which located above the diagonal.

The degree of consensus within the group, beinghei@fin the range [0, 1], can be calculated as
follows:

2 V.oV . (6)
ICons=1- IDisc(e ,e) .
V1) 2 2015 )

If the experts are allowed to make judgments witsitation (that is, a non-null level of
incomparability), it is useful to provide the moder with an index which reflects the credibilitf/ the
judgments provided by each expert. An index of carapility, which can be taken as an index of
credibility, can be defined as the complement @fzzy incomparability relatiod,, which results in the
following expression:

3., (%) =1=3, (%,%) = max{R,, (%, %), R, (X X} . (@)

A global index of comparability, under a pessingistipproach which emphasizes the existence of
judgments expressed with large hesitation, careffieet as follows:

IComp(x,, %) = Min{J, (XX ),J,, & X% hererd (X0 X) - (8)
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2.4 On the multicriteria analysis based on X, R> models

Literature presents several procedures which cautilized to solve decision-making problems based o
the analysis of X, R> models (Pedrycz et al., 2010). Among them, wesittan in this work a technique
based on applying the Orlovsky choice procedurdof{@®ky, 1978), which carries out the choice of
alternatives based on the concept of fuzzy non-dated solutions.

According to the Orlovsky choice procedure,R$x,x,), fork=1,2,...nand k # | , describes the set of

all solutions x, that are strictly dominated by, , its complimentP, (x,x,), for k=1,2,...nand k#1 ,
corresponds to the set of solutions that are notiiated by other solutions frorX . Therefore, in order
to meet the fuzzy set of non-dominated solutionsyffices to obtain the intersection of &|(x,x,),
which is given by

ND,(x,) = inf {L- P, X )} =1-SUpP, (x,X,) - ©

A natural choice for a monocriteria problem basedtlis model should be the alternatives providing
(Orlovsky, 1978):

(10)
Xe = {xk”f’ OX|R®(x") =supNDp(xk)} .
x0X

A ranking of the possible solutions can be obtaibgdexecuting the following procedure: (2), (9) and
(10) must be applied tB,. The non-dominated solutions given by (10) areedrfirst. Therefore ,they
must be excluded from a subsequent analysis, wi2@r€9) and (10) are applied to the corresponding
submatrix ofR,. These steps are executed as many times aseitéssary to obtain a complete ranking of
the possible solutions.

The Orlovsky choice procedure may be used to sohaice or ranking problems not only with a
single criterion, but also with multiple criteriddrycz et al., 2010). Having at hand the fuzzyepeace
relation for each criterion, one possible procedareincluding all of them in the analysis of deoisi
making problems consists in obtaining a globalti@athrough the intersection of those relations as
follows:

G=RnRNn..nR,. (11

The use of intersection to aggregate all critesiguitable, when it is a necessary condition thgbed
solutionx, must simultaneously satisfy; andF, and ... and=,. Among thet-norm operators, the use of
the min operator, as proposed in (Orlovsky, 19&llhws one to construct the global fuzzy nonstrict
preference relation

G(%: %) = min{R (%, %), Ry (%% )5+ R (% %)} (12)

under a completely non-compensatory approach fdtigriteria decision-making, in the sense that the

high satisfaction of some criteria does not reli¢hve remaining ones from the requirement of being
satisfied (there is ho compensation among ther@jteSuch approach is also considered pessimistic,
since it gives emphasis to the worst evaluatiorsash possible solution.

On the other hand, the use of the union operasoalso admissible, when it is necessary to vetify a

which level the organization satisfies at least onierion, which can be associated withor F, or ... or

Fq. The use of max operator to implement the uniceraigon allows one to construct a multidimensional

performance indicator

G(x:%) = max{R (%, %), R, (X, %), R (%o %)}, (13

under an extremely compensatory approach, in theesénhat the high level of satisfaction of anyerittn

is sufficient.

Finally, it can be useful to apply OWA (Grabischakt 1998), which can produce results that is more
compensatory than min or that is less compensalary max, under a proper adjustment of its weights.
An OWA operator of dimensioq corresponds to a mapping functig®1]* — [0,1] . Here it is utilized to

aggregate a set gfnormalized valuestDl(X;),...,yNDm(Xg") , in such a way that
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a 14
G(x.,%) =Y wp,. 4

whereb, is thepth largest value amonBy(X«x), Ra(X«X),..., Ry(X%.X) and the weightsvy, wy,..., Wy
satisfy the conditions/+ wy+...+ wy=1 andO<w, <1, p=1,2,...0. The major attractive aspect of using

OWA is associated with the fact that it allows talirectly specify the weights by using linguistic
quantifiers. Here, OWA is utilized with the lingtits quantifier “majority” to indicate at which lel/éhe
organization satisfies most of the goals (Yagers5)99

2.5 On the construction of ¥, R> models in a group environment

In this work, an approach for multiperson multieria decision-making which is named Aggregation of
Individual Preferences per CriteriofAIC) (Pedrycz et al. 2010) serves as a backgrofordthe
development of two methodologies for applying NGIH &T, being each of them combined with a fuzzy
set based MPMCDM.

The AIC guidelines can be summarized as followsr@as et al., 2012):

« Step 1 given apth criterion, the experts provide their preferensgsssessing directly or indirectly the
fuzzy preference relation.

» Step 2 the fuzzy preference relations constructed byheexpert are aggregated into collective
preferences per criterion. Step 1 and Step 2 neustjpeated, times for the consideration of all criteria.

» Step 3 After the construction of aX R> model for the group (which means that Step 1 @rsp 2
were repeated times), a method for multicriteria analysis ok,<R> models is applied to solve the
problem and derive a ranking of the alternatives.

In AIC, the operation allowing one to generate exilve information is performed over the fuzzy
preference relations per criterion (before the aggtion across all criteria is performed). Hendeerny
the p" criterion, the operation of aggregation makes of@ function that maps the fuzzy nonstrict

preference relationsR ;,R R,,, to another fuzzy nonstrict preference relati®).. When the

p21 e gy

weighted arithmetic mean (WAM) is utilized, we have

S 1
R"’C(X‘“X‘)zzWpr,y(XwXJ: (15

y=1

wherex,x OX, 0sw,<1,y=1.2,...y,and > - w, =1.
y=1

Other aggregation operators can be utilized totcocisthe collective preferences. In addition to WA
the most commonly utilized are (Pedrycz et al.,ZM)1
» weighted geometric mean:

v W 16
Re (%) =[] R, (X X)" 9
where x ,x OX, 0sw, <1,y=12,...y, andzvlwy =1;
e min:
Ry (6 %) =min{ R, (6, %), Ry, (%% )Ry (X0 %)} 17)
and
* OWA:
(18)

Rp‘c(xk’xl):i_wyayi

wherea, is theyth largest value among,:(XqX), Rp2(XuX), ..., RpX.X) and the weightsv, w;,..., w,
satisfy the conditiongn+ w,+...+ w=1 and0<w, <1,y=1,2,...yv.
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As it is discussed in (Pedrycz et al. 2010), andrtgnt factor that should be considered in the azhoff

an operator corresponds to the set of requiremiemp®sed by the group, taking into account the
expectations of each expert. For instance, if tleug agrees that the content of the opinion is more
important than its author, it may be more helpéulitilize the operator of minimum or else the opara
OWA. Conversely, if certain experts need to be ifgged rather than certain opinions, then it is
interesting to utilize WAM or WGM. It also shoule baken into account that whereas OWA may have or
not a compensatory behavior, depending on the flingyistic quantifier selected, WAM and WGM
always have a compensatory character. The minimperator, on the other side, always has a non-
compensatory behavior. Particularly, its use ipfublwhen the group agrees that the collective sleni
should be pessimistic in the sense that, an aligenahich was badly evaluated by any expert shéeld
badly evaluated by the group in a non-compensat@y. Finally, another helpful property of OWA lies
in the fact that it can be utilized for consideriogly part of the opinions, by the proper settirighe
linguistic operator. When the opinions of expents gery discordant, if we aggregate all of them by
means of an averaging operator, the result maybietermediate one, which does not satisfy any gxpe
in the group. On the other hand, if we consider iristance, “most” opinions rather than “all” ogins,

this undesired outcome can be avoided.

3 Nominal Group Technique

NGT has been mainly utilized for structuring thegess of idea generation and prioritization byaupr
of experts (Delbecq et al., 1975). Feedback meshaniare implemented for information and
clarification of the ideas presented by the othgreets. A collective opinion is typically reacheg &
voting mechanismNGT requires the execution of the following maiepst:

» Step 1 the questionstatement is enunciated in the panel and the expee called to generate as
many ideas as possible in writing individually asiléntly;

» Step 2 generateddeas are written by the moderator on a board lmwbme the property of the
group. Each time an expert is invited to commuidatthe moderator a response he had written on the
paper. There are as many rounds as necessaryidot@l different responses;

» Step 3 the ideas are discussed and clarified to make alliexperts assign the same meaning to the
items written on the board;

* Step 4 experts rank the generated ideas;

* Step 5 the moderator compiles the results.

In the context of group decision-making, NGT canutiézed to aid the experts in defining a set of
criteria adequate to evaluate the possible solstmionging toX. In such cases, the question statement
enunciated in Step 1 can be “how can one evalbatéetrel at which each feasible solution satisfas
helps to achieve) the objectives behind the cudentsion situation?” and the output of the proéeske
ranking of criteria, which is a relevant informatitor performing a multicriteria analysis.

Besides, it is necessary to indicate that, in aedaplications, such as in strategic planningnothie
development of treatments for diseases, the expestasually invited to create the possible sohstifor
the decision-making problem. In these situatiolns,question statement enunciated in Step 1 cahdwe “
can is it possible to achieve the objectives thatdesire to achieve in this decision situation? #dre
output of the process is a list of possible sohgifor a decision situation.

In the modified version of NGT being proposed, Steftep 2 and Step 3 should be executed as in the
version of NGT described above. A Step 6 (whicprissented below) is included in the process ang Ste
4 and Step 5 are modified as follows:

» Step 4 each expert compares the generated ideas bytldiessessing a NRFPR. When an expert
can not compare two items, he can assign a nonwallle of incomparability to his judgment. The
experts are forbidden to construct NRFPRs that doesatisfy weak transitivity.

 Step 5 ICompis computed and iiCompis not completely filled with zeros, the processves back
to Step 3. Step 3 and Step 4 are repeated as fimagy &s necessary, unitompbecomes completely
filled with zeros. In this case, the process maweeStep 6;

» Step 8 the moderator compile the results. In order toiveea ranking of the generated ideas
according to their respective relevance by exegutire decision-making method based on the Orlovsky
choice procedure to an aggregated or collectiveyfpzeference relation. Obviousy, to assure thiligl
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of the ranking, before applying a decision-makingtmod, the moderator must make sure that the
collective fuzzy preference relation satisfies weaksitivity.

Example Let us consider that a board of directBr] e;,e,,...,e5} of an organization are participating
in a process based on NGT. In Step 2, each of fireppses a strategic course of action to be exéc¢ute
the following five years. In Step 3, as the grogmgiders the proposal et as being identical to the
proposal of,, the set of items to be considered by the grougtép 4 isX={Xx1,X,,...,Xa}.

When Step 4 is executed, the following fuzzy prefee relations are constructed by the directors:

11 1 1 1001 11 1 1 1111 (19
1001 1 0 1111 /01 1 0 0110
Rl'101 1O'R“1111’R1'3_01 10'R1'40110'

1 06 07 1 1001 1 07 07 1 0111

11 1 1
101 1 0
Re%lo1 1 of
11061
In Step 5expression(3) provides the following fuzzy incomparabilitylations:
00 0 O 0000 00 0 O (20)
J:0000.4\]=0000J=0000.3
1o 0 0o 03" |0o0OOO ¥ |0OO0O 0 03°
0 04 03 O 00O0O 0 03 03 O
0 00O 00 O O
] = 0 00O P _{O 0O 0 O
“ 10000 ™ |00 O 04
0 00O 0 004 O
The global index of comparability is as follows:
0O 0 0 O (21
IComp= 0O 0 0 07
0O 0 0 o6
0O 07 06 O

In Step 5, a$Compis non-null for the pairs of alternatives,k,;) and ks, X;), the moderator decides to
invite the experts to repeat Step 3 and Step 4arlyzing the fuzzy incomparability relations ir0)2
the moderator notes that possilaly e, or e5 are able to helg, ande; to improve their judgments, by
clarifying to them the differences between altaxmetx, andx,. Besidesg, ande, can be invited to aid
ey, &3 andes in judging alternativesxg, X4). In this way, the moderator can conduct the pge@ssociated
with Step 3 in a more objective way.

Let us consider that, with the execution of Stegm8 Step 4 for the second tineg,e; andes arrived at
the new judgments reflected by the following NRFPRs

1 1 1 1 111 1 111 1 (22
o1 11 |011 o8 o110
RiZlo 1 1 1" o112 08 011 o8

1 05 05 1 111 1 111 1
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In Step 5, it is possible to verify that the fuzmgomparability relations associated with (22) andl for
all pairwise comparisons. Thus, the process moweestep 6. The aggregation of the individual
preferences by means of average mean operatotsrasul

1 08 08 1 (23
o2 1 1 o4
17102 1 1 048

08 08 08 1

The compilation of the results provides the follogiranking of strategic courses of action:

X =%, = (% =X,) (24)

It is necessary to indicate that an output of a NgBdcess can aid a group to arrive at conclusiooh s
as: if the list of generated ideas is large andukhbe reduced, the group can select the ideazto b
eliminated by identifying the ones with the lowpsbrity degrees; if it is possible to give an oppaity

to the experts to improve their ideas, it is pdsstb identify the least attractive ideas. For amste, the
results reflected by (24) suggests thabr X3 can be eliminated; or that or X3 should be improved; or
that the group may consider whethgror x; can be combined into a unique new idea because the
possibly have some properties in common.

4 Delphi technique

The DT is a structured group process, whose obdsi usually to synthesize knowledge based on the
input of multiple experts acting as anonymous radpats in a group dynamic (Linstone and Turoff,
1975). In the beginning of a Delphi panel, usualljuestionnaire is designed and sent by a moddmtor
the experts. The individual answers are returnedhé moderator. Based upon the answers, a new
questionnaire is sent for the experts, who haveast one opportunity to examine the group respanse
reevaluate their original answers. A collective nigi/knowledge, obtained by aggregating individual
opinions, is taken as the process output. Consassus enforced (indeed, discordances are acdeptab
but is a signal to cease information polling. Takill those into account, DT can be described in a
generalized manner as follows (here we omit thdepsSthat are associated with organizing the panel,
that is, the selection and invitation of expett® preparation of questionnaires, etc.):

 Step 1 a questionnaire with a list of items is distriedito the experts;

* Step 2 the experts evaluate each item of the list;

» Step 3 disagreements are identified by a moderator, séeds a new questionnaire to the experts,
aiming to bring out the underlying reasons for diféerences between the evaluations provided by eac
expert. Steps 2 and 3 can be repeated as manydsriess necessary to construct a general agredemen
the group (unanimous preferences are desirablarbutonsidered a utopia);

« Step 4 a final evaluation occurs when all previouslyhgaed information can be aggregated in a
collective evaluation in a reasonable manner.

In the modified version of DT being proposed, Stepnd Step 4 should be executed as in the version
of DT described above. Step 2 and Step 3 are neoldifs follows:

* Step 2 the experts evaluate the items of the list antbtract a fuzzy preference relation (in a direct
way or in an indirect way). In the current Stepewlan expert cannot evaluate or compare two itbms,
can assign a degree of incomparability to his juelgimAn incomparability judgment should be taken by
the moderator as a judgment with hesitation. Heésitamay be caused by missing information or
conflicting information about the items being arzalg (Fodor and Roubens, 1994he experts must
construct NRFPRs that satisfy weak-transitivity.

» Step 3 disagreements are identified by a moderator bgnmeof the index of discordance. A new
questionnaire is seed to the experts, aiming tagbdut the underlying reasons for the differences
between the evaluations provided by each expert fandthe judgments with non-null levels of
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incomparability. Steps 2 and 3 can be repeatedaas/rtimes as it is necessary to reduce the hesitati
judgments in the group and to construct a gengraleament in the group.

Example A board of director&={e,,e;,...,es} participating in a process based on DT have forjtize
three strategic courses of actiofs{ X, X, xs}. The panel is to be divided in four sessions.lEsession is
devoted to the consideration of a perspective antbagfour perspectives suggested by the Balanced
Scorecard Methodology (Kaplan and Norton, 199B)) financial perspectivef,) the customer
satisfaction,F3) internal business process perspectivg, learning and growth perspective. Let us
consider the session associate&tgcustomer satisfaction).

In Step 1, the experts receive a questionnairehiiciwthey are invited to evaluate the four coursies
action. When Step 2 is executed, the following yugmeference relations are constructed by the dirsc
(all of them satisfy weak transitivity):

1111 111 1 1111 1 1 11 (25
o111 J1 11 1 o111 Jos 1 11
RiZlo 011 ™ 001 05! 0011 ™ |os 05 11

0001 000 1 0001 0 0 01

111 05
J1 11 1
Re=lo 01 1

000 1

In Step 3, the moderator, being aided by a comjoutalt system can obtain the incomparability fuzzy
relations for each director as follows:

0000 00 0 O 0000 0000 (26)
0000 00 0 O 0000 0000
J,, = v J,, = 1953 N )
10000 2100 0 05 0000 “10 000
0000 0005 0 0000O0 0000

0 0 0 05

0 00 O

‘]2.5_
0 00 O
05 00 0

As it can be seem, could not comparg; andx, andes could not comparg; andx,. As the other experts
compared all solutions, possibly they can provisieful information tae, andes.

Besides, the discordances among the obtained amsartbe calculated with the use of (4) and (5hldla

2 shows the discordance degrees between the dseofmnions. As it can be seen, the most discdrdan
preferences are provided by The consensus level calculated with the use ois(6Cons=0.871, which
may be considered satisfactory to cease the prot&ssever, considering that it may be worth to
terminate the process only after all preferencesassociated with a null level of incomparabilitye
moderator asked the group to execute Step 2 apd3Sigain.

When Step 2 is executed for the second timeand es modify their fuzzy preference relations as
indicated below:

11 1 1 1 111 (27)
11 11 |1 111

R2=l0 0 'R0 01 1]
0 0 051 05 0 01

In Step 3, the following fuzzy incomparability rétas are obtained fa, andes;
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0000 0000 (29)
0000 0000

‘]22= ’JZS_

210000 * 10000
0000 0000

Table 3 shows the discordance degrees betweenitbetads’ opinions. It is worth noting that the
discordances in the group have increased a IRtie.a second time, the most discordant prefereaces
provided bye,;. As all experts arrive at preferences with a el of incomparability and the current
consensus degreons=0.838 remains satisfactory (although it is lowkart the consensus degree
observed in the first round), the moderator dectidenduct the process to Step 4.

Under a pessimistic approach, by applying (17)h® final version of the fuzzy preference relations
provided by each director, the most exigent judgsmenthe group prevail as follows:

1111 (29
0111
cloo 11

0001

Here, we omit the description of the execution df or the consideration of the criteria, F; andF,

and assume that, in these cases, the followingyfpreference relations are constructed to refleet t
collective preferences:

10 0 O 1 1 11 1 111 (30
|11 05 03 1 1 11 o 110
Re=11 1 o6/ ™ os 05 1 12| ™ |os 11 0

11 1 1 04 04 0 1 1 111

The application of (14), with the linguistic terrmé&jority” produces a global fuzzy preference relati
which is given by (31). In this cas€c is reflecting the preferences intrinsic to the onigy of the
judgments observed across the different criteria:
1 09 09 09 (31)
G = 04 1 095 055
°|o49 065 1 07
06 06 04 1

Finally, by applying the multicriteria decision-mag method based on the Orlovsky choice procedure,
which is described in Section 2, the following rengkof the alternatives is obtained:

X =X, = X = X, . (39

Table 2. Discordance degrees for the first questionnaire.

€ & € €4 =S Mean discordance per expert
e 0 0.146 0.125 0.188 0.146 0.151
e 0.146 0 0.020 0.208 0.042 0.104
e 0.125 0.020 0 0.187 0.021 0.088
€ 0.188 0.208 0.187 0 0.208 0.198
e 0.146 0.042 0.021 0.208 0 0.104
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Table 3. Discordance degrees for the second questionnaire.

€ & € €4 & Mean discordance per expert
e 0 0.187 0.125 0.188 0.188 0.172
& 0.188 0 0.062 0.250 0.125 0.156
€ 0.125 0.062 0 0.187 0.062 0.109
€ 0.188 0.250 0.187 0 0.250 0.219
e 0.188 0.125 0.062 0.25 0 0.156

5 Conclusions

This paper introduced ways of making a synergesie af the Nominal Group Technique and of the
Delphi Technique, coupled with fuzzy set based ipeitson multicriteria decision-making methods. In
our proposal, those functions of the consensus adsthwhich are usually delegated to a human
moderator can be implemented computationally. Bessidlifferent indexes are offered to help a
moderator to regulate the group process. A conocmalindex is utilized to identify the most discarta
expert, who can be invited to review his opiniontorexplain his judgment to the other experts. A
consensus index can help a moderator to identifipdegquate moment to cease the group process. A
comparability index allows the moderator to idgntlie subgroups of experts that have faced ditiresl

in making their judgments. By promoting an effididnformation flow in the group, we expect to
improve the process of pooling relevant informatand thereby improve the quality of the collective
decisions.
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Abstract: The problem addressed by this article is to comthutrition and reducing food waste
through the collection and distribution of foodttleaen in perfect conditions of use will be diseatd
by low commercial value. The objective of this pajseto present an improvement to the process of
urban harvest food. To achieve this goal was alracesearch carried out by using a configuration
of Soft Systems Methodology. This methodology hes/@d to be able to structure the process of
gathering information in a scenario with multiplevolved, enabling the systematic planning of
actions. This procedure was used in a real casigie unit of a mixed organization that develops,
together with similar units in 350 cities met in Bfaone of the largest programs of sampling and
urban distribution of perishable foods, in our doynTo this end, collects food donors, sorts them
and then distributes in social institutions. Oupentation is that the results of the applicatiofi wi
contribute to the dissemination of the model, hedb reduce hunger, a complex social problem.

Keywords: Problem structuring, Soft Systems Methodology, Wrfmod harvest.

1 Introduction

The possibility of contributing to improvement otamplex social and real program of urban collectio
and distribution of food is the main motivation fitris work. This improvement focused in minimizes
food and nutrition insecurity as well as the fooalste.

In order to achieve this goal, the structuringe¢berent context and the implementation of a systema
planning were the main objectives.

However, it is expected other contributions suclvaglation in the lon Georgiou’s (2006) proposal
about SSM Methodology on a truly situation andgpeead of urban food harvest in order to genehate t
visibility of humanitarian projects.

The work is presented in sections, the concepttadiz of the current situation through problem
structuring methodology in operational researchdésailed; then the whole stages of Soft Systems
Methodology (SSM) is applied; finally the resulfstlis applications are presented as well as tlevaat
conclusions.

2 Conceptualization

Human decisions occur in the presence of conflictriteria often difficult to reconcile. So, to pethe
decision-making processes emerged decision suppmtodologies, a branch of operations research that
is characterized by various analytical methods jariciples that will help the participants in a giv
situation to select the best paths considered idasigspecially in complex environments.
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2.1 Problem Structuring Methods

The application of Operations Research traditionathods requires that the real problems are modeled
mathematically, indicating a goal, constraints alettision variables. The problem is determinate the
decision variable® optimize the goal and satisfying the constraints

On numerous occasions, this is not the case, $imecsituations are complex issues to address,reithe
because the interests of stakeholders may comfticth does not allow agreements to achieve the, goal
the information gathered may be incomplete, maluérfce not only aspects of numerical analysis, but
also ethical, psychological, social, etc., reqgranmultidisciplinary approach. To address thesmgons
have arisen in the last 40 years, the problemtsiring methods (PSM).

They are characterized by: Incorporate conceptualats that consider subjective aspects; Promote
the active participation of all involved; and, eacage their creativity. It can be defined as aeyat
intervention (Midgley, 2000).

The three problem structuring methods (PSM), commnknown are: SCA Strategic Choice Approach
(John Friend apud Rosenhead, 1989), SODA Strategic Options Developra@d Analysis (Fran
Ackerman & Colin EdenapudRosenhead, 1989) and SSM Soft Systems Method¢Refer Checkland
apudRosenhead, 1989).

2.2 Soft System Methodology

Soft Systems Methodology (SSM) was developed bgrRéheckland in Lancaster University by the 70
years (Rosenhead, 1998).

Soft Systems Methodology (SSM) was developed bgrRéheckland in Lancaster University by the
70 years. Friend realized that hard OR methods weadequate for complex problems. It took the
methodology of traditional systems engineering dhaand analyzed its transformation to be ableeal d
with "humanity" of humans, highlighting the impamtze of creativity, irrationality, and values.
(Rosenhead, 1998)

SSM is a learning system that articulates a proctgsiestions that leads to action. It is a prodess
management. It assumes that different individuats groups are autonomous, making different ratings,
leading to different actions with which the admirasor has to deal with, and reacting facing anreve
changing flow of events and ideas.

The SSM features are:

« Applies to management problems.

« Individuals: assumed to be different, make défer assessments, leading to different actions.
Perceptions and assessments partially overlap.

« System: the concept of a whole which has properés an emerging entity. In a dynamically
interconnected world, explore how the idea of syst&an be mobilized to help explain the complex
reality.

» Works with the complexity of human activity sysi® characterized by being listed in a logical one
with a purpose. These references are given in tering "private interpretation” of each exhibitor,
opening multiple possible descriptions. Each onlé e based on explicit assumptions about the world
"world view" (the set of images in our heads, putre from the beginning) taken as given. SSM
considers the need to describe any human actiygtem in relation to a particular image of the orl
Likewise every action in the real world can be diésd by different systems of human activity.

 Process information (questions). SSM learns mgaring pure models of purposeful activity with
perceptions of what is happening in a real worlobfgm situation.

SSM provides a class of highly explicit comparisobhased on models of systems used in an
organized process, which is itself a learning pssce

SSM in essence seeks to:

« Describe everything possible about the probletnation on its history, the commitment of
assistance, potential problems, the existing cgtpower and politics. Expresses this in the fofrriah
picture;

» Developing systemic models of human activity nder that explicitly incorporate viewpoints or
perspectives relevant to the situation;

» Expressed in terms of logically these root défimis and conceptual models of activity;
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» Use the templates as a way of questioning antyzing the situation to structure a debate between
the parties on the changes desirable and feasible;

» Search the agreements between the different @etigps or world views about the changes that
could make the situation;

It works best if most of the activity was in fachde by the participants of the situation with the O
practitioner acting as a facilitator. It is they avihhave the detailed knowledge and, finally, must be
committed to act.

The purpose of the comparison, in the latter stafebe method, is to achieve the ability to make
useful actions in the problem situation in questitre actions defined in the comparison phase (gers
the perception of the real world model).

Briefly, SSM involves the following steps:

Steps 1 and 2: Discovering the situation, throlgld analyses:

Analysis 1: Takes intervention in the situation las subject and identifies the occupants of the
functions: customers, who makes the interventidedeglace; solving the problem: who leads the study
and owners of the problem, who can stop the agtivit

Analysis 2: Observe the problematic situation as@al system. What roles are significant, whiah ar
expected standards of conduct. It is to give pryntare systems as "culture.”

Analysis 3: It examines the political situationvhito get, use or preserve relations of power.

Step 3: Formulating roots definitions (RD)

Write the names of the relevant systems, whichwallsseful activities. RD must be built by
considering the elements CATWOE (clients, actorangformation process, world view, owner and
environmental constraints)

Step 4: Building conceptual models

It consists in joining the verbs that describe \aibéis that must be in the RD and structure them
according to logical dependencies. They are asvitarried out by the Transformation of the RDeTh
final model is a system, i.e. an entity that caapacénd survive through processes of communicatiwh
control in a changing environment. To do this itsnbe necessary to add a monitoring and control
subsystem, which examines the operations and dah&aactions to change and / or improved them. It
tests effectiveness, efficiency and effectiveng&b® construction of the model focuses on RD. Whst i
seen is a coherent and defensible model, rathar"tight." It is obtained a number of models ofiaity
systems, some related hierarchically, each budbmiing to a vision of the world declared in thedv
the CATWOE.

Step 5: Comparing the models and reality.

It offers four ways: a) recording the differencedvater detail, c) operate the system on paper, d)
build the model. This step provides the structuré eontent of a debate organized on how to impeove
situation considered problematic.

Step 6: Setting changes

It makes a debate on the possible exchange thaiafticipants, bring potential improvements. These
movements have to consider two aspects: beingragsieally desirable and culturally feasible.

Step 7: Taking actions

When it is identified some transformations accepmtediesirable and the cycle is completed with the
implementation of these changes, which alter thealnperception, creating a new cycle. It is a
management approach with a broad point of view.

The method makes use of systems with significatitiies in a combination that is directed not only
to facts and logic of a situation, but also the myand meanings of people associate with the &ituat
and realizes it.

2.3 A new configuration of Soft Systems Methodogy

To perform this research was chosen a new configaraf Soft Systems Methodology developed by
lon Georgiou. The author of this one defines "maniad) effectiveness” as the ability to answer three
questions:

1) How is it possible to extract information fronpeoblematic situation with little knowledge?

2) How can this information be structured in a whagt allows a rigorous definition of the problem?
And,

3) How this definition can be used to offer a sgsteapproach to the resolution?
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He presents a configuration that allows answelliege three questions.

To answer the first question: the production of Wlemlge, proposes an analysis by three
diagrammatic analysis, one focusing on the actbesfwo focused on socio-cultural dynamics andehre
focusing on power dynamics. May be made a richréigobtaining as a product a database of organized
knowledge. This associated with steps 1 and 2e0StBM.

To answer the second question: the application onbwkedge, he proposes analyses the
transformations with the rules of SSM, its contekization by CATWOE and planned by root definition
(Checkland apud Rosenhead, 1989). It is obtainddtabase of application which is associated with
steps 3 and 4 of SSM.

To answer the third question: the planning systeenproposes the control criteria in the planning of
individual and integrated systems, using the taflan individual human activity system and super
system respectively, to assess effectivenessjeaféig, effectiveness, ethics and elegance. It tained
as a product a database of systems and is assbwidiiesteps 5, 6 and 7 of SSM.

The proposal is a systemic planning (Midgley, 20@®)pough a systematic process that allows
planning in the short, medium and long term andseare for modelling dynamic systems.

3 Application of the methodology

In this paper we used the configured version of Sgstems Methodology Georgiou (2008).

This methodology is intended to achieve three kbjedives for the decision maker, to produce
knowledge about the context of a problematic sitmatto call this application of phase one, use thi
knowledge to the problem definition, phase two, plath to systematically action, phase three.

This procedure was used in a real case study inghesunit of a mixed organization that develops,
together with similar units in 350 cities met inaRil, one of the largest programs of sampling attchmi
distribution of unprocessed foods, in our counffp this end, collects food donors (3,253 partner
companies), sorts them and then distributes irabottitutions (entities assisted 5399), 18,623, kg of
food distributed benefiting 1,518,060 people justhe first half of 2011 (SESC, 2011). Thus fostées
social commitment of donors and educational comenitinof social institutions.

To understand the operation of the program, wasvigwed the coordinator of this unit, initially.

To achieve the first goal, the production of knadge, Analysis I, Analysis Il and Analysis Il are
used, which can be generated from the producti@riath picture.

In the first interview, was made use of the rigufie to illustrate the current situation, i.e., thehors
of this article, the role of facilitators of thegmess, questioned the program coordinator of a évop to
explain through speaking and writing, which theldaiperation, the logistics of a food crop of the
relationship, the process of conquest of donomd the selection of institutions to be met.

This first meeting may take place the first twolgses. In Analysis |, it was identified the actadisat
is, everyone involved in the situation, individualsd entities. In the Analysis I, it was identifi¢he
socio-cultural dynamics of the problematic context.

After the interpretation of the interview, and cdlimg the data, the facilitators required a new
meeting, where initially took to validate the Ansilty | and Il, to verify that all the actors and isec
cultural dynamics were listed correctly in this nawervention of the problem, included some missing
elements, few, which shows that the figure was dold informative and helpful understanding of the
context.

In this second interview, proceeded to the ligb@iver relations, it was observed that the separatio
a new interview helped the process, because tlwrsadefined and listed the issue of power of each
relationship was more punctual, making the prooésarer fast and the final stage, a fact that hdps
save the time of the interview, because as itrisu#i-phase approach is of great value does noagsth
him so that he intends to continue the process tinatiend of all the proposed methodology.

For Phase 2, the application of knowledge, we llaree steps.

The Stage | of Phase 2 is to identify the desiradsformations, which are what is needed to change
the situation that has to a new you want. Thesestoamations were obtained by the knowledge acduire
in Phase 1, and validated with the interviewee.

To identify these transformations using the fouestuit is spoken by Checkland (1989), they are:
consider only one input and one output, the entugtrbe present in the output but changed; an iittbeng
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or abstract input must result in an output intalegdr abstract, a concrete or tangible input mesult in
a tangible or concrete output.

Stage Il, Phase 2 aims to contextualize the tramsftions, for that makes use of the mnemonic
CATWOE, where for each desired transformation, akes the description of the Customers, who
benefits and who loses from this transformationtofg; who will that this transformation happen,
Transformation, the transformation itself; Weltamsgung, which justifies this transformation; Ow(&,
who can stop this transformation; Environmentaltrietion (s), which restrictions are immediately
connected to this restriction.

In Stage Ill, Phase 2, the transformations willnb@de from the root definitions, which are the basis
for continuing with the Phase 3.

As a way of describing the elements of CATWOE fdulaunderstanding, this should be stated in the
form of a logical statement, as well known as dtred setting root.

Phase 3 will conclude the work in the end we wdl/é a systematic planning of actions to improve
the situation existing in the general program dfaur food crop studied.

In this last phase the main concern is planningHerfuture, involves the use of knowledge acquired
in two phases to make a better future. If this iompment is small or short-term view is more likiaybe
fully planned and executed later than normal inrtfeglium and long term.

The procedure for carrying out this phase is: Fachetransformation must be listed the activities
necessary to accomplish it, then it should bindatigvities conceptually, then it is stipulatedteria of
control. This is called a conceptual model or systé human activity.

While there, the relationship between the transétions, it can establish a connection between them,
thus creating a larger system (the super systethjaprovide control criteria for this larger systeThis
super system is the plan of action.

4 Results

The results of application described are showhigmgection.
Rich picture, targeted by the program coordinatarrban food harvest studied is displayed (Fig. 1).
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Fig. 1. Rich picture.

The data generated by the analysis I, can be seen:
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Table 1. Analysis I, identification of the actors involvedthe problematic situation.

People Institutions
Coordinator / Nutritionist Harvest Program
(helper nutritionist and trainee)

Drivers and driver helpers Donors (supermarketsestmarkets, restaurants, industries, bakeries,
grocery stores, coffee shops, rural cooperatives)
People with nutritional needs Recipient institutigisscial institutions caring for children, elderly,

drug addicts, pregnant women, adults)
Regional unit

Local unit

Federal government

Analysis 11, identification of the dynamics of tBecio-cultural context of the problematic situation
* Model urban harvest;

« Hierarchical structure of power;

* Centralized Organization;

« Activities dependent on the schedules of donodsracipients;

« Legal responsibility on the quality of food;

« Positive image for the realization of social @ity

» Promotion of nutrition education;

« Prioritization of beneficiaries of the majoritgeded.

The data obtained from Analysis Ill, can be chedbeldw:

Table 2. Analysis lll, identification of power dynamics the context of the problem situation.

Who? What power?
Coordinator / Nutritionist Dependent on the structure SESC
(helper nutritionist and trainee) Execution of the contract of carriage
Definition of the daily activities of drivers
Promoter relationship with donors
Promoter of the related institutions
Responsibility for the registration of charitiesdsliver
Power of choice for prioritizing needs
Training for food handlers
Responsibility for quality control of food
Administrative management
Defender of the importance
Drivers and driver’s helpers Subordinate to thesfpartation company
Dependent on the orientation of the program coaitdin
Compliance with local traffic rules
Responsible for continuous temperature control eftthck
Responsible for compliance with quality characterssfor acceptance
of food collection
Direct relationship with donors
Transfer and handling of food
Direct relation to delivery for charities
Inform possible waste or bad uses

Relief Dependent on the promotion of charities
Main beneficiaries of the program
Harvest Program Enables the operation of the psoaksrban harvest

Promotes the reduction of hunger in the country
Reduce hidden hunger through the possibility of mgsautrient intake
Sets an example to other projects of its kind
Donors Deliver food to the program
It valued its social image
Security transparency of the work
Participate in the sensitization
Recipient institutions Receive food program (demand)
Provide food assistance and care to people inlsadizerability
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Participate in educational activities

Local unit It provides structure for the operatifrthe program
Collect monetary resources
Report progress and experience local

Regional unit Report overall progress and experience
Choose the model to be developed
Federal government Develop laws of transport and feandling

Liability laws stipulates the donation
Encourages programs to combat hunger

In stage 1, Phase 2, the SSM approach, we idehtHie following transformations.

Table 3. Identification of the transformations.

Undesirable state Desired state

Routing performed monthly by the nutritionist  T1 cHgating the routing

Waiting list T2 Expansion of service

Lack of resources T3 Expansion of resource gatperin

Legal impediment to receive processed foods T4 Iiegantive for donations

Insufficient third-party vehicles T5 Reverse burgaayg to have another vehicle
Lack of community involvement T6 Mobilization andi@reness

Concentration of work to the nutritionist T7 Incredgeam to division of labor

They were then filled the 'CATWOE' of each transiation, and found the root definitions:
In the following table, are filled in the CATWOE efch transformation, and the definitions derived
from the root definition of each:

Table 4. Characterization of the transformations.

Transformation CATWOE Root definition

Tl C Customer (s): Nutritionist, drivers, donors a#dd consulting  contract-operated
recipient institutions system that defines and maintains a
A Actor (s): A consulting contract facilitating routing to meet the
T Transformation: ‘Routing performed monthly bigutritionist, drivers, corporate donors
the nutritionist’ to ‘Facilitating the routing’ and recipient institutions in
W Weltanschauung: Speed of execution of taséscordance with the expectations of
better use of truck capacity and time the harvest program, in order to
O Owner (s): Harvest Program ensure speed of execution of tasks,

E Environment: Monetary resources controlled  better use of capacity truck and
schedules in an environment of
controlled monetary resources.

T2 C Customer (s): People needing food in the regiorA harvest program-operated system
A Actor (s): Harvest program that defines and maintains an
T Transformation: ‘Waiting list' to ‘Expansion ofxpansion of service to meet the
service’ people needing food in the region in
W Weltanschauung: Extensive number of peoplecordance with the expectations of
with food deficit the local unit, in order to ensure
O Owner (s): Local unit extensive number of people with food
E Environment: Lack of prioritization of sociafleficit in an environment of lack of
programs, lack of interest. prioritization of social programs, lack

of interest.

T3 C Customer (s): Charities, people needing food A network of donors and nutritionist
A Actor (s): Network of donors, nutritionist operated system that defines and
T Transformation: ‘Lack of resources’ to ‘Expansianaintains a expansion of resource
of resource gathering’ gathering to meet the charities and

W Weltanschauung: Network of donors can people needing food in accordance
increased by increasing the dissemination amith the expectations of the harvest
collection capacity network, in order to ensure network
O Owner (s): Harvest Network of donors can be increased by
E Environment: Low collection capacity, lovincreasing the dissemination and
coverage of the disclosure of the program armllection capacity in an environment
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benefits generated of low collection capacity, low
coverage of the disclosure of the
program and benefits generated.
T4 C Customer (s): Donors, recipients and harvAspopular initiative operated system
program that defines and maintains a legal
A Actor (s): Popular initiative incentive for donations to meet the
T Transformation: ‘Legal impediment to receivdonors, recipients and harvest
processed foods’ to ‘Legal incentive for donations’program in accordance with the
W Weltanschauung: Extension of tax deductions éxpectations of the federal
donors government, in order to ensure
O Owner (s): Federal government extension of tax deductions by donors
E Environment: Current Legislation rigid, disintdregn an environment of current
legislation rigid, disinterest.
T5 C Customer (s): Harvest program A local unit-operated system that
A Actor (s): Local unit defines and maintains a reverse
T Transformation: ‘Insufficient third-party vehide bureaucracy to have another vehicle
to ‘Reverse bureaucracy to have another vehicle’ to meet the harvest program in
W Weltanschauung: Power to control the transporaccordance with the expectations of
O Owner (s): Local unit the local unit, in order to ensure
E Environment: Budget control, parkinggower to control the transport in an
maintenance environment of budget control,
parking and maintenance.
T6 C Customer (s): Society in general, program A marketing of the harvest food
A Actor (s): Marketing of the program program operated system that defines
T  Transformation: ‘Lack of communityand maintains a mobilization and
involvement’ to ‘Mobilization and awareness’ awareness to meet the society in
W Weltanschauung: Involve more people general and the program in
O Owner (s): Local unit accordance with the expectations of
E Environment: Social conscience and humanitartae local unit, in order to ensure
responsibility involve more people in an
environment of social conscience and
humanitarian responsibility.
T7 C Customer (s): Harvest program A local unit-operated system that
A Actor (s): Local unit defines and maintains an increased

T Transformation: ‘Concentration of work to theeam to division of labour to meet the
nutritionist’ to ‘Increased team to division of @y’ harvest program in accordance with
W Weltanschauung: Division of labour, much wotke expectations of the Local unit, in
focused on a single person, limited expandability order to ensure division of labour,

O Owner (s): Local unit much work focused on a single

E Environment: Budget control, vision person, limited expandability in an
environment of budget control,
vision.

Following the work for the last stage,
the corresponding actions were listed
for the execution of each

transformation.

Following the work for the last stage, the correstfing actions were listed for the execution of each

transformation.

Table 5. Action listed to be developed.

Transformation Actions

Tl Review records of donors and recipients
Provide criteria for prioritizing and scheduling nadows
To quote software routing
Hiring an expert for making routing software pragrapecific
Make use of training software
Adopting new software

T2 Catalog institutions on the waiting list
Check prioritization criteria

Mobilize action to expand the collection of donaso
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Run a better distribution of food obtained

T3 List sources of funds to provide increased rESERI
Discover how to get access to responsible
Studying processes of bureaucracy
needs to stipulate
Educate leaders and potential funders about theortapce of investment
Quote values of resources
Distribute proceeds

T4 Studying the current legislation on food domatio
Find studies already existing and possible progosan this subject
Study feasibility of these proposals
Propose a solution
Exposing to the bodies responsible

T5 Make an economic comparison between the curretgrsyand a system of own fleet

See what the bureaucracies involved in the requfsst new trucks
Using a routing software for planning the numbetro€ks on the basis of collective

capacity, capacity of the truck routes and shifts
Make the budget
Propose purchase

T6 Studying how to reach people
See where the availability of agents and prosesutar the unit out
Partnering in action

Donors to promote social responsibility as agerggy.( seal, reusable bags)
Promote education and awareness actions
T7 Study the need for staff
Doing the work schedule
Divide tasks
Provide necessary qualification
See resources for hiring
Hire
Train

And finally the product obtained by applying thethwology was the production of seven systemic
planning of human activity, each corresponding ttreansformation, by way of illustration is in the
appendix attached to the design obtained one ofsthen transformations, which can be seen all
information obtained and that can help the impletaion process of transformation, i.e., the root
definition, the CATWOE, the list of actions anditheontrol measures and monitoring.

5 Conclusions

The work performed was of great value for testimg methodology in a real application and usefulb@ss
society. Showing it ideal for the development obwedge gained and systems planning implementation
expected. Validating the choice of method to a dementary work, the application being performed
with the group involved in urban food crop. Actimsearch provided a real experience, where thelg cou
live with the real difficulties of applying the nietdology, especially as regards the various steps a
stages proposed.
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Appendix

Review records of
donors end recipients

Brovide criteria for prioritizing
and scheduling windows

To gquote software routing

Hring an expert for making
routing software program-specific

Make usc of training software Adopting new software

Monitor / Contro

C Customer (s): Nutritionist, drivers, Efficacy: Quality of service is increases, it avoids waste, capacity is oetter used in other words,

donors and recipient institutions

A Actor (s): A consulting contract

T Transformation: ‘Routing performed
monthly by the nutritionist’ to ‘Facilitating
the routing’

W Weltanschauu: Speed of execution of
tasks, hetter use of truck capacity and time
0 Owner (s): Harvest Program

E Environment: Monetary resources
controllec

more social institutions can be met.

Efficiency: Human resources, time ang truck cacacity are optimally allocated

Effectiveness: Making the screenplay brings a speeg in collections and deliveries ana bettar use of
resources

Ethics: The moral routing is sumething to be done

Elegance: A better organization

Root definition T1: A consulting contract-cperzted system that defines and maintains a fzcilitating
routing to meet the nutrit onist, drivers, corporate donors end recipient institutions in eccordance
with the expectations of the harvest program, in order to ensure speed of exccution of tasks,
better use of capacity truckand schedules in an environment of controlled monectary resources.
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Abstract: This paper presents an Action Research interveimidulticriteria Decision Aiding for a
group done in a federal university of Brazil. Iténts to contribute to developing an Implementation
Model of Decision Support with the VIP Analysis tvedire. Action research enables the assessment
of VIP Analysis acceptability at the same time thabakes possible the implementation of a decision
aiding process by the researcher.

Keywords: MCDA for groups, VIP Analysis Software, Cognitive MgaMAUT, Action Research.

1 Introduction

This study is part of a PhD research with the nudijective of developing an implementation model to
VIP Analysis software (Dias and Climaco, 2000), altidriteria Decision Aiding (MCDA) software that
allows the evaluation of decision alternatives adimy to Multi-Attribute Utility Theory (MAUT)
advocated by Keeney and Raiffa (1976). This studyp aises Cognitive Maps (CM) as a Problem
Structuring Method and Action Research (AR) assaaech method.

AR was chosen to be used in this work because sathers had indicated it as an appropriated
method to study MCDA (Montibeller, 2007; Belton aStewart, 2002, Eden and Huxham, 1996). The
reason for that is the intensive participationha tesearcher in the study, the main charactenstithis
method (Fellows and Liu, 2005; Thiollent, 1997)dasso the possibility to provide changes in the
organization, unlike other research methods, amiease understanding of the research object by
involving participants in a cycle of learning aredlection.

According to McKay and Marshall (2001) the AR meathmas a Research Cycle (using Action
Research Method) and a Problem-solving Cycle (usintpis study Cognitive Maps, Value Functions
and VIP Analysis software) which should be resthrtatil the research questions are satisfactorily
resolved and the outcomes of the actions on prabbke satisfactory. In this study the researchends
to make real world interventions in organizationshwilecision problems with different characteristic
and to test the suggested model of implementation® Analysis software The first intervention big
process was done in Top Atlantico, a group of tragencies from Portugal (Ventura et al., 2010)ergh
it was used an individual cognitive map and quatitieé descriptors of impact. This is the reporttod
second intervention, done in UFAL, a federal ursitgr of Brazil, using a group cognitive map in a
sharing mode, according to Belton and Pictet (198@) qualitative descriptors of impact.

In the sharing mode all elements of the decisimblem are shared by the Decision Makers (DMs).
So it is possible to have consistency in the glqgivakcedure and there are good chances to achieve a
consensus because there is a point by point néigatiavithout loss of the individual information.
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2 The Organization and the Decision Problem

The Organization that participated in this studyswhe Federal University of Alagoas — UFAL, the
largest public institution of higher education lie tState of Alagoas (Brazil) with over 21000 studen

The Ministry of Education and Culture (MEC) of Bilagresented a proposal to the National
Association of Directors of Institutions of higheducation to use the National Secondary Education
Examination (in Brazil called ENEM), which assesseglent performance at the secondary educéiion,
support their selection process. This proposal diateunifying the selection of students to graddiate
courses in fifty-five universities in the Brazilid@deral government.

The proposal's main objectives are to democratizess to opportunities for federal universities
(candidates who can afford to take admission exatioins in federal universities located in different
cities have more opportunities to enroll in a fedl@niversity than those who do not), to enablelanzic
mobility and to induce the restructuring of schpalgrams.

The federal universities have autonomy and can stndmm four possibilities of using the new
exam as a selective process:

a) As a single phase, with the unified system of setedUniversities that choose this option do not
apply any other assessment test to select candidatetheir vacancies in undergraduate courses, or
would no longer have the Vestibular test (an emgagxam developed by each university to measure the
knowledge acquired by the candidates in elemerdémy secondary education). The influx of new
students would be determined solely by passingMEM up to the limit of available places.

b) As the first phase (getting the second by thetirigin). In this case, the universities would still have
to develop and implement their own Vestibular testowever, only students previously approved in
ENEM could participate in this selection procegss a result, the number of candidates who would do
the Vestibular test would be reduced from the gurgeiantity.

¢) Combined with the Vestibular test of the institntidhis option also implies the need for development
and implementation of a Vestibular test of the nsity. However, the number of candidates would be
the same as if they do not use the ENEM, becauseaatlidates should do both exams (ENEM and
Vestibular test). The candidate's overall scor¢hés result of a weighted average of the final grad
obtained in ENEM and the final score obtained anestibular test of the University.

d) As a single phase for the remaining places after Westibular testin this case the University
develops and implements its Vestibular test aslubutithe remaining places being offered to susitgs
candidates in ENEM, according to the sort ordertaechumber of places available.

The UFAL, through the Standing Committee of the tiledar - COPEVE (internal organ of the
university, responsible for all the processes iaheto their entrance exams) examined this decision
problem, in order to analyze MEC’s proposal.

At the same time, COPEVE also intends to evaluhte use of vestibular tests themselves
(compiled by the staff of COPEVE) compared with e of vestibular tests purchased from other
specialized institutions.

It is noteworthy that the decision of COPEVE witllp be part of the decision of this problem,
because the final decision will still be taken hg University Council of UFAL (CONSUNI), where the
COPEVE will present its decision.

3 The Alternatives

The alternatives are just the ways of using ENEMédmeral universities, according to MEC'S proposal
presented in section 2 (with exception of the fowption because since 2009 UFAL has been adopted
the ENEM to fill their vacancies remaining aftee thestibular test). Adding to this analysis thierthe
possibility of a Vestibular test prepared by COPEMBby a specialized institution, which would prepa
the tests according to the guidelines of COPEVE.

The alternatives to this problem are therefore:
Al: Use of ENEM as a single phase;

A2: Use of ENEM as the first phase of selection ansti¥alar test of UFAL as a second phase;
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A3: Use of ENEM as the first phase of selection andtifalar test of UFAL as a second phase, but
purchasing UFAL tests from a specialized institafizvhich would prepare the tests according to the
recommendations of COPEVE;

A4: Combining ENEM tests and Vestibular tests of UFith tests developed by the University;

A5: Combining ENEM tests and Vestibular tests of UFALUt purchasing UFAL tests of an institution
specialized in the production of Vestibular tests)ich would prepare the tests according to the
recommendations of COPEVE.

4 The Field Research
4.1 Training the Decision-Makers (DMs) on the subjets under study

One of the roles of the researcher in AR is thinitng of the DMs on the subjects under study (Mckay
and Marshall, 2001). So, during the interventioa Ms received training on Cognitive Maps using
Decision Explorer software (Brightman, 2002), MAWRd VIP Analysis software immediately before
they needed to use these tools.

4.2 Modeling the Cognitive Map

In group decision processes, one can choose ttupeoCMs of each of the group and then aggregate
them into a single map - or develop a single mapripresents the group awareness about the pratblem
hand. In this case only one map was developed beaane of the group’s members considered having a
complete and detailed description of the problémvds done after discussion and after getting agro
consensus, using the sharing mode (Belton andtP1&87).

The development of a single map for the group fizstéer process and very interesting from the
aspect of group interaction. However, there isrameased risk of occurrence of groupthinidanis,
1972; 1982), which may affect the use of the map @®l for decision support.

Montibeller (1996) explains that when a group igi@im of groupthink, it loses some of the cognitiv
abilities of its members; it seeks total agreenamt complacency. This author points out that irsehe
cases the leaders interfere in the process ofitignif the other members of the group, dominating i
order to achieve cohesion and compliance, a situdliat affects the contribution of group membargs
creativity and innovation.

Montibeller also states that in these cases tlselass of quality of the group’s cognitive map in
the following aspects: incomplete survey of objeedi/ goals / values and also alternatives / agtion
failure to assess the risks of a particular chdiéyre to reconsider alternative / shares irifiairopped,
poor information search about the problem; excesisias in processing the information available.

To mitigate the risk of occurrence of these effexrtd to ensure a better development of the cognitiv
map, the researcher called the group's attenticzatt of these points, especially encouraging tteem
seek more information about the problem and ndtgtepping to analyze the information they initjall
had. So, the group brought new information on similases at other universities and about the ENEM
tests.

The researcher also tried to minimize the influeatéhe group’s leadership and the pursuit of
cohesion, giving each member the opportunity tdeathieir individual opinions in blocks of post-ibtes
which were later posted on a flip-shart for anayand discussion of the whole group. Thus, it was
possible to ensure a greater level of creativity immovation of the participants.

The researcher could act this way because the ABaaeallows him/her to act as a facilitator,
supporting the decision process and trying to ditves well as possible, which might not occur when
using another scientific method

To elaborate this cognitive map, the researchetestausing some group dynamics to awaken
creativity and lateral thinking (de Bono, 1995)leé group. In a brainstorming process (Rodrigué84
the group members were asked what would be impoftarors to consider when choosing the ideal
selection process for the admission of new studaniadergraduate courses of UFAL.
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The researcher then proceeded to turn the whotgetaf information into words and phrases
that would later be the primary elements of assessifiPEA's) for this decision problem by constnugti
a CM, according to Eden et al (1983), Eden (19B8pa e Costa (1992) and Montibeller Neto (1996).
The resulting CM is presented in Fig.1.
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Fig. 1. Cognitive Map — To choose the appropriate methagktfction for
admission of students in undergraduate course$8iU

4.3 ldentification of Clusters

Looking at the CM it is possible to detect concepith similar meanings, which represent areas of
interest to DMs. In this case, there are four egiat objectives which are broken down into groups o
concepts. These objectives are clusters in the CS8hfety, Quality Logistics, Regionalization and
Financial Balance.

Each cluster became a “candidate” Fundamental Bbitew (FPV) and was tested to meet the
properties for being a fundamental objective acogrdo Keeney (1992). All the “candidates” were
approved.

4.4 Definition of Descriptors of Impact

According to Bana e Costa (1992) and Ensslin €2@01), after the definition of FPV it is possilite
start building a multicriteria model for evaluatiatiernatives. For this, the first step is to bl criteria
that will measure the performance of the alterrmetiv

The construction of the criteria, however, requings basic tools: a descriptor of impact and a
value function associated with the descriptor. @ascriptors will present the possible performaesels
for each alternative FPV, while the value functigmevide information regarding differences between
levels of attractiveness of the descriptor.

Observing the structure of the CM, the FPVs idédifire the following:
1) Security - Guarantee against fraud at all stadise selection process of new students on patipar
review, print, application, processing, correctiomd disclosure of results of tests.
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2) Regionalization - Identification of students lwits regional context, addressing topics related t
Alagoas, especially the test of Geography and Histo

3) Quality Logistics - Ensure selection of a suidiocation for the application of tests and quedifand
reliable support staff and supervision.

4) Financial Balance - Net financial balance betwtee costs of preparing and printing tests, ard th
revenue collected in the process of registratiocaoididates.

After this identification, the group defined degtorrs of impact for each FPV and constructed thii®&/a
Functions. The descriptors of impact were defingdabsigning attributes to each FPV. Qualitative
descriptors were defined through levels of impaderms of preference by the DMs.

In this type of problem attributes are not eagiyntifiable. These attributes reflect the personal
opinions of the DMs about the alternatives. As sangple, a good security process in the application
Vestibular test can be defined with different psintf view by each DM. Nevertheless, they have to
discuss and express in significant words what egdahion really means. They discussed these meanings
and finally reached a consensus. The following digsrs were thus defined for each FPV:

FPV Securityreasonable, fair, good, very good and excellent.

FPV Regionalization no regionalization, low regionalization, mediumegionalization, good
regionalization, full regionalization.

FPV Quality Logisticsbad quality, regular quality, medium quality, goguality, excellent quality.

FPV Financial Balance costs far above the revenues, costs exceed uesgicosts slightly exceed
revenues, costs and revenues are balanced, ardgtssme profit.

According to Ensslin et al (2001) a descriptor dtdbe unambiguous and the impact levels
should have a clear meaning to the actors in detisiaking. The researcher asked the DMs to clarify
what each level of impact of FPVs meant. It wasri@sting to note that the real meaning of each leve
impact was not clear to them until that momentsdemed very simple to refer to the levels only in
intuitive terms, but now it was necessary to exprasvords each level of impact. After some dismuss
the DMs agreed on the following descriptions:

FPV Security
Table 1 -Overview of the impact of levels of FPV Security
Level Description
Reasonable Selection process developed by thautmmtinot certified by UFAL
Regular Selection process developed by the ingtituidt certified by UFAL, but
certified by MEC.
Good Selection process developed by an institutitin proven credibility and

suitability for UFAL in partnership with anothersiitution.

Very good Selection process developed exclusivgliynstitution with credibility and
reliability proven by UFAL and without a history dfaud in public
tenders.

Excellent Selection process with complete safetym@n and technological) and
total guarantee against fraud.
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FPV Regionalization

Table 2 -Overview of the impact of levels of FPV Regiondiiaa

Level Description
None Tests with unique content for use in all ofAiira
Little Test with different content for each of fiwegions: North, Northeast,
Midwest, Southeast and South
Medium Combination of tests with unique contentdse in all of Brazil and tests

in context to culture, history and geography of gdlas, developed by
teachers with no experience in local educatiorgtlitirtions
Good Combination of tests with unique content fag insall of Brazil and tests
in context to culture, history and geography of gdlas, developed by
teachers with good experience in local educatiorsitutions.
Complete Only tests contextualized to the cultursstony and geography of
Alagoas, prepared by teachers who know the spemifitext of the state
of Alagoas and have experience in local educatimsétutions.

FPV Quality Logistics

Table 3- Overview of the impact of levels of FPV Qualitggistics

Level Description
Bad Selection of local of tests without a good emggoit structure and with
poorly designed and operated inspection process.
Regular Selection of local of tests with minimal dorh and ergonomics and ja
vulnerable inspection process.
Medium Selection of local of tests with comfort amdgonomics reasonably
adequate and inspection process with little vulpiéta.
Good Selection of local of tests with appropriadenfort and ergonomics and
well planned and operated process monitoring.
Excellent Selection of local of tests with excepibcomfort and ergonomics and
highly safe and effective process monitoring.

FPV Financial Balance

Table 4- Overview of the impact of levels of FPV Finandalance

Level Description
Costs far in Costs exceed revenue by more than 50% .
excess of
revenues
Costs over Costs exceed revenue by 20% to 50% .
revenues
Costs a little Costs exceed revenue by 5% to 20% .
higher revenue
Costs and Costs are within a margin between -5% and 5% ofmese
revenues are
balanced
There is some Revenues exceed costs by more than 5%
profit

As each semiannual Vestibular test has differergtsc and revenues due to the number of
candidates, number of exemptions from registratia, the DMs chose to define the level of impzfct
the descriptor "Financial Balance" in a qualitativey, as shown in Table 4.
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4.5 Construction of Value Functions

This study does not assume that there exists imthds of DMs a value function to evaluate alteinrest
(Fischhoff et al., 1998; Tversky, 1996) and they eonfigured just as artificial tools built withettaim to
reflect the preferences of DMs in a quantitativexnex (Roy, 1996).

To construct value functions, the researcheredfaassociating the value 0 to the worst level of
attractiveness and value 1 for the highest levedaath FPV. These values served as the anchordor th
definition of the other levels of attractivenessing) the Nominal Group Technique — NGT (Delbecq e
Van de Vem, 1971) to minimize the risks of the effeof the groupthinking, the researcher guided the
DMs to identify a level of quantitative impact feach of the descriptors of each FPV. For exampée, t
following type of question was used: "If a reasdaafissurance worth 0 and an excellent safety was
worth 1, how many points would give a good sec@rity

All descriptors of impact were associated withimereasing order of preference, with values to
maximize: thehigher the scale value, the better. This means ttimtvalue of O indicates the worst
performance and 1 the best performance value. Aftethe questions the researcher got the following
levels of impact which are accompanied by graplwvety the equivalence between actual values and
the values with the range of 0 to 1.

* FPV Security (Figure 2)
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Fig. 2. Value Function of the FPV Security
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« FPV Regionalization (Figure 3)
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Fig. 3. Value Function of the FPV Regionalization

* FPV Quiality Logistics (Figure 4)
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* FPV Financial Balance (Figure 5).
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4.6 Definition of a ranking for the weights

For this intervention, the well-known additive mbdter multicriteria aggregation was used. The globa
value of an alternative is given by a sum of thku@at attains on each value function, weightedtwy
scaling coefficient associated with that value fiorc

V(a) = ki Vi(a) + ko V(@) + ... + Ky Vi(a),

wheren is the number of criterian€4 in this case) anld, , ... , k are the scaling coefficients
(weights) that reflect value trade-offs betweetecia.

The DMs are often unable or unwilling to providegise values for the weights, but they may
be able to establish certain relations that amrpnetable in terms of marginal substitution rddesveen
the criteria (Marmol, 1998; Dias and Climaco, 20089, the researcher explained the DMs that they
could set weights for each criterion or just set thnking of these weights, because the VIP Analysi
Software would be able to deal with this type dbimation, or any other type of linear constraimtsthe
weights.

The researcher also explained that the directgatichniques should be avoided, because the
value of these coefficients does not reflect thaitive notion that the DMs have about the impoctanf
each criterion and that it would be more appropritatuse the Swings Technique (Edwards and Barron,
1994).

Using the Swings Technique, the researcher prede¢at®Ms the following situation: "Recall
the performance levels attached to the values @ rfimimum) and 1 (the maximum) in each criterion.
Suppose an alternative that is 0 on all critefigol could change the performance of a criterimmf O
to 1, what criterion would you choose? And if yoould not change this option, which would you
choose?".

These questions are posed by the researcher toMeuntil all criteria were ordered. Let us
note that, for a group, agreeing on a ranking efweights is easier than agreeing on the precigghive
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values by answering trade-off questions of the tp@w much would you be willing to lose in criterio
X to increase a unit in criterion y?”
Thus, the ranking of the criteria was as follows:

Table 5- Order of importance of the criteria, accordinghe DMs.

Safety> Quality Logistics> Financial Balance> Reglmadion

4.7 Performance of the Alternatives

Table 6 shows the performance of each alternativehe criteria considered in this problem, accaydim
the consensus of the DMs.

Table 6 - Qualitative performance criteria in each of ditternatives, according to DMs.

CRITERIA
ALTERNATIVES Security | Regionalization | Quality Financial
Logistic Balance
Alternative 1 Regular No Medium There is profit
regionalization
Alternative 2 Very good Good Good Costs a little
higher than
revenues
Alternative 3 Good Medium Good Costs higher
than revenues
Alternative 4 Very good Good Good Costs higher
than revenues
Alternative 5 Good Medium Good Costs much
higher than
revenues

4.8 The Use of the VIP Analysis Software

VIP Analysis is a multicriteria decision supportfts@re to evaluate a discrete set of alternatives i
choice problems (Dias and Climaco, 2000). Using Huftware the DMs do not need to indicate precise
values for the trade-offs between different criagbecause it can accept imprecise/ partial infaoman
the criteria weights k = (k ky, ... k) and also can identify which results are more caéfe by the
imprecision (robust conclusions).

So, the researcher started by entering all dathi®fdecision problem (criteria, alternatives and
the respective values of these alternatives witfopmance on a scale of 0 to 1) into the softwéig.(6).
Based on this information, VIP Analysis presenteslresults summarized in Fig. 7.
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Fig. 7. VIP Analysis Software — Summary

It was not necessary to give a weight for eactegah. The unique constraint inserted on the
software was the order of importance that the DMsgegto the four criteria, defining a subsétof
acceptable weights. With this information VIP Arsily uses optimization to compute the maximum
value and minimum value that each alternativemay achieve given these constraimsin{V(3):

(K, - .-, k) K} andmax{V(q): (ki,...,k)/ K}. Inthe "Summary" page (Fig. 7), these resultseap in the
column "Min Value” (Minimum Value) and “Max ValugMaximum Value).

The alternatives are compared in pairs and thevaodt computes the maximum difference of
value between them. The "Confrontation" table ig. B indicates, in each cell, the maximum diffeenc
max{V(gow)-V (acoumn: (Ki,---,k)/7 K}. For instance, it can be read that A1 can win o&8rby a
difference of 0.133 (for some vector of weights)t A3 can win over Al by a difference of 0.2 (for
another combination of weights). In the column mefg to A2 the negative values indicate that theeo
alternatives can never win over A2, and the zefoevandicates that A4 can at most equal A2. Thessfo
Al, A3, A4 and A5 arglominatedby A2 givenkK.
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A ax Hegret: 1.5 1] 0.3 0.1 0.3

Fig. 8. VIP Analysis Softwar«~ Confrontatior

The maximum difference of value by which an altéireacan lose to another is presented in the
line "Max Regret" (maximum regret). The best al&tire suggested by this result is the one thatlmas
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lowest Max Regret. If Max Regret is equal to zer@ween negative, that would mean that the altereati
was better than all other for all vectors of wesggbdbmplying with the given ranking.

The lowest value of each alternative (Min Value{l &#me highest value of each alternative (Max
Value) are presented in a Range Map (Fig. 9). Ttierence between these values shows how much each
alternative’s value depends on eliciting furthemstoaints on the weights: uncertainty for A2, for
instance, is much less than uncertainty about afigevof Al.

Summary Range | Confiontation | Max Fegret |

Fig. 9. VIP Analysis Software — Range Map

5 Assessment of the effects of actions on the prebls and the effects of the
intervention

The evaluation of the effects of the actions, dmal intervention were the final stages of the Proble
solving Cycle and the Research Cycle in AR (McKag &larshall, 2001). The researcher made these
evaluations by using an application form in whibh DMs could evaluate the process of decision sippo
and the use of VIP Analysis software.

According to the DMs’ evaluations, this study brbtig new and interesting knowledge about a
structured decision making process and the tosideaused in future decision problems.

DMs considered that the process was extremely iricherms of knowledge transfer and that this
knowledge will allow them to better defend the ailmp of the alternative indicated by the VIP Anagys
software in CONSUNI.

The VIP Analysis software was considered a verydgtaol, especially because it accepted
imprecise information and the DMs did not need gsign weights to their preferences, but only tkran
them. However the software was considered diffibtmlbe used, requiring greater interactivity witle t
users and also an online help.

Recognizing that there is a practical difficulty emaluating the effectiveness of group process
and therefore the quality of their cognitive mamritibeller (1996) recommends an indirect evaluatibn
effectiveness through observation of symptoms aatsat with groupthink or teamthink. Based on this
recommendation, the researcher developed an eialdatm of the effectiveness of group and used th
technique of observation to assess if in thisrugstion had any symptom of groupthink or teamthink
according to Neck and Manz (1994). This analysipriesented in Table 8 and its conclusions are
indicated in section 7.
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Table 8- Analysis of the symptoms of groupthink in thigervention

Symptoms of groupthink | Symptoms of teamthink | What was observed in this intervention

(GT) am
Direct  social pressure Encouragement of It was not detected any GT or 1T
against a member of thedivergent views symptom because there were no strong
group who opposes values differences among the group members.
and beliefs shared by the
group
Self-censorship of thoughtsOpening to  express
or concerns whose membergoncerns and ideas The researcher noticed the GT symptpm
deviate from the consensus when that the group did not want to talk
of the group about their opinions when the president| of

COPEVE was not present.

lllusion of invulnerability to| Concern abou
failure, in the group. limitations / threats The group did not show feel infallible,

since on several occasions it stressed|the
possibility of divergent opinions.
Shared illusion of unanimityy Recognition  of the
unigueness of it$ In most cases the group has unanimpus
members views on the problem analyzed, showing a
potential symptom of GT

=+

Self-supervised creation ¢

minds, they  disregard The group consistently had information

information from outside the arising from cases in other federal

group universities, not showing this G[I
symptom.

Collective efforts to| Discussion of collective
rationalize doubts This effort was very intense in the groyp,
mainly because it is a decision problem
with qualitative data. The group did npt
discuss questions of its members.

Stereotyped views of enemy

leaders of other This symptom of GT was clearly seen. The
organizations, or segments group has restrictions on political issueg at
of the organization as wedk the federal level involving the problem and
or incompetent they thought these were inappropriate.
Belief, unquestionably, on

the group's inherent morality This symptom of GT was also clearly se¢n.

The group demonstrated belief that their
opinions were indeed the most correct|on
the point of view of social interests of the
community of Alagoas. T

The final decision of this problem was taken by CZMNNI: the selection process for admission
to undergraduate courses of UFAL should occurriglsiphase only based on the outcome of ENEM.

According to the COPEVE team, the difference betwdbe partial COPEVE decision
(alternative 2 of this problem) and the final demisof CONSUNI (A1) is mainly because COPEVE
value the process of regionalization of entry iptilic universities, while the other members coesid
that the unified test throughout the country wobiéan advantage to students from all over the cpunt
because it would ensure greater mobility (eg, aiceate can take exam in Alagoas and compete for a
place at a university in another state), but it mp run simultaneously to two universities.

The researcher learning is very important in ARhodt As a research process, this intervention
was very useful because the researcher could sadsdespecially in the structure of CMs, whictdha
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not recognized in a prior intervention with Top &itico (Ventura et al., 2010), whose data wereaati
quantitative.

Because of the large number of qualitative datthisfintervention, , which portrayed personal
opinions, and therefore with a strong context ddjsctivity, the researcher had to be more invettiga
trying to turn this subjectivity in more analyticgdta (i.e the description of levels of impact preed in
section 4.4).

6 Redctifications of the Research Plan

In this intervention the researcher developed twa riorms to be used in the next interventions: to
describe the levels of impact of qualitative dgstoris and to analyse the symptoms of GT and Tthef
intervention.

To improve the research plan and compare thisvietgion with the a future one, the researcher
intends to use CMs for each individual componena afroup and make the congregation of the CMs
later, using aggregation mode, according to Bedtoeh Pictet (1997).

7 Conclusions

According to AR method the researcher not only ohesi the decision process in this intervention, but
had an intensive participation, training DMs on $iudjects under study, applying group dynamicsngiv
opinions, etc.

It was surprising that, according to Table 8, théldDdid present symptoms both of
groupthinking and teamthinking. The symptoms ofugthink were more common, but at times the group
also showed symptoms of teamthinking: For examitie, group did not feel invulnerable to failure,
which may have occurred by the fact that this grauquid not be effectively responsible for the final
decision on the problem evaluated, but was onlyénprocess of forming an opinion that would make a
vote on the final decision process. The group &k into account information (including divergent
information) arising out of cases from other fedlaraiversities, which certainly does not reflect a
groupthink

So, in this intervention was possible to obsena the use of AR, with the intense participation
of the researcher, the use of NGT and some grooprdigs to awake the lateral thinking could prowade
greater effectiveness to the process of group idecmaking, minimize the groupthinking and obtagin
a satisfactory representation of the perspectifeactors in the group CM. In other words, with this
intervention the researcher concluded that is remtessarily a link between groupthink and a poor
representation of the CM. This depends on theudtd of the group leader and how the process is
developed by the researcher.

The use of CM as a PSM and MAUT to develop valugctions demonstrated to be a good
choice to structure decision problems to be evatual VIP Analysis software. However it is necegsar
to analyze the use of a group CM in aggregationaentiodlefine what mode is better to use in this gsec
This would be the next “round” of the two AR cyclefsthis study.
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Abstract: A methodology to deal in real time with the chojweblem by a group of decision makers
is here explained. The first step of such methagiploonsists in obtaining vectors of imprecise
individual evaluations, possibly given in a Likedale, and transforming such vectors into vectbrs o
probabilities of being ranked as the best choigeotAer important feature of the methodology is the
probabilistic composition of such individual vectaf probabilities into global vectors of prefereac
by different composition approaches. The transfdionzof the initial evaluations into probabilities
based on treating the observed evaluations ass/afiandom variables.

Keywords: group decision. composition of probabilistic prefeces. multicriteria decision making.

1 Introduction

The ability to deal with imprecise subjective infaation is particularly important when the speed in
reaching a group decision and start action is irdpen The key issue is then to choose an automaltc
for determining the aggregate ranking, that isssa Eomposition rule. This composition mechanisnstmu
be able to rank the possible options for those leeopcharge of making a final choice and must be
sensitive to inconsistencies and contradictionsuoh a way as to provide indications on the need of
additional efforts to revise the evaluations befmracluding the decision process.

This can be done by ranking the options by twoiristapproaches to combine the individual
evaluations. The differences between the resulth@fapplication of these two composition rulesl wil
filter discrepant evaluations of decision makersciwimay be asked to impart information to be added
a next round of individual evaluations.

The mechanisms of composition here considerechasetof the probabilistic composition proposed in
Sant’Anna (2002). The main advantage presentedhlsy @pproach is that it takes into account the
imprecision in the evaluations given. After the ldemm is precisely formulated, a small list of opso
easy to deal with is offered for the fast consitleraof the decision makers. Filling mistakes maguwr
in the quick answer by such decision makers. Tlobatilistic approach starts by the transformatiébn o
such initial evaluations into probabilities by tagithe values prompted by the decision makersair th
evaluation sheets, not as definitive numbers bubeetion parameters of probability distributiod$e
statistical model is completed by assumptions dépendence and form of the distributions.

Each vector of initial individual evaluations isthreplaced by a vector of probabilities of eactioop
being that with the highest preference in a repticaof the same data generation process. These
probabilities of being the best option accordingeémh decision maker are then combined into a eniqu
vector as a joint evaluation of the group.

The two forms of composition are determined by typposite points of view, a pessimistic point of
view that takes as the global score the probahifityeing preferred by all the individual evaluaticand
an optimistic point of view that takes as the glazare the probability of reaching such extremsitmn
according to at least one of the decision makers.

This work is divided into 5 sections. The next sgtdiscusses the main features of the group aecisi
problem envisaged. Section 3 presents a reviewhef main points of the different composition
approaches applied. Section 4 compares the resfilthe application of the different methods to
enlightening cases. Section 5 brings final comments
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2 The Decision Problem

Communications and data-transfer capabilities hiangoved dramatically in the last years the ability
to formulate problems as they are rising and togoriogether answers. The speed in setting and
combining information allows for iteratively valitiag those data sets that are shown to be impobiant
the results generated. What is missing is the brittg automatically relate information to decision
(Larson, 2010; Walk, 2011; Sant'/Anna et al., 2012).

The members of a group making a decision may désagbout the ranking of a set of options because
they disagree about which options are more likelied them to their common goal. There is a correc
ranking, in the sense that some options are readlse likely than others to lead the team of evalisato
such goal. But there is not enough time to distiusgproblem to make clear what is the correct naiago
and the individual evaluations are noisy estimafethe correct values. The objective of the confpmsi
technique is then to find an aggregate rankingithas close as possible to the correct rankinggdan
such noisy estimates.

Classical multiple criteria decision algorithms aky present judgments as exact numerical values. O
the other hand, information about the options terofimprecise or the decision makers can only give
approximate, incomplete or not well-defined infotiba. The presence in the decision team of people
affected by the results of the decision or moredlly involved on some less accessible aspectef th
problem may be as important as that of specialistsitical aspects of the decision. This is theecaf
patients to be submitted to a medical treatmetth@iparents of a small child in a nursery or thHatines
of old people and mental patients assisted by kagents. Such participants may counterbalancéatie
of technical information by a deeper knowledge lté teal case. If they are really unable to a proper
contribution, we may expect that they will throvededistinct answers in the information sheets. Vdg m
take this as a general rule and include in thesitatimodel a way to take into account precision and
variability.

Another point that justifies the use of a probatiiti approach is that the evaluation frequentlypines
qualitative attributes. To deal with problems sashimprecision and subjectivity in measurementgziFu
Sets theory (Zadeh, 1965) provides a basis sintplgperate and easy to understand. Employing fuzzy
evaluations may help resolve some difficulties fiexfly encountered in decision-making when it makes
sense to think of each evaluation as a noisy esinReplacing crisp numbers by membership inteyvals
the fuzzy approach mainly allows for reducing tHeas of imprecision in human judgment while
searching for the optimal decision.

But the application of fuzzy logic (Zadeh, 1978)ymgeld some loss of information in multiple
criteria composition. It applies principles of sai#ncy and necessity to combine the informatioricivh
lead to disregard the contribution of less defingealuations. On the contrary, the probabilistic
composition under the assumption of independenteee® the stochastic disturbances affecting the
evaluations set by the individual evaluators alldias the combination of the observed values in a
multiplicative form, in such a way as taking alltbém into account.

The derivation of the probabilities from the obsgions starts like the transformation of crisp nensb
into membership intervals in Fuzzy Sets theory.afgeneral rule, a Likert scale (Likert, 1932) ofen
points is used by the evaluators to translate flueigement into values from 9 to 1. These values ar
taken as the mode of triangular distributions weittremes at 10 and 0.

An alternative approach would consist of, instehdssuming fixed extremes, obtaining the extremes
of each evaluator distribution by adding one to hitghest and subtracting one from the lowest value
chosen by that evaluator. This second approachsieto extend to other composition methods, but i
disregards the information present in the admisgbrithe possibility of extreme evaluations. Both
approaches are considered in this work.

Example of a practical context where the probaiilisomposition of probabilities of reaching fixed
extremes may be iteratively employed to improve parson is that of Failures Modes and Effects
Analysis - FMEA (US Army, 1949). This procedurebssed on ranking potential failures according to a
risk priority number obtained by classifying themta levels of importance and multiplying the nunsber
representing such levels. The criteria considenédgverity, frequency and indetectability of tladdre,
are assumed to be applied independently. The Iefetaportance are previously defined in such a way
that the criteria may present much diverse vaiighbilThe procedure may be applied in a project or
production context. In the second case a fast idectontext is characterized.
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In any case, the joint probability of maximizingetthree risk levels advantageously replaces the ris
priority number. Assuming independence both areprded by direct multiplication but the risk prigrit
number will be higher, for instance, for a failwikassified in the levels 2, 2 and 2 than for aufail
classified in the levels 5, 1 and 1, while the pidof the probabilities of maximizing the leveldlve
larger in the second case, specially if no failisrelassified on high levels according to the twstl
criteria and the probabilities are computed fotrdhations with absolute bounds.

Besides, while FMEA takes only a pessimistic poifwiew by multiplying the three levels of risk,gh
comparison with the results of the optimistic cosifion is useful to help dealing with the problef o
assuring independent evaluations according to eaitbrion. A frequent problem in the practice of
FMEA is that of the evaluators increasing the leasdigned to some risk to match the high classifica
given according to another criterion. This willgaithe product employed in the pessimistic approach
The comparison to the ranking derived from the rafstiic approach will automatically call attentiom t
that.

The probability of being preferred in the probadtit composition plays a similar role to the distamo a
frontier in DEA (Charnes et al.,, 1978). Since DEstances are calculated to a frontier formed by
observed values, comparing probabilistic scorethe¢oscores resulting from DEA models with constant
inputs may be useful to highlight the advantagdixhg the extremes of the distributions, though, i
practice, DEA efficiency scores include a large bemof fully efficient tied options, making DEA ks
suitable for the fast selection of one option.

3 The Probabilistic Procedures

We deal here with the following framework. A $&tof n options,Oq, ... , Q, from which one is to be
chosen and a s& of m decision makers or criteria applicators, C. , G,. Thej-th decision maker
presents for theth option an evaluatios;.

For this seD of options and the s& of decision makers, a preferences compositionisudemapping
F that derives from the matri,x, of individual evaluations; a vector E(E),, ..., F(E)) of preferences
for then options. An optiori for which F(E); >F(E), for all k from 1 ton is a most preferred option for
the preferences composition rlteand the matrix of individual preferencés The idea behind such
composition rule is to provide the decision makgrsup with preference values in such a way that,
considering the values assigned to the preferrd¢irpand to those options with values close ta it,
unique final option may be chosen. To call attentim discrepancies between the evaluators
preferences, the decision strategies here propasedased on the comparison of the results of the
application of a pair of such preference compositides.

Frome = (ey, ... , &), the vector of evaluations according to jib evaluator, for eacj is derived a
vector of vector of probabilistic preferendgs= (Py;, ... , B). The probabilistic preferend; is given by
the probability of, in a hypothetical vector of ebgations ofn random variables (E ... , E;) with
independent triangular distribution of extrensgsande; and modes respectively &, ... , &y, Ej 2Eqj
for all k from 1 ton.

Two cases of extremes for the triangular distriimgi will be compared here. First it will be assumed
for all j, e;=0 andE;;=10, in the case of the initial evaluations givarai Likert scale of 9 points and
E=6, in the case of the initial evaluations in adrikscale of 5 points. Alternatively, it will besasned
€ = min{ey;, ... , ey}—1 ande;=max{ey, ..., e}+1.

The key computation in the evaluation of the prdimic scores is the determination of the
probabilities of each option being preferred toth# others. The probability of considering a maitar
option as the best one is a natural measure aleéhision maker preference for that option. To compu
the probabilities of being the best option all veed is a statistical measure of the uncertaintgach
measurement.

To compensate the lack of empirical information tbe probability distributions, simplifying and
equalizing assumptions are the essence of Fuzzy Betory. In the present situation, imposing
analogously assumptions of independence betweedisherbances affecting the different observations
and, for the form, a triangular distribution witletsame set of possible values, will provide theeasary
framework. Thus, the transformation into probaieititof being ranked first starts here with the eatbn
by each evaluator separately in a Likert scale. Whprecision in such evaluations is modeled by
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considering them as modes of triangular distrimgiwaith extremes at 0 and 10. Alternatively, exeem
at the maximum value assigned by the evaluator pusd the minimum minus 1 are considered.

In both cases, these triangular distributions assiggood evaluations a larger probability of being
biased towards the extreme of best evaluationsewdatl evaluations are assigned a larger probabiflity
being biased towards the extreme of worst evaloatiBut with absolute extremes flatter densities ar
generated, which result in more homogeneous vedbrobabilities of being the best, while in the
second case the reduction in the range of thegmian distributions increases the effect of small
differences in the evaluations.

After computing the probabilities of being the mmeéd option of each evaluator, it is easy to combi
them into a unique measure of global preferencea to do that consists of treating these prohizdsli
as conditional on the choice of the respectiveuatar and computing the total probability of prefese
by adding the products of these conditional prolisds by the probabilities of choice of each ewdbr.
The difficulty in this approach is to determine giaal probabilities of each evaluator being chosen.

Another strategy to combine the probabilistic prefee is in terms of joint preference. The
probabilities of attaining the first position inre@plication can be combined into global measurebowui
the need of assigning weights to the evaluator§ef®@nt joint probabilities may be employed, degdagd
on the point of view adopted.

Two different points of view may be characterizeddarms of choice between an extremely optimistic
and an extremely pessimistic position. The optimiapproach consists of considering the choice dy n
more than one evaluator satisfactory. All evalumtare taken into account, but the joint probability
computed is that at least one of them prefers pitierm. The composition employs the connective ‘@n
the opposite end, the pessimistic preference gmesptions that satisfy every evaluator. The cotivec
is ‘and’. The joint probability computed is that mfaximizing simultaneously the preferences of ladl t
evaluators. The terms optimistic and pessimistie malated to the idea of confiding that the most
favorable or the less favorable evaluator, respelsti will prevail.

The illustration bellow summarizes the probabitigirocedure.

This agcounts_ f_or subjective I(\;vn?p;:?en;posmon points of view arg
Imprecision...
N R
Decision Transform
Determine makers initial Compute the Combine
options and evaluate evaluations Complete probabilities the
gather a set the list of into location modelling the of being the individual
of decision options by parameters of distributions. preferred preferences
makers. assigning probability option by into global
preference distributions. each preference.
values. evaluator.
— /e J

... in terms of joint

This can be done by the use
preference

of a Likert scale...

4 Comparison of Model Assumptions

Two small examples are discussed in this sectioantmghten the differences between the probatilisti
composition with triangular distributions with fidebounds and with bounds depending on the range of
observed values.

The values assigned to three opti@s O, and O; by three evaluator€;, C, andC; are given in
Table 1. For eachandj from 1 to 3, let us denote I8} the random variable associated to the evaluation
of G; by C;. It may be there important to notice that thetfesaluator has evaluated, @s very good,
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what corresponds to assign@g, a mode of 9 and £as very bad (mode 1 f@@,,), while the other two
evaluators, who are responsible for the globalguesfce for @ evaluate this option as good,§ andCs,
with mode7). One of them evaluates, @s regular (mode d,; equal to 5) and the other evaluates it as
very bad (mode o€3; equal to 1)0O; is evaluated as very bad By andC; but is better evaluated Iy,
thanO;.

Assuming the observed values as the modes of indepé triangular distributions with extremes at 0
and 10, the probability of the first option beirig thest for the first evaluator@}>C,; andC;,>Cs,] is
the probability that a random variable with a tgafar distribution of mode 9 and extremes 0 and 10
presents a value larger than that of two otherpaddent triangular random variables both with entre
0 and 10 and mode 1. The probability®fbeing preferred b, will be P[C,;>C; andC,,>C3,] and the
probability ofO; being preferred bg; will be P[C,;>C;; andC,;>C3q], both give by the probability of a
random variable with a triangular distribution obde 1 and extremes 0 and 10 presenting a valuerlarg
than that of two other independent triangular rand@riables both with extremes 0 and 10, the ¥iigh
mode 9 and the other with mode 1. Analogouslylierdther two evaluators.

Making the computations, these probabilities ohbgireferred by each evaluator are the valuesen th
second, third and fourth columns of Table 2. Noti# theses values add to 1.

The scores derived from the pessimistic and froenajbtimistic approaches, are shown in the two last
columns. By the pessimistic approach, the globalguence byD; is the product of the probabilities of it
being preferred by each evaluator, i. e,

P[C11>C51 andCy>Cyy] « P[C12>C5, andCy5>Cyy] + P[C13>Cyz andCyz>Cayl. 1)

Numerically, 0.680 0.183.0.331 = 0.041. Proceeding analogously@randOs, the two last values
of the fifth column are obtained.

By the optimistic approach, the global score offgnence forO, is the probability of being preferred
by at least one of the evaluators,

1-(1-PLC1>C5andCy1>Cy] )«(1-P[C12>CrandCy5>Cyyl+(1-P[C15>Cozand Cy5>Cay). 2

Numerically, 1-(1-0.680)*(1-0.183)*(1-0.331)=0.8Zbhe two last values of the last column of Table
2 analogously give the optimistic scores @randOs.

The discordance between the optimistic and theimpésts: vectors of scores reveals the difficulty of
the choice. The pessimistic approach gives a heawjgortance to the fact that two evaluators pré&er
against only one preferring;OThe optimistic approach disagrees. Based on ithiegbility of preference
by at least one evaluator, it gives higher imparéato the influence of the inner differences witthe
vectors of individual evaluations.

But this will happen only if the extremes are fixad0 and 10. If we apply the rule of setting the
extremes of the distribution of each evaluator aistance of 1 from the highest and lowest of such
evaluator initial evaluations, the probabilitiespyéference are those in Table 3. There, it is sefnal
preference for § whether an optimistic or a pessimist approacdpted. This happens because, as the
possibility of the two last evaluators considerarg option as very good is not taken into accounsirt
classification of good for s enough to place this option in an effectivedyyvgood standing.

Table 1. Evaluations of 3 Options by 3 Evaluators.

G ) G
O, 9 1 5
(O 1 7 7
O3 1 3 1
Table 2. Probabilistic Composition — Fix Bounds.
C G C; pessimistic optimistic
O, 0.680 0.183 0.331 0.041 0.825
O, 0.160 0.564 0.507 0.046 0.819

O 0.160 0.253 0.162 0.007 0.474
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Table 3. Probabilistic Composition — Adjusted Bounds.

C G C; pessimistic optimistic
O, 0.680 0.150 0.324 0.049 0.830
O, 0.160 0.621 0.550 0.056 0.861
O3 0.160 0.230 0.126 0.005 0.445

The same inversion occurs if a Likert scale of ;mois applied with more distant extremes 0 and 6,
for the case of fixed extremes. The results afeaioles 4 and 5.

Table 4. Probabilistic Composition — Values from 1 to Beunds at 0 and 6.

C G C; pessimistic optimistic
(o)) 0.637 0.201 0.337 0.043 0.808
O, 0.181 0.531 0.482 0.046 0.801
O3 0.181 0.268 0.181 0.009 0.509

Table 5. Probabilistic Composition — Values from 1 to Beunds at 1 from Observed.

C G C; pessimistic optimistic
O, 0.637 0.175 0.334 0.037 0.801
0O, 0.181 0.573 0.515 0.053 0.830
O 0.181 0.252 0.152 0.007 0.480

The second example has eight options for eightsaetimakers. To make it more realistic, consider
the hospital admission problem with a health ca@nt with different specialties called to choose
among possible courses of action to treat a patighta head injury. Options and evaluators atedis
below.

O;: Intensive care unit immediate admission

O,: Immediate admission, preferably in intensive aari
O3 Immediate admission, not in an intensive car¢ uni
O, Admission depending on immediate clinical tests
Os: Admission depending on clinical tests, not imrageli
Oes: Admission denied, immediate clinical tests reqegs
O;: Admission denied, long run clinical tests reqgadst
Og: Admission and tests discarded

C,: General practitioner

C.: Neurologist

Cs: Nurse

C,4: Physiotherapist

Cs: Psychiatrist

Cs: Psychologist

C;: Social Worker

Cg: Stretcher Bearer
Suppose the initial evaluations are those in Téble
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Table 6. Evaluations of 8 Options by 8 Evaluators.
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The problem is effectively difficult as evaluatd@sg C;, Cs and G strongly disagree of evaluators,C
C4, C;and G. It is also important to notice that @d G, who belong to this second group of evaluators,
strongly favor options ©®and @, while the other evaluators show less definitdquences. Besides, in
the first group two evaluators,s@nd G refrain from evaluating any option as very goodjlevin the
second group only one evaluator does not clasaifyomtion as very good. At the lower end, many ywer
bad’ options are always found.

An alternative not explored here due to the difficwof valuing decision makers would consist on
applying an additive rule. In that case, with otheout probabilistic transformations, any weightitat
does not give the highest weights to evaluatgrard G will result in a higher global score for,O

The probabilistic composition, notwithstanding, g&ets, like in the previous example, different hssu
as the optimistic or the pessimistic approachkenaThe same happens as we take the Likert st@le o
points (Table 7) or that of 5 points (Table 8), wbarresponds, as was already pointed out, tcsjustten
or enlarge distances to the frontier.

The inversion will not happen if the higher extreiseset at 8, in the case of the Likert scale okni
points, for those evaluators who do not find aniiarpvery good (Table 9), or, in the scale of 5ntsi is
set at 5 for those evaluators with a highest eviainaf 4 (Table 10). In that case, will prevaietbhoice
of option Q.

Thus, the probabilistic composition with fixed exres will be the only method calling attention to
O,. Although G would be the option taken by more evaluators, ttedéepence for this option by,Gnd
the evaluation of g who classifies it as good and classifiesa® very good, implying an even higher
evaluation of the severity of the injury, provideosig basis to ask for a clarification of theseegptthat
may result in important changes in the case fortimra

Table 7. Probabilistic Composition of 8 evaluators — 9 peinFix Bounds

C G C; C, Cs Cs (o Cs pessimistic optimistic
O; 0.070 0.117 0.082 0.212 0.089 0.087 0.208 0.384 0.000000087 0.76
O, 0.070 0.199 0.082 0.212 0.089 0.087 0.372 0.217 0.00000015 0.78
O; 0.101 0.061 0.082 0.212 0.089 0.087 0.063 0.067 0.0000000035 0.56
O, 0.101 0.362 0.108 0.085 0.089 0.087 0.083 0.067 0.000000014 0.67
Os 0.101 0.080 0.108 0.085 0.089 0.087 0.083 0.067 0.0000000032 0.52
Os 0.174 0.061 0.159 0.065 0.174 0.169 0.063 0.067 0.000000018 0.63
O; 0.331 0.061 0.270 0.065 0.292 0.284 0.063 0.067 0.00000012 0.81
Og 0.053 0.061 0.108 0.065 0.089 0.115 0.063 0.067 0.000000000970.48
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Table 8. Probabilistic Composition of 8 Evaluators — 5iei- Fix Bounds.

C G G C, Cs Cs C; Cs pessimistic optimistic
O; 0.079 0.123 0.088 0.199 0.095 0.092 0.199 0.337 0.000000099 0.74
O, 0.079 0.191 0.088 0.199 0.095 0.092 0.326 0.208 0.00000016 0.76
O; 0.108 0.070 0.088 0.199 0.095 0.092 0.073 0.076 0.0000000064 0.57
O, 0.108 0.317 0.113 0.093 0.095 0.092 0.093 0.076 0.000000022 0.66
Os 0.108 0.089 0.113 0.093 0.095 0.092 0.093 0.076 0.0000000062 0.55
Os 0.169 0.070 0.157 0.073 0.170 0.165 0.073 0.076 0.000000021 0.64
O, 0.287 0.070 0.242 0.073 0.261 0.254 0.073 0.076 0.00000013 0.78
Og 0.062 0.070 0.113 0.073 0.095 0.119 0.073 0.076 0.0000000022 0.51

Table 9. Probabilistic Composition of 8 Evaluators — 9riei- Adjusted Bounds.

G & G

C, Cs

Cs G

Cs

pessimistic  optimistic

0.070 0.117 0.066
0.070 0.199 0.066
0.101 0.061 0.066
0.101 0.362 0.095
0.101 0.080 0.095
0.174 0.061 0.168
0.331 0.061 0.351
0.053 0.061 0.095

0.249
0.249
0.249
0.062
0.062
0.043
0.043
0.043

0.073
0.073
0.073
0.073
0.073
0.187
0.377
0.073

0
0
0
0
0
0
0
0

.070
.070
.070
.070
.070
.180
.268
.102

0.208 0.384
0.372 0.217
0.063 0.067
0.083 0.067
0.083 0.067
0.063 0.067
0.063 0.067
0.063 0.067

0.000000054 0.76
0.000000093 0.78
0.0000000022 0.55
0.0000000060 0.64
0.0000000013 0.48
0.000000011 0.64
0.00000018 0.87
0.0000000004 0.44

Table 10. Probabilistic Composition of 8 evaluators — 5 BoinAdjusted Bounds.

C G G C, Cs Cs (o Cs pessimistic optimistic
O; 0.079 0.123 0.076 0.226 0.083 0.080 0.199 0.337 0.00000007474 O.
O, 0.079 0.191 0.076 0.226 0.083 0.080 0.326 0.208 0.00000012 6 0.7
O; 0.108 0.070 0.076 0.226 0.083 0.080 0.073 0.076 0.0000000@18B7
O, 0.108 0.317 0.104 0.077 0.083 0.080 0.093 0.076 0.00000001364 O.
Os 0.108 0.089 0.104 0.077 0.083 0.080 0.093 0.076 0.0000000@B62
Os 0.169 0.070 0.165 0.056 0.181 0.175 0.073 0.076 0.00000001965 O.
O, 0.287 0.070 0.297 0.056 0.320 0.312 0.073 0.076 0.00000018 2 0.8
Og 0.062 0.070 0.104 0.056 0.083 0.111 0.073 0.076 0.0000000@138

5 Conclusion

The cases studied here enlighten the advantagéheinchoice considering multiple criteria, of
evaluating the options in terms of probabilities bing preferred and of using as bounds for the
probability distributions the most extreme possidéies.

The probabilistic composition, whenever it bases #tores on the comparison of probability
distributions with such bounds take all these dis¢s into account in a sound basis given by the
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probabilistic distances to the frontiers. It can dieserved in the two examples that the heavies tail

induced by taking into account the possibility @flues more definite than those observed place the
measurements in more reliable scales. It can aseelen how the transformation into probabilities of

preference accentuates the distances between thepmaierable options, bringing to evidence options
preferred by a small number of evaluators.

It could finally be illustrated the advantage ofsimg the decision on comparing the results of an
optimistic and a pessimistic approach to the coitiposof probabilities of being ranked first of alling
for tracking the effect of extreme evaluations e evaluators.
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Abstract: Brazil has progressed in the areas of carbon emisgjreen energy and biodiversity
protection. This study includes all of these vagalin order to create a procedure to help decision
makers set priorities for transportation infrastmue in Brazil. Multi-criteria and other qualitative
methods available in the academic literature weseduto create the procedure. The case study
presented shows a real life situation of the BrazilGovernment Agency choosing priorities for
transportation infrastructure.

Keywords: Multi-criteria  methods; TOPSIS; AHP; Cross-Impact thosl; Transportation
infrastructure; Qualitative analysis.

1 Introduction

Transportation systems are an important agent sthsable economic development. They involve: (a)
planning a cost-sustainable passenger and freighsportation matrix, not only by lowering opergtin
costs, and tariffs but also by improving the qyadihd flexibility of the service; (b) energy eféacy and
reduced environmental impact; (c) functionality @odess to network connections such as ports,r&srpo
roads, railways, waterways, and pipeline termin@$ swift inspection procedures for freight sttu
documentation, and safety compliance at transfeilittas, with up-to-date contingency plans; (e)
availability of energy, communications, and trackiservices (infostructure); and (f) regulatory
frameworks to align the transportation supply irchenging world with survival-sustainability-ethics
goals (Silva, 2008).

Although transportation impact analysis has preslpbeen restricted to local sound, visual and
direct-action pollution (Banister, 2002), nowadagsalysis must be broad and universal, taking in to
account aggression from acid rain, greenhouse gasesrenewable fuels, the preservation of natural
habitats and biodiversity, and other factors refato human health and well-being. Facing thesgests)
we present a procedure that can serve as an effdobl to support policy and decision-makers igirth
analyses and priority allocation as they make dhaassto improve transportation infrastructure petger

The main results are presented based on a casg ainducted with support and a grant from the
Brazilian government transportation authoritiesctsa case study validated this tool in a real sidna A
brief methodological review shows traditional appriees based on Delphi and Cross-Impact (Cl)
qualitative forecasting methods, associated witlP$C3 and AHP multicriteria methods. It is important
to note the high awareness of the researchers raxplthe issues related to the ecosystem, an impbrt
matter in the 21st century. Finally, some recomraginds are made for the future development of the
decision-analysis support tool and its applicatiorBrazil's concerns in transportation system césic
(Godet, 2001).
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2 Review of the methodological approaches in desmn-making

For the past 30 years, researchers in decisionngdidave faced the challenge of transforming qualéa
externalities into quantitative data. This concéas produced creative methods classified as Multi-
Criteria Decision Making (MCDM) (Fishburn and Lalal 1999). This review starts with Goal
Programming (Charnes and Cooper, 1961), based opri{ans (1951), regarding the efficiency vector
used in Multi-Objective Mathematical Programmind.HETRE | (Benayoun et al., 1966) followed, in
five successive versions. Lee (1972), Ignizio ()9R&eney and Raiffa (1976) presented new proppsals
Saaty (1980) produced the Analytic Hierarchy Pred@¢1P), based on pair-by-pair evaluation of créer
and application of the evaluated options througéraction with stakeholders. Lootsma (1993) progdose
the Multiplicative AHP, a variation in which theatrsposition of a verbal scale to numerical valused

in AHP) was replaced by numerical values on a genoad progression with a progression factor of 2.
Hwang et al. (1981) presented the Technique foreOféreference by Similarity to Ideal Solution
(TOPSIS), in whichm alternatives are evaluated hypriority-assessment attributes determined by an
indicator derived from the combination between agjnation to an ideal (positive) situation and
removal from a non-ideal (negative) situation. Timethod was enhanced by Yoon (1987) and Hwang
and Liu (1993). PROMETHEE | (Brans, 1982), similarthe 1960s ELECTRE, was developed through
versions |, II, lll, IV, etc. AHP and PROMETHEE d#re similar in that they both work with pairs of
criteria, in which the importance of one over thkeo is defined in relation to a given alternatiVeey
differ, however, in the scale employed, with AHRedhg greater flexibility (Behzadian et al., 2010)
VIKOR (Opricovic and Tzeng, 2007) is similar to TOIS; both evaluate alternatives in terms of distanc
between ideal and non-ideal values. One differdyeteveen the two is the normalization of the main
matrices: TOPSIS employs vector normalization; VEKQinear normalization. One vulnerability of
TOPSIS is the potential for error present in thgeda weightings. In attempts to neutralize this,
Saghafian and Hejazi (2005) use triangular fuzaylmers to minimize distortions in attributing values
criteria. Other studies are Janic and Reggiani Z208valuating hub airports; Seb al (2006), regarding
traffic signal control investments; and Liang (2D0&pplying fuzzy logic to a production/transpadat
problem.

The AHP and TOPSIS have been applied jointly. \femie use fuzzy logic, some with AHP and
others with TOPSIS. Tzeng et al.(2005) evaluateerradtive fuels for buses in public transportation,
comparing a high number of alternatives with otiggplications. The results of using the Delphi ahtPA
methods were treated statistically to obtain mealnes. Finally, they applied TOPSIS on the basis of
values obtained by experts. The VIKOR method was alsed to validate the results. Onit and Soner
(2007) conducted a study to choose appropriate &itesolid waste disposal, using the AHP to deileem
weightings to apply to the TOPSIS matrix of initiedaluations defined by triangular fuzzy numbers.
Isiklar and Buyukdzkan (2007) used both approadhefioosing alternatives among mobile telephones.
Gumus (2008) used AHP and TOPSIS for selectingrdams cargo transport firms, drawing on experts
and using the Delphi method. I¢ and Yurdakul (208gplied the methods jointly to priority-setting in
choosing machining centers. Lin et al. (2008) cateld a theoretical study of palmtop design to suit
consumer needs. Wet al. (2008) presented an application of AHP with TOP& Sriority-setting in
choosing the best alternative insurance sold bkdabther studies - including Tsaur et al. (20@R),
evaluating airlines; Chen and Tzeng (2004), onwatalg countries for conducting international besis
Yang et al. (2007), on allocating personnel to paidn lines; and Sheu (2008), on managing global
supply chains — show that combining AHP and TOHSkppropriate when subjective aspects need to be
transformed into numerical references for consistealuation.

Delphi and Cross-Impact (Cl) methods are among rimre traditional qualitative forecasting
approaches (Gordon, 1994). Scapolo and Miles (2066)he Delphi and Cl methods to evaluate the use
of advanced telematics technology and its impadtaffic in European cities. Delphi is an importamol
for initially extracting expert knowledge and expece in order to subsequently apply Cl analysis. |
addition to comparing methods, the intention ig$certain how they can work toward a common goal.
The Search method of Sapio (1995) extends thessicta making use of probabilities to analyze the
impacts on the future market for an Italian firrégematics services. Cl is confirmed as a basit itoo
scenario-drawing procedures and assisting decisiaking (Schlange and Juttner, 1997); in many cases,
more than one method is used both for generatiegas®ms and for multicriteria evaluation (Godet,
2001).
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3 Procedure

The proposed procedure, applied by a team ofrégearchers under supervision of the author, visllo
the 7 stages shown in Figure 1. Given thateScription is useful for steering the decisionking
process, recognizing the normative imperativedialimitations imposed by the decision-makerslsskil
(Silva, 2008), it uses methods grounded in preSedpmodels, which are also used in diverse
experiments and reported in highly credible jousndbr application in the transportation planning
environment. This offers a breadth of analysis catipe with the regional dimensions and
characteristics of the subject, such as the curmemerative of environmental sustainability and
socioeconomic return on investments. Its key chargstic is the level of interaction with the prebi
environment. Accordingly, starting from the primanyestigation, it goes on to extract knowledgenfro
various sources and, on the basis of various staftefs' expertise, to bring expectation and visigo
convergence. The project's set of priorities &ee results obtained by the proposed procedure whose
impacts or influences appear in the selection ofsiten criteria.

The use of Delphi method (Scapolo and Miles, 20@@)owed by the simplicity and mathematical
objectivity of TOPSIS (Hwang and Yoon, 1981), réisgl in a hierarchized list of projects. It perniite
qualitative cross-evaluation properties of AHP ($ad4980) to be applied to a small number of
possibilities/projects.

The Cross Impact method applied by Schlange andelifl997) plays an important role in the final
stage of the research. Its use permits the fomgatif the final report, analyzing the influencesooie
criteria by others, for each project. In additidgmrovides mapping and regional analyses of tlugegts.

It also allows the explanation, confirmation or eveordering of the project implementation listace
the decision priority rules are the main guides anel connected since their formulation as strategic
objectives of the main decision-maker (in thissgdbe Government Agencies).

[ Executive and other powers ]

\ [ Stakeholders, Civil Society ]
Strategic Planning /
1 Actions ofState (Premises and Initial list of
' projects) Questionnaires,
interviews, debates,

forums.

List of ordered projects
2. DELPHI and selection and weighting

main decision criteria Treatment of
data gathered b

Ordering and definition of | TOPSE

3. TOPSIS prioritary projects
. . Partial execution of
Definition of criteria AHP algorithm
4. Indiv. + AHP weightings by project of all
types
— — Calculation of
Definition of criteria mean weightings
5. Mean + AHP weightings by project for eachgrour
group type
TOPSIS with AHP r
data on criteri
weighting: Application 6. AHP + TOPSIS
Evaluation of results JL
and cross-impacts, a
final proposals Final Report 7. Evaluation and proposals

Fig.1: Multi-criteria analysis procedure in seven stepayfstrategic decision to final report
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The use of Delphi was essential to eliciting kredlge from experts and other stakeholders in doder
select the projects to be evaluated with priorifiesposals. At the end of the procedure the Cirogsict
Method allowed a qualitative interpretation antidation of the results obtained with AHP+TOPSIS.

The combined use of AHP and TOPSIS permited to gmme features of both methods, ie, the
qualitative analysis from AHP criteria pair-wisetlvithe TOPSIS calculation easiness. The weakness of
AHP was compensated by the strength of TOPSIS wdtihehis one has no eigenvector calculation based
on a logical algorithm. For a large number of alggives AHP is not recommended due to number of
comparisons (n(n-1)/2). Saaty (2006) suggests aaimum of seven elements per array. To analyse
seven criteria and 25 projects were needed 21%®db@omparisons. On the other hand TOPSIS
demands simple calculation even facing a large mundf projects. So, if you calculate the main
eigenvector with AHP for 7 criterias no more thah @mparisons are necessary and it is possible to
submit it to TOPSIS for evaluate and replicata farge number of projects. The overall calculati@s
possible using Expert Choice software and a sipeafplication in MS-Excel. In the first stage,teta
action, policy decisions are made regarding thentrgls transportation infrastructure needs and
environmental constraints. Under pressure fromipudginion, businesses, the legislative branchjera
unions and professional associations, environmeagahcies and other stakeholders, the government
departments and agencies define the guidelinespffieparing a strategic plan, listing main project
investments and elaborating on an initial list ajjpcts.

In the second stage, DELPHI, the technical teanmspland executes the stakeholder knowledge
extraction and analysis, working within the goveeminguidelines and project investment premisesy The
carefully define the composition of the set of segvattributes or criteria and their weightingsr fo
ordering and selecting the projects and prioriteebe associated with the actual list of projebisthis
stage, study preconditions regarding governmeategic objectives have already been consolidated. T
results from Delphi were adjusted by the stakehrsldafter three rounds in order to reach an acbépta
level of consensus under the criteria weightings jariorities allocated in the initial list of pegts. The
third stage, classic TOPSIS, entails executingniethod's algorithm and assigning priorities to the
alternatives (projects) by using a single tablewafightings for the chosen criteria obtained in the
DELPHI stage. Application of TOPSIS shown in Eqoatil returned the priority coefficiengs defined
as the ratio of the negative deviatign to the sum of the deviation&{ + A"), whereA™ is the deviation
in relation to the least ideal situation (the warstan in the project/criterion correlation) and is the
deviation in relation to the best project/criteri@bationship. The smaller th& , the more favorable the
evaluation; and vice versa fay' .

Iy Q)

TS}

At this point, after careful analysis, researchmesdefine a plan to cut the list of prioritizedjarcts.
The goal is to reduce the number of projects tevaduated in the next step. The size and typeadlpm
those requiring the application of this proceduwethe ranking list of projects for its executiorear
particularly important given the practical limitatis of the next stage.

In outlining the plan for cutting projects, all 8% of projects by region of the country must be
represented. In the case of Brazil, consideringcti@inental dimensions, evaluation needs varythyrea
In any case, the current stage generates an auftfha first list of projects, ranked from highéstowest
priority.

In the fourth stage, partial AHP, these projectsearaluated by project for the degree of importasfce
one criterion over another, on the basis of theemizal scale of the table of Saaty (1980), at whiote
the inverse ratio is also established. When theedegf importance of one criterion over another is
defined, with degrees ranging from 1 (equal impwéd to 9 (absolute greater importance), with
intermediate values of 2, 4, 6 and 8, the invee® ris automatically established. In summary, an
appropriate analysis with AHP provides each projatit a specific criteria weighting table.

The fifth stage, mean AHP, considers the resultshef previous stage, associating the individual
weightings with transportation project type (roaal), water, etc.) per area or country region (ecbj
groups). The arithmetic means of the project graugightings are calculated, and the standards
deviations allows validation of the results. Thepam of this stage is a table of criteria weighsrigr
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project type categories per region, or mode typmugs (road, rail, water, bridge or viaduct, rail or
highway bypass, for instance).

In the sixth stage, a combination of AHP and TORSISPSIS is reapplied, with the weightings by
group of projects obtained in the fifth stageom the initial list, the entire project is reorelé, and this
table of weights made with reference to the fipgtlecation of TOPSIS. This generates the secongutut
of this stage, which is the end result to be evellign the next stage in order to compose a fiepbrt
listing priorities for implementation.

In the seventh stage, evaluation and proposalgutpits are analyzed, comparing the classic TOPSIS
with the combination of TOPSIS and AHP. The projectkings are then compared with the individual
and mean weightings, and the results are validaggdross-Impact and supplementary mapping.

Finally, the report is drafted, containing the pyepd set of considerations for the final decisiaken
at the government level, in view of execution gtiorThe reasoning is based on impacts, regionatine
focuses, and project preconditions or premiseddbgeghe resulting configuration of the transpaotat
network and its significance in production, constioipand other mappings. It also takes land use int
consideration as an intended future goal of stiaiglgnning.

4 Case Study

This case study involved hierarchizing Braziliaansportation infrastructure projects at a decision-
making cross-sectional point (Silva, 2008). Its m@iirpose was to validate the procedure for genesel

in this type of decision-making. The scope of thebpem corresponds to a country with a populatibn o
200 million, an area of 8.5 million square kilonmsteone of the world's ten largest GDPs (though
simultaneously facing social and environmental d@igf@s) and a transportation matrix in which higtyw
flows truly predominate (ROAD = 58 %, PNLT (20078 Application of the International Standard
ISO 26000 (2010) comprises part of the planningretb offer modal waterway and railway alternasive
and effective modal transfer, in order to reduce, @@issions, domestic costs and the “Brazil Cost”
while also preserving natural habitats and biodiigrin light of that, investments scheduled until 2023
are directed toward achieving balance in the trarigfon matrix (ROAD=33%, RAIL=32%,
WATER=29 %, PIPELINE=5%, AIR=1%), according to PN(Z007, p.8). Cconsidering the gDKU
emission data of transportation modes in Tabled the current cargo transportation production ef th
order of 1.028 trillion TKU, there will be a redian of the order of 55 million metric tons.

Table 1.CO, emission/TKU by mode of transport

Mode CO,/TKU, in g.
Highway 164
Railway 48,1

Inland waterway 33,4

Source: EHG-Port of Ennshafen, Austria (Fialho,®01

Application of the procedure for validation purpssentailed initially conducting semi-structured
interviews with 53 stakeholders selected from ammagagers of transportation enterprises of theréde
government agency responsible for executing tramatian projects; leaders of transportation aneifypr
trade sector professional associations; technicéamsleaders of regulatory agencies and highway and
waterway research institutes, in order to define $tudy preconditions. For this initial stage, the
researchers tried to have a very representativepgod government departments and agencies and other
significant stakeholder groups. With this same pegy three types of questionnaires were developed
(Silva, 2008) and put to well-selected responderitke three questionnaires requests, respectiv@)y:
transport projects priorities; (i) which criter@uld be used to evaluate priorities; and (iilirfg an
AHP matrix pair-wise comparison between select@@ria. The results had been ranked by priorityi- o
the basis of mean weights of the decision criteaad by transportation mode groups (simplifiedha
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case study from project groups per country regiagdinst previous results, such as those from the
TOPSIS stage.

Table 2 shows the criteria and their meanings, whasights displayed the greatest significance both
statistically and in meeting the project precomdis, and the expectations and needs expresseceby th
stakeholders.

Table 2. Decision criteria

Criteria Interpretation Weighting
Intermodal connection Degree of contribution toaleping connectivity and
multimodality 0.30
Measure of influence on creation of direct andrect
Job creation employment in regions affected 0.15
Social well-being Effect in fostering benefits, faularly in education, health,
safety and mobility 0.10
Environmental impact Interferences in the environtnboth adverse and beneficial
0.15
Recovery of environmental  Environmental quality gains, in other locationsuléing
liabilities from project execution 0.10
Level of fund disbursement for execution in relatto
Costs and benefits resulting possible benefits 0.10
Execution timeframe Time elapsed between needualhdse and enjoyment of
benefits 0.10

The TOPSIS application returned 0.68 as the bdekeviar the priority coefficient and 0.13 as the
lowest, corresponding to the B@roject. This limit was applied in this study bese, from there on,
values below of 0.50 were considered of little #igance.

In the fourth stage of the procedure, of these fepts with significant priority values - thosetkwi
values ofp from 0.50 and up - a set of 25 projects was amokethis set, responses to a pair-by-pair
comparison of the criteria, by project, obeyed thble of Saaty (1980), which considers 0.10 as
maximum acceptable ratio of inconsistency. Thaiboratoved an excellent yardstick for performing
sensitivity analyses to obtain a solution with anegptable consistency ratio.

TOPSIS was then reapplied with the weightings péereoon and mode-group obtained by partial
application of AHP. The result was coefficients between 0.51 and 0.34. The subsecugpitcation of
the outputs from partial AHP execution to projectade it possible to correct trends introduced lgy th
informal criteria adjustments initially used in th&assic TOPSIS. Criteria weightings from the dlass
TOPSIS and the combination of TOPSIS and AHP angpared in Table 3.

Table 3.Classic TOPSIS and TOPSIS+AHP criteria weightingsgared

TOPSIS+AHP criteria weightings

Criteria TOPSIS*
Road Rail Water Ports Bypass
Intermodal connection 0.30 0.18 0.20 0.20 0.22 0.21
Job creation 0.15 0.12 0.10 0.10 0.11 0.11
Social well-being 0.10 0.13 0.08 0.07 0.08 0.08
Environmental impact 0.15 0.21 0.18 0.24 0.23 0.22
. 0.10 0.19 0.26 0.26 0.19 0.21
Recovery of environmental losses
Costs and benefits 0.10 0.06 0.10 0.04 0.07 0.08
Execution time frame 0.10 0.11 0.08 0.09 0.10 0.09

* one criterion weighting for all modes
1Bypass or Contour projects
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5 Discussion

This pilot case study sought to validate the pracedby allying the precision of AHP with the dineess

of TOPSIS. Thence came the proposal to group pojfcsimilar type and obtain mean weightings by
criteria derived from AHP for project or transpadidta mode groups. The grouped results for the 25
projects revealed major differences regarding aitesuch as inter-modal connection (which had much
greater influence in the classical TOPSIS) and tthe direct environmental criteria, whose values
denoted significant changes in the weightings (@&oabove).

Table 4 compares the project rankings (ord.) byrfiyi as obtained from the classic TOPSIS (
TOPSIS), and by TOPSIS+AHP, inputting the mearedatweightings by group of projects Kean).
This analysis in the case study indicates that dlienclassic TOPSIS may be a reasonably adequate
decision analysis tool in certain situations (fostance, where it is difficult to engage analystd a
stakeholders in detailed work). This seemed a redde option since the 25 best projects - as rabked
the classical TOPSIS - figure among the projecth tie highest priority rankings resulted from fimal
stage of the procedure.

Table 4. Comparison of rankings of projects

(0] @ Mean

Project Topsis _Pos. TOPSIS+AHP Pos.
Ferronorte railway: construction Alto Araguaia-Rondpolis
Sections 0,68 1 0,50 7
S&o Paulo ring railway: north section 0,68 2 0,55 2
Rio de Janeiro ring road, including BR-101 road 0,64 3 0,57 1
Tucurui, PA locks 0,64 4 0,52 4
Santos road acess to port, right and left banks 4065 0,54 3
BR-163 road, Guarantd do Norte, MT - Rurdpolis/Sa&mar PA
section 0,63 6 0,47 10
Port of Sdo Francisco do Sul, SC, berth constructam
refurbishment 0,63 7 0,52
Port of Vila do Conde-PA, expansion 0,63 8 0,50
S&o Paulo ring road: south section 0,61 9 0,50
Porto of Itaqui, MA - dredging, expansion, refutbigent 0,59 10 0,33 25
Norte-Sul railway, Tocantins 0,59 11 0,42 15
Rail branch line: section Estreito-Balsas 0,5712 0,44 13
Parana-Paraguai waterway: dredging and rock removal 0,55 13 0,44 12
Port of Itaguai,RJ: dredging 0,55 14 0,43 14
BR-101/ES road, including Vitéria bypass 0,5515 0,36 22
Nova Transnordestina railway 0,55 16 0,39 20
Curitiba ring railway 0,54 17 0,61 6
BR-470 road expressway to port of de Itajai, SC 30,518 0,44 11
Porto of Suape, PE, road access 0,53 19 0,39 18
Porto of Paranagud, PR: construction and refurbishme 0,52 20 0,40 17
Camagari - Aratd, BA: ring railway 0,52 21 0,41 16
BR-230/ PA road, section Maraba, Altamira, Mediailén Rurépolis 0,52 22 0,39 19
BR-364/MT road: section Diamantino-C.N.dos Parecis 520, 23 0,35 24
BR-153/TO road: Section GO/TO -Divisa TO/PA 0,5224 0,35 23

Port of Santos, SP: dredging and rock removal 0,525 0,37 21
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From this pilot onwards, complementary analyse®vparformed and final decisions made by project
to a level of detail not present in this study cagss involved considering other data and assgsioss-
impacts and regional priorities. However, at timeetiof the pilot, the executive group of the Govegnin
Agency validated the final set ranking by TOPSIS+A&t forming a valuable basis for decision-making;
it came close to what was actually intended forcakien.

Complementary analysis is possible using Cl for@mgsmethod to obtain total cross impacts by
multiplying the impacts received by each criterigmssive influence) by the impacts produced on the
others (active influence) to produce the totaluefice. The Cl matrix obtained for one individuabpty
project, the Rio de Janeiro Metropolitan Ring-R¢Adcco Metropolitano do Rio de JanejrdMRJ), is
shown in Table 5. This project, representing fedenal state government investments of R$ 1.2 hillio
and currently in the final stage of execution, pdeg for a 145-km ring-road spanning 17 municipesit
and interconnecting the north and south stretclidighway BR-101 with BR-040 and BR-116, thus
diverting dense vehicle flow away from the urbaraaof Rio de Janeiro. In 2009, construction work
unearthed 22 archeological sites, causing a delayder for all the sites to be cataloged and émeains
preserved. (Only one of those sites has been niraéatathe material from the rest has been remowed t
museums.)

When the cross-impacts for the AMRJ project weralyaed, the cost-benefit criterion was noted to
exert great total influence, certainly reinforceg tivo factors: (a) the project's environmental ictpa
limited by preventive measures and (b) recuperagissociated with the environmental liability. Ireth
latter case, the adverse effects of heavy vehiaffid through the metropolitan zones of Rio deeiam
and Niter6i are substantially reduced. This benefitenvironmental gain” seemed to signal that the
project’'s overall environmental impact as assessedhe Environmental Impact Report might be
moderated by the perceived cross-impact. The edectitne frame criterion returned a significantatot
influence value, which can be corroborated by takyl observed in concluding and executing certain

civil works, due to a number of localized issuegareling biodiversity and environmental preservation
areas.

Table 5. Cross Impact matrix for evaluation of the AMRJ

Criteria A B C D E F G Active Total

influence influence

received

A o 3 2 2 2 3 3 15 165

B O o 3 2 1 3 1 10 120

C 1 1 O 1 2 1 1 7 105

D 1 2 2 0 3 3 3 14 154

E 3 1 3 2 0 2 1 12 168

F 3 3 3 1 3 0 3 16 240

G 3 2 2 3 3 3 O 16 192

Passive influence 11 12 15 11 14 15 12

A - Intermodal connection E - Recovery of envir@mtal losses
B - Job creation F - Cost and benefits

C - Social well-being G - Execution time frame

D - Environmental impacts

The Beltway Metropolitan Sdo Paulo (MRSP) is aeaf 177 km, divided into four sections: West,
South East and North. Two sections — the Westtl@®&outh — are currently in operation. The southe
stretch is the newest, opened in 2010 at a cof$& billion. It is a very important roadway to the
metropolitan region of S&o Paulo, the world's fodatrgest, with nearly 20 million inhabitants. Ttieg
road has high impact in the region because the isitiocated in the midst of large transportation
demanders such as the port of Santos, the industgimn of Campinas, SP, Vale do Paraiba (SP and R
and other developed regions with great DGP (Domé&&tdss Product).
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The cross-impact analysis of the MRSP shown inlel @bpresents partially similar results to those
obtained for the AMRJ; some points differ betwebenm. The average between active and passive
influences for the MRSP reached a value of 177ith & standard deviation of 23.4. In AMRJ, these
numbers were respectively 163.4 and 44.9. Thesebarsrevidence the uniformity in the exchange of
impacts identified in the MRSP. As with AMRJ, thest-benefit criterion was predominant despite great
resistance from environmental sectors - the soettian crosses the Billings dam region, the maitewa
reservoir for the population of Sdo Paulo and surding areas. The time spent in the constructiahef
stretch was also highlighted as a significant inhp@onsidering the amount of cargo that passestjtro
this area, another criterion highlighted is thesimodal connection. The southern stretch allows the
installation of large logistics parks, startingmtsifor the redistribution of cargo.

There is a balance between the impact causedebwahk and mitigating carbon dioxide in the urban

area of S&o Paulo, which remains high due to dthpacting factors such as industrial emission, aten
characteristics, and an excessive vehicles fleet.

Table 6. Cross Impact matrix for evaluation of the MRSP

Criteria A B C D E F G Active Total influence
influence received

A 0O 3 3 3 2 3 2 14 182
B 3 0 2 1 1 3 1 11 165
C 1 3 0 2 2 1 1 10 160
D 1 2 2 0 3 2 3 13 156
E 2 1 3 3 0 2 1 12 168
F 3 3 3 1 3 0 3 16 224
G 3 3 3 2 3 3 O 17 187
Passive influence 13 15 16 12 14 14 11

A - Intermodal connection E - Recovery of envir@mtal losses
B - Job creation F - Cost and benefits

C - Social well-being G - Execution time frame

D - Environmental impacts

6 Conclusion

The assertive methodological review and this totly confirmed the suitability of using Delphi, RH
and TOPSIS - and Cross-Impact — jointly. The céisdysresults indicate that the mixed multi-criteria
qualitative forecasting procedure is appropriate rfeeeting the challenge of selecting a space-time
sequence project set from a high number (over 4®0some cases) of alternatives. Some of the
applications mentioned in this article have gemgiaden limited to a small number of alternativesl a
technically-defined criteria. Meanwhile, the singtly of TOPSIS facilitates participatory planning
despite its defined weakness, which is its usehef same weighting scale for all options evaluated.
However, in its application to some projects, th@lf list could be neutralized by AHP pair-by-pair
comparative analysis of the criteria. It shouldoointed out that AHP procedure demands some egperti
and knowledge with a suitable consistency levagrotalling for extra adjustment and orientatiotilun
significant partial result enables the analysigitoceed. Mathematical resources such as trianfugay
number logic and multi-criteria approaches areaielit a step ahead for such evaluation. In theesthgt
uses AHP cross-evaluation of criteria importance pogject - resulting in the mean weightings -
PROMETHEE Il and VIKOR would be equally useful, pably with no final loss. As remarked before,
the main goal of the pilot was to validate the pdare. For this reason, and in addition to it,s&kection

of the 25 projects for the application of AHP andnmpact attributes was closely related to the targe
which was measuring the impact on the optimal s& sf not accurately differentiating the relative
importance of each pair in view of the study pretitons. This pilot did not examine the cross intgac
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for all projects in the chosen set. However, itpl@ation to some projects on the final list prodddhe
conclusion that the impacts (active and passivieientes) resulting from actions designed to make a
project or group of projects meet each criteriovgroand above the other criteria, permit an evadoat
unperceived in quantitative treatments by otherhods$. New proposals for developing the application
will be designed to make greater use of Cls asppat tool, not only in complete final list evaliaats

but rather from the first two stages of the procechnwards; for instance, focusing the criterizst@bn,

as originally proposed by formerly cited authors.

Brazil's transportation and development policieeady favor highly technologically-based
investments, which are expensive but greatly reduméronmental impacts. The desired balance in the
transportation matrix for 2023 is to be achieverbtigh a multimodal network in which inter-urban
circuits (with high-speed train components) wilteigrate with regional medium-speed networks in
connection with the (refurbished) existing netw@vkaca, 2011). In addition, gains resulting frohret
use of renewable fuels and green energy sourcébenihcreasingly present in the transportatiorpsup
not just for cargo, goods and valuables, but f@spager services as well. Already, the criterialdisthed
in this study permit an analysis suggesting thaatde investments in the cargo and passenger rail
transportation system would stimulate employmemiegation (job creation) and intermodal connections,
in urban centers as well. The environmental suahdlity of “green transportation projects” and mrci
sets planned for progress toward the desired aanafigpn of efficient cargo and passenger flows eith
redesigned land use model for Brazilian territamgcording to a suitable space-time schedule, can
determine the appropriateness of incurring highioragerm implementation costs which produce highly
worthwhile, long-term results for Brazil and theosgstem. These long-term results can only be
accomplished by enacting industrial, trade andcagitiral policies in support of broad-minded na#ibn
strategic goals and by pursuing ethical presemaifeenvironmental biodiversity.
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