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Abstract: By applying multi-view features of a 3D model 

as the whole feature descriptors to match the 3D model 

feature, this paper presents a modified 3D model retrieval 

algorithm which is based on the fusion of contour features 

and texture features of the model. After two-dimensional 

depth images of the 3D model are obtained under the 

different views of a spherical bounding box, the contour 

feature and the texture features of the model images are 

fused for realizing the constitute of the 3D model. The 

experiment results shown that the proposed method gains 

great improvement in retrieval speed and effective rate in 

comparison with other view-based 3D model retrieval 

methods. 
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1. Introduction 

At present, according to the difference of basic unit that 

constitute the 3D models, the 3D model retrieval methods 

are mainly classified into three categories: polygon model 

retrieval methods[1][8], point cloud 3D model retrieval 

methods[9] and voxel 3D model retrieval methods[10][13]. 

From the internet application point of view, the usage of 

polygon model is greater than the other two models 

mentioned earlier. More and more research in the subject 

of 3D model retrieval focus on polygon based method, and 

so do this research.  

 

For 3D polygon models, the retrieval methods are 

classified into four categories specifically: geometry-

based retrieval methods, statistical analysis-based 

retrieval methods, topology-based retrieval methods and 

view-based retrieval methods. In these fields, many 

researches had been investigated and developed in the 

past. The multi-view based 3D model retrieval methods 

show the promising, and is superior to other retrieval 

methods. Therefore, achieving view descriptor becomes 

an important part in the process of 3D model retrieval. 

Various descriptors such as Elevation descriptor (ED) [14], 

Light-field descriptor (LD) [1] and Spin Image Signatures 

Descriptor (SISD) [15] had been proposed. In the process 

of LD-based retrieval, in order to improve the robustness 

to rotation, translation and deformation, many different 

view models are joined together to collect light field 

information. Because of the increases of view models, the 

number of corresponding images increase sharply that 

lead to decline the retrieval speed. In consideration of the 

fact, in order to enhance the retrieval speed, in this paper, 

the number of observation points are reduced and the 

contour features are extracted in each view. Also, the 

information of image color and texture might loss during 

the process of extracting contour of the 3D model in the 

corresponding view. To compensate the loss information, 

the whole feature points of depth image is extracted in the 

corresponding view at the same time, then the two features 

in the same view are fused as the feature descriptor of the 

corresponding view. 

2. Model preprocessing 

For 3D models, the projection outcome is affected by 
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translation, rotation, scale and position. To extract the 

contour and texture features from 3d model projection 

images, the 3D model pre-processing is necessary to 

ensure the model invariant. Four steps are aligned with 

pre-processing to ensure the invariance. The first step: a 

model is placed at the origin of coordinate systems to 

ensure translation invariance. The second step: PCA is 

used to align models in a standard coordinate plane to 

ensure rotation invariance [13]. The third step: flipping 

transformation is needed to ensure position invariance. 

The fourth step: the model is normalized into a standard 

unit to ensure scale invariance. Therefore, the 

standardization process for constructing a whole 

coordinate model can be expressed as follows: 

 τ(𝐼) = 𝑆−1 ∙ 𝐹 ∙ 𝑅 ∙ (𝐼 − 𝑐) (1) 

Where S is the scaling coefficient, F is a reversal matrix 

in the form of diagonal matrix, 𝑅 is the rotation matrix 

obtained by PAC transformation, 𝐼 is the original model 

coordinate, 𝑐  is the coordinate origin. Figure 1 is the 

transform result of fish model by PCA. 

 

3. Mixed model descriptor  

The steps to build a mixed model descriptor are as 

follows: sphere is set as the bounding box and the center 

of the sphere is set as the origin of the coordinate, the 3D 

model is put in the center of the sphere, every observation 

point is set on the equatorial plane of the spherical surface 

every 45 degrees, in this way there are total 8 observation 

points on the equatorial plane, meanwhile the two poles of 

the spherical surface are selected as top and bottom 

observation points. the intersection of the spherical 

surface and the positive direction of the X axis is set as the 

initial position, these eight points are encoded respectively 

as ω1~ω8  by the counter-clockwise direction of the 

right-hand rule, ω0，ω9  represent respectively the top 

and bottom poles as shown in Figure 2. 

 

Figure 2 Sphere bounding box 

Firstly, the two-dimensional depth image of the model is 

obtained at the observation position ω𝑖 , thus the contour 

image and contour feature 𝐿𝑖 are able to be achieved, and 

at the meantime the texture feature 𝑇𝑖  is able to be 

obtained by extracting the feature of 2D depth image. 

Therefore, the whole feature of 3D model in this view can 

expressed by ω𝑖，𝐿𝑖，𝑇𝑖: 

 

𝐹 = ∑ 𝐹𝑖

9

𝑖=0

 

𝐹𝑖 = (𝜔𝑖 , 𝐿𝑖 , 𝑇𝑖) 

(2) 

where 𝐹𝑖  is the mixed model descriptor of the contour 

feature 𝐿𝑖 and the texture feature 𝑇𝑖  in the view ω𝑖, 𝐹 is 

the feature vector group that generated under different 

views. 

4. Feature extraction and feature 

description 

4.1 Feature extraction  

For 3D models, model placement and different 

topological changes can cause different self-occlusion 

problems, so the contour of the model from the projection 

is especially important in the view-based retrieval method. 

In order to obtain the accurate contour image of the model, 

an improved Canny operator is applied to extract the 

contour feature 𝐿𝑖 of the model and the surf operator is 

used to extract the texture feature 𝑇𝑖  of the model, then 

the two features are fused to obtain the whole feature of 

the model 𝐹𝑖. 

Figure 1  Transform result after PCA 
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The traditional Canny operator is more accurate in 

locating edges and is sensitive to noise. It is easy to detect 

the false edge and some distortion of the edge details. The 

problem is more prone to produce false edge while dealing 

with self-occlusion part of 3D model. Therefore, this 

paper presents a modified method for determining the 

magnitude of pixel gradient in the 8 pixel neighborhood 

by calculating the first order partial derivative of the X 

direction, the Y direction, the direction of the 135° and the 

45° direction. A finite difference method is applied to 

calculate the gradient in each direction. 

Partial derivative of X direction: 

 𝑃𝑥[𝑖, 𝑗] = 𝐼[𝑖 + 1, 𝑗] − 𝐼[𝑖 − 1, 𝑗])   (3) 

Partial derivative of Y direction: 

 𝑃𝑦[𝑖, 𝑗] = 𝐼[𝑖, 𝑗 + 1] − 𝐼[𝑖, 𝑗 − 1]  (4) 

Partial derivative of 45° direction: 

 
𝑃45°[𝑖, 𝑗] = 𝐼[𝑖 + 1, 𝑗 + 1]

− 𝐼[𝑖 − 1, 𝑗 − 1] 
(5) 

Partial derivative of 135° direction: 

 𝑃135°[𝑖, 𝑗] = 𝐼[𝑖 − 1, 𝑗 + 1]

− 𝐼[𝑖 + 1, 𝑗 − 1] 

(6) 

Where X and Y are row and column direction, 

respectively. 

The contour of the model is obtained through the 

calculation of the gradient, and then the feature points of 

the edges are detected by using Harris corner detector. 

Therefore, the main direction is able to be defined and 

feature vector descriptors 𝐿𝑖  for each feature point are 

able to be generated to improve the efficiency of edge 

feature matching. At the same time, the Surf algorithm is 

used for texture feature extraction under the same view 

point, and the Hessian matrix is: 

𝐻(𝑥，𝜎) = [
𝐿𝑥𝑥(𝑥，𝜎) 𝐿𝑥𝑦(𝑥，𝜎)

𝐿𝑥𝑦(𝑥，𝜎) 𝐿𝑦𝑦(𝑥，𝜎)
]    (7) 

The local texture feature 𝑇𝑖  is extracted by Surf 

algorithm, and is spliced with the global contour feature 

𝐿𝑖 to generate the Local and global feature vector 𝐹𝑖, the 

final model feature vector group 𝐹  with multiple 

perspectives is constructed in the end. In our research 

experiment, 3 model libraries had been applied for testing 

our algorithm: Mc-Gill (McGill University benchmark 

database), PSB (Princeton shape benchmark) and ESB 

(Purdue Engineering). The model in McGill can extract 

about 200 global contour features and 350 local features. 

Each model in the PSB can extract about 200 global 

features and 250 local features. Each model in ESB can 

extract about 100 global features and 150 local features. 

 

4.2 feature classification 

First, K-means++ algorithm is utilized for model 

clustering for the 3 different model libraries. After 20 

iterations on the cluster data, we are able to obtain m  

classifications. The number of global contour features and 

local Surf features in each class are able to be counted. A 

m dimensional histogram is able to be generated and is 

able to be transformed into a m dimensional vector for 

representing the feature vector of the 3D model.  

Furthermore, both global and local features are able to be 

clustered into m classifications. By counting the number 

of the feature vectors of each classification, a histogram is 

able to be generated which is able to be used for forming 

feature vectors with global and local features. 

5. Similarity matching 

Because both contour features and texture features are 

included in the feature vectors group  𝐹 , meanwhile 𝐹𝑖 

represents the feature vector under the view point 𝑖. When 

calculating the similarity between the models, 

Euclidean Distance is adopted to calculate the distance 

between the feature vectors in the experiments. For the 

above feature vector group 𝐹, D represents the distance 

between the feature vector groups of two 3D models: 

 

𝑫 = √|𝑭𝒎 − 𝑭𝒏|𝟐 

= √∑(𝑭𝒊
𝒎 − 𝑭𝒊

𝒏)𝟐

𝟗

𝒊=𝟎

 

where m and n represents different number of 

model. 

(8) 

Then the distance between any two 3D models is 

calculated, and the similarity measurement between the 

models is obtained.  

6. Experimental results and analysis 

The experimental results in Table I indicate that the 

relationship between feature types, number of features and 

number of clustering centers in McGill model database. 
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Table I The number of mixed features  

Model type Number of 

features (𝐍𝟏) 

The number of 

clustering 

center (𝐤𝒊) 

Ant 12779 121 

Crab 15145 130 

Hand 3578 35 

Human 7967 69 

Cuttle 2455 27 

pliers 3420 34 

Snake 3120 32 

Glasses 4418 39 

Bug 13348 127 

Bear 4656 41 

Plane 6050 45 

Bird 3122 32 

Chair 5640 43 

Cup 2330 25 

Dinosaur 3950 38 

Fish 7602 50 

Table 4394 40 

By applying the same method to cluster the models in the 

PSB database and the ESB database, we are able to build 

the mixed feature descriptors. To evaluate the 

effectiveness of this method in 3D model retrieval, the 

precision – recall rate from 3 different model libraries 

experiment is shown in Figure 3. 

 

Figure 3 Precision and recall of different benchmark 

In our research experiment, our presented multi-view 

based global and local feature fusion algorithm had been 

compared with, D2 (D2 shape distribution) algorithm, 

MODFD (multiple orientations depth Fourier descriptor) 

algorithm and AAD (absolute angle distance histogram) 

algorithm. By calculating the Euclidean distance of two 

random points, D2 algorithm presents a shape function 

which statistically describes the geometric distribution of 

the model. The MODFD algorithm employs orthogonal 

projections of a three-dimensional model in 42 view-

points. By calculating the universal Fourier descriptors of 

each orthogonal projection from depth map, the feature 

descriptors of the three-dimensional model are 

constructed. The AAD algorithm is a 3D model feature 

extraction algorithm which is based on shape. Firstly, a 

3D model with surface information is converted into a 

directed point set model, and then, the calculation of the 

distance between all pairs of points is carried out. The 

calculated distances are to form a 2D histogram. Same 

model libraries had been tested with the three mentioned 

algorithms, the comparison results of precision and recall 

rate are shown from Figure 4 to Figure 6. 

 

Figure 4 Precision and recall on McGill 

 

Figure 5 Precision and recall on PSB 
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Figure 6 Precision and recall on ESB 

7. Conclusion 

In this paper, we present a 3D model retrieval algorithm 

based on the fusion of global features and local feature 

from multi-perspective depth map. This algorithm 

transforms the complex 3D model extraction problem into 

a simple 2D image feature extraction problem through 

multiple views. Thus, the contour feature extraction 

algorithm in the image processing domain and the local 

feature extraction algorithm for image key points can be 

used to extract the model features. These global and local 

features are quantized and clustered to generate 

histograms and expressed as feature vectors to describe 

the 3D models. This not only ensures the integrity of the 

feature description, but also achieves low complexity. At 

the same time, the algorithm proposed is compared with 

the various existing algorithms such as D2, MODFD and 

AAD etc. The experimental results show that the 

algorithm presented in this paper has advantages in 

precision and recall rate. In recent years, algorithms in the 

deep learning field are becoming more and more popular 

and promising, to enhance and gain further improving in 

the success rate of 3D model retrieval, a deep learning 

method for extracting 3D model features may be 

considered in the future research.  
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