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ABSTRACT Random Forests are powerful classification and regression tools that are commonly applied
in machine learning and image processing. In the majority of random classification forests algorithms, the
Gini index and the information gain ratio are commonly used for node splitting. However, these two kinds
of node-split methods may pay less attention to the intrinsic structure of the attribute variables and fail to
find attributes with strong discriminate ability as a group yet weak as individuals. In this paper, we propose
an innovative method for splitting the tree nodes based on the cooperative game theory, from which some
attributes with good discriminate ability as a group can be learned. This new random forests algorithm is
called Cooperative Profit Random Forests (CPRF). Experimental comparisons with several other existing
random classification forests algorithms are carried out on several real-world data sets, including remote
sensing images. The results show that CPRF outperforms other existing Random Forests algorithms in most
cases. In particular, CPRF achieves promising results in ocean front recognition.

INDEX TERMS Random Forests, cooperative game theory, Banzhaf power index.

I. INTRODUCTION
Random Forests have been widely used in applications of
image processing [1], [2], computer vision [3] and pattern
recognition [4], which have promoted the state-of-the-art
in performance. Random Forests are a type of ensemble
method [5] that is mainly based on the combination of several
independent decision trees [6], [7]. The original Random
Forests [8] algorithm is built by combining several classi-
fication and regression trees (CART) [6]or C4.5 [7]. The
essence of building decision trees is to recursively partition
the sample space by using some node-split methods. Random
forests have good generalization ability and do not incur
over-fitting.

Although there are many versions of the random
classification forests algorithms, the majority of them are
using the traditional node-split method (Gini index [6]
or information gain ratio [7]), such as the Rotation Ran-
dom Forests algorithm [9], the random forests algorithm of
Krishna et al. [10] and the random forests algorithm with
ensemble of feature spaces [11], etc. However, the Gini index
or the information gain ratio tends to choose an attribute that
has a strong prediction power in term of the target class,

which often pays less attention to the intrinsic structure of
the attribute variables and fails to find attributes with good
discriminate ability as a group yet weak as individuals [12].
At each node of the decision tree, each attribute variable is
analyzed in turn to measure its predictive power in terms
of the class output. Any combination of predicting attribute
variables which presents a much stronger prediction may
therefore be missed, if the operators available to the induction
process are insufficient to identify that combination [13].
To cope with this demand, we propose a novel random
classification forests algorithm based on the cooperative
game theory. Cooperative game involves a set of players
and a reward associated with different groups or coalitions
of players. The reward of a certain coalition depends on
individual contributions of players composing this coalition
to the game. The larger the contribution of a player is, the
higher benefit to have this player in a coalition. Coalitions
with high reward are naturally preferable over those with
small reward. In this perspective, cooperative game theory is
already widely used in image processing [14], [15], complex
network [16], [17] and feature selection area [18]–[20], which
have promoted the state-of-the-art in performance.
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Inspired by the way of building decision trees and the
cooperative game theory, we propose a new random classi-
fication forests algorithm called Cooperative Profit Random
Forests (CPRF). CPRF is composed of a number of new
decision trees. These decision trees, called Profit Decision
Trees (PDT), adopt the new node-split method, and use
the efficient property of Banzhaf power index to calculate
the best split point at each tree node. The Banzhaf power
index is a method of calculating solution of the cooperative
game. It can not only give the importance ranking of each
attribute variable, but also ’consider’ the relationship between
attribute variables in the process of calculating the impor-
tance of each attribute variable (for details, see Section 3).
Exploiting the efficient property of Banzhaf power index, we
can obtain the gains (payoff) of each attribute variable of
two descendants sample space. The best split point is to make
the two descendants sample space have the highest gains,
that is, this splitting way makes each attribute variable in the
two descendants sample space obtain the reasonable profit.
Using this splitting node method on the non-leaf node until
the stop rule is met. Then, the attribute variable of each non-
leaf node in a single tree is ‘‘willing’’ to cooperate together to
construct a decision tree. We evaluate the proposed algorithm
on several public available datasets by comparing it with four
existing random forests methods to show its effectiveness.
Experimental results show that CPRF is effective on most
real-world datasets.

In addition, we try to use the different random forest
algorithms to solve the challenging oceanography problem
of the ocean front recognition. To our knowledge, it is the
first time to use random forests on ocean front recognition
problem. An ocean front is a boundary between two distinct
water masses. The water masses are defined by moving in
different directions, i.e., on one side of the ocean front the
water is generally moving in one way, and on the other
side of the ocean front, the water is moving in another. The
water masses on either side of an ocean front may also
have different temperatures, salinities, or densities, along
with differences in other oceanographic markers [21]. Ocean
front has important application significance inmarine fishery,
environmental protection, marine military affairs, etc. The
recognition and detection of ocean front have become the
important study topics in Physical Oceanography and marine
discipline. According to the experimental result of the ocean
front recognition, it has shown that CPRF outperformed other
existing random forests algorithms.

The organization of the paper is as follows. In Section 2,
we provide a brief overview of the existing random classi-
fication forests algorithms. In Section 3, we introduce the
basic concept of cooperative game theory. Section 4 provides
a detailed description of the Profit Decision Tree (PDT)
and Cooperative Profit Random Forests (CPRF). Section 5
presents the experimental results, which obtained by CPRF
and the compared algorithms on several practical datasets.
In particular, remote sensing images data. Section 6
concludes the paper and proposed research prospects.

II. RELATED WORK
The original random forests algorithm [8], which combined
several decision trees [6] using bagging [22], was intro-
duced by Breiman. As is well known, Breiman’s random
forests mainly refer to three works: the random subspace
method of Ho et al. [23], the feature selection work of
Amit et al. [24] and the method of random split selection of
Dietterich et al. [25]. The core ideas of decision trees [26]
are also used in random forests models. The randomness of
random forests mainly reflected in the number of training
samples for building each tree and the number of attribute
variables for each tree node. With these two guarantees
of randomness, random forests algorithm will not incur
over-fitting.

In recent years, many researchers have devoted effort to
improve the performance of the random classification forests
algorithm, so there are many versions of random classi-
fication forests algorithm. For example, Rotation Random
Forests algorithm [9] has achieved higher classification accu-
racy than the original random forests algorithm [8]. Rotation
Random Forests aim at building individual decision
trees with high accuracy and diversity. The main idea
of Rotation Random Forests is to apply transformation
method (PCA) [27] to transform the data at each node to
another space when computing the best split at this node [9].
Recently, Zhang et al. propose a new random forests model
based on the idea of Rotation Random Forests [11]. This
random forests algorithm [11] mainly apply two kinds of
transformation methods (PCA) [27] and (LDA) [28] to trans-
form the data at each node to another space when computing
the best split at that node. In addition, Krishna et al. [10]
employ the different attribute selection methods for the orig-
inal random forests algorithm, which can eliminate irrelevant
sample feature variables from the raw dataset. By this way,
the performance of the original random forests algorithm
has been improved. Besides these, Bernard et al. [29] intro-
duce a dynamic random forests algorithm to improve the
performance of random forests algorithms, which is based
on a sequential procedure that builds an ensemble of random
trees by making each of them dependent on the previous
ones. This is done through a re-sampling of the training data,
inspired by boosting algorithms, and combined with other
randomization processes used in traditional random forests
algorithm. Remarkably, inspired by the Boosting algorithm,
Schulter et al. [30] propose a new method termed Alternating
Decision Forests that extends the original random forests [8]
by minimizing any given global loss function. This algorithm
achieved the minimum of the global loss by updating the
sample weight during training. To let the splitting functions
consider the sample weights, Schulter et al. changed the
standard entropy calculation to a weight entropy by changing
the estimation of the class distribution.

These works mainly focus on processing sample data and
selecting the excellent random trees classifier for the original
random classification forests algorithm. They also employ
the traditional node-split method to achieve the growth of
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each tree. Recently, to effectively handing of dynamically
growing datasets, two variants of random forests [4] are
introduced. One is based on binary classifier SVMs, and the
another on the nearest class mean classifier (NCM). Both
random forests variants employ the SVMs and NCM as the
node-split functions, respectively. They achieved good per-
formance for the task of learning incrementally new classes.
In addition, Sun et al. [31] propose a new node-split method
of constructing decision tree for the random classification
forests algorithm, and they first use a method of calculating
solution of the cooperative game, Banzhaf power index, to
evaluate the best attribute variable for each tree node. And
then, the midpoint value of the best attribute variable is
selected as the split point at each tree node. Although
Sun et al. [31] propose a new attribute evaluate method for
each tree node, they do not give the node-split method to
search the ‘‘optimal’’ split point. In fact, although Sun et
al. employ the concept of the cooperative game, they don’t
achieve the real cooperation between tree nodes.

In this paper, we propose an innovative random classifica-
tion forests algorithm based on the cooperative game theory.
It also uses the Banzhaf power index, however, we use the
efficient property of Banzhaf power index to compute the
‘‘optimal’’ split point of the sample attributes for each tree
node. Our approach can make tree nodes achieve the real
cooperation between tree nodes. According to the compar-
ative experiments on several real-world datasets including
remote sensing images, it has proved that the proposed
random classification forests algorithm is more effective than
other existing random forests.

III. BASIC CONCEPT OF COOPERATIVE GAME THEORY
Cooperative game theory assumes that groups of players,
called coalitions, are the primary units of decision-making
and may enforce cooperative behavior. Consequently, coop-
erative games can be seen as a competition between coalitions
of players, rather than between individual players. The basic
assumption in cooperative game theory is that the grand
coalition, the group consisting of all players, will form. One
of the main research questions in cooperative game theory
is how to allocate in some fairways the payoff of the grand
coalition among the players [32].

In general, a cooperative game model is determined by
three factors, namely, the players, the strategy(coalition) set
and the gains (payoff) function.
• The players: Each player has decision-making in a coop-
erative game. Notation i(i = 1, 2, . . . , n) is used to
represent each player, and notation N represents the
collectives of all the participants in the game, i.e. N =
{1, 2, . . . , n}. The number of players in a game is at least
two players or a group with a common goal to get the
biggest gains (profit), such as teams, enterprise, etc.

• The strategy (coalition) set: Each player i(i =

1, 2, . . . , n) can choose different feasible policies. How-
ever, in order to obtain its own maximum benefit, it is
necessary to find a feasible policy which is feasible from

beginning to end. Then, this feasible policy becomes the
strategy set of I . In our paper, notation S ⊆ N is used
to represent the strategy of players.

• The gains (payoff) function: The results obtained by a
game are called gains. The gains of each player in the
game are not only related to the strategy chosen by his
own, but also related to the strategy selected by all the
players in a game. In general, a player in a game obtains
the gains more than that of by himself or he participate
in other coalitions, and the player is more willing to
participating in this game. More total gains (the sum of
gains from each player in a game) can be obtained in
an optimal game. In our paper, r(N ) represents the total
gains of a game, r(i)(i ∈ N ) represents the gains of each
player. Notation r(S)(S ⊆ N ) is used to represent the
gains of a coalition set S ⊆ N .

According to the literature [32], the definition of coopera-
tive game can be expressed as follows.

A cooperative game 0 = (N , γ ) consists of a player set
N = {1, 2, . . . , n} and a characteristic function γ : 2N → R.
For each subset S ⊆ N , γ (S) can be interpreted as the profit
achieved by the players in S ⊆ N . One of the main research
questions in cooperative game theory is how to allocate the
total gains γ (N ) for each player that belongs to the grand
player coalition N (i.e., each player i ∈ N , i = 1, 2, . . . , n)
in a fair and reasonable way.

Different solution concepts based on different notions of
fairness and rationality have been proposed in the cooperative
game theory literature, such as the ‘‘core’’, the ‘‘Banzhaf
power index’’ and some concepts related to approximate
solutions. Among these concepts, the Banzhaf power index is
motivated by fairness, which can produce a unique solution
for each player in a game.

The original definition of the Banzhaf power index is
described in [33]. In a simple game, 0 = (N , γ ) consists of a
player set N = {1, 2, . . . , n} with |N | = n. The coalition S
with value 1 are called ‘winning’, and that with value 0 is
called ‘losing’, i.e. γ (S) = 1 and γ (S) = 0, respectively.
The phenomenon that coalition S ∪ {i} wins but S loses is
called a swing of player i ∈ N , because the membership of
player i in the coalition S ∪{i} is crucial to its ‘winning’. The
Banzhaf power index of a player i ∈ N is the probability of
swings of player i. We denote the Banzhaf power index of
player i ∈ N as βi(0) and it is given by

βi(0) =
1

2n−1
∑

S⊆N \{i}
1i(S), (1)

where 2n−1 is the total number of subsets S ⊆ N \ {i},1i(S)
is the marginal contribution of player i. i.e. 1i(S) = γ (S ∪
{i})− γ (S).
According to Eq. (1), the Banzhaf power index of player

i(i ∈ N ) is mainly to count the number of ‘winning’ coali-
tions, when the player i joins in the ‘losing’ coalitions S ⊆
N \{i}. The normalized Banzhaf power index ηi(0) is defined
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as

ηi(0) =
βi(0)∑
i∈N βi(0)

, (2)

where
∑

i∈N βi(0) can be considered as the total gains of all
the ‘winning’ coalitions in a game. Obviously, a player with
the maximum value of Banzhaf power index ηi(0) has played
an important role for the final results of a game.

Banzhaf power index has a particularly interpretation — it
measures the power of the player in a game, i.e., the prob-
ability that this player can bring good or bad results to a
game. Banzhaf power index has been widely applied to solve
some practical problems, such as, evaluating the distribution
of power in UN Security Council. Some famous examples
in the literature [34] can help reader better understand the
application and calculation of Banzhaf power index. The
Banzhaf power index value ηi(0) has many attractive proper-
ties. In our paper, the efficient property of the Banzhaf power
index, i.e. Proposition 1 [32], is used in our decision tree
algorithm.
Proposition 1: For any characteristic function game 0 =

(N , γ ), we have
∑n

i=1 ηi(0) = γ (N ), i.e., The sum of
the Banzhaf power index of the individual player i(i =
1, 2, . . . , n) is equal to the total gains of the game 0 =
(N , γ ).

In our paper, each step of building decision trees in the
random forests can be considered as a cooperative game
0 = (N , γ ) where the attribute variables are the players
in this game, i.e., the grand player set N = {f1, f2, . . . , fn}
and the single decision tree also employs an exhaustive
way to search the unique split points at each tree node.
We will use the efficient property of the Banzhaf power
index to search the best split points, which makes the
formation of the two descendants sample space have the
highest gains (payoff).

Here, we will explain how to calculate the Banzhaf power
index Eq. (1) for each individual attribute player by referring
to the method of Sun et al. [31]. The calculation procedure of
Banzhaf power index is given as follows.

Let the coalition S ⊆ N be subset of the attribute player
set and fi ∈ N (fi /∈ S) be a attribute player to be estimated.
Recall the definition of the Banzhaf power index and Eq. (1),
and the Banzhaf power index is used to count number of
‘winning’ coalition when the player i joins in the ‘losing’
coalitions S ⊆ N \ {i}. Therefore, we define the ratio p =
µfi (S)/ρfi (S) to measure whether the attribute player fi can
make a coalition S enter the ‘winning’ state. Where µfi (S)
is the number of attributes (belonging to the coalition S)
interdependent with the attributes fi(fi /∈ S), and ρfi (S) is the
total number of attributes in the coalition S. For convenience,
we define a threshold value τ for the ratio p and set τ = 1/2.
If p < τ , we consider the coalition S ∪ {fi} to be ‘losing’,
otherwise, it is ‘winning’, i.e.,

1fi (S ∪ fi) =
{
1 p ≥ τ ;
0 p < τ.

(3)

The threshold τ = 1/2 means, if more than half of the
attributes of a coalition S are interdependent with fi, then
fi joining coalition S can make it enter the ‘winning’ state.
We use the conditional mutual information [35] to evaluate
the interdependence between a single attribute fi ∈ N \ S
and the attribute player fj ∈ S ⊆ N .

Here, the conditional mutual information is approximated
as the amount of interdependency between a single attribute
player fj ∈ S and attribute player fi /∈ S. I (fj; y|fi) is used to
evaluate the impact of new emerging variable fi /∈ S on the
information shared by variables fj ∈ S with the class y. It is
defined by

I (fj; y|fi) = p(fj, y, fi) log
p(fj, y|fi)

p(fj|fi)p(y|fi)
, (4)

where y represents the target class of the data sample.
Two attribute variables fj and fi are independent on each other
if the relevant between fj and target class can be increased
conditioned by fi, i.e.,I (fj; y|fi) > I (fj; y), where I (fj; y) =
p(fj, y) log

p(fj,y)
p(fj)p(y)

represents the mutual information between
the attribute variable fi and the target class y. Mutual infor-
mation is widely used to measure the relevance between
variables.

In addition, by Eq. (3), we can obtain simplicity of the
computation for a single coalition S ⊆ N \ {fi} in Eq. (1),
i.e.,

1i(S) = γ (S ∪ {i})− γ (S) =
{
1 p ≥ τ ;
0 p < τ.

(5)

By Eqs. (1), (5), (2) and (4), we can obtain the Banzhaf
power index of each attribute variable.

In addition, according to the literature [31], calculating
the Banzhaf power index of each attribute requires summing
over all possible attribute subsets, which may lead to high
computational complexity. But, empirically, it is unnecessary
to consider large-scale attribute subsets. Hence, we also set
a bound for the size of attribute subsets, i.e. Eq. (1) can be
redefined as

βi(0) =
1
|5$ |

∑
S⊆5$

1i(S),

where 5$ is the subset of the attribute set F \ {fi} with a
number of elements less than or equal to $ . In our paper,
5-fold cross is used to select the parameter $ . The experi-
mental results show that our algorithm performs better when
the value $ ∈ [3, 5] for the majority of datasets. Thus, we
suggest the value$ ∈ [3, 5] being a bound on the subset size
in practical application.

IV. ALGORITHM
A. PROFIT DECISION TREE
The Profit Decision Trees (PDT) used in the Cooperative
Profit Random Forests (CPRF) are based on the binary recur-
sive partitioning trees. These trees partition the data sample
space by using a sequence of binary partitions (splits) on
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individual variables. The ‘‘root’’ node of the tree comprises
the entire sample space Rn. The tree nodes that are not split
are called ‘‘leaf nodes’’ and form the final partition of the data
sample space. Each non-leaf node splits into two descendant
nodes, one on the left and one on the right, according to the
split-point value of a candidate attribute variable.

In PDT, the ‘‘best’’ split point of a tree node can make the
two descendants obtain the maximum gains (payoff). In order
to find the best split point, we consider every possible split
point on each candidate attribute variable and choose the best
split point according to themaximum gains (payoff) criterion.
In the following, we give this criterion in detail.

Given n labeled samples D = {(x1, y1), . . . , (xn, yn)} ∈
Rn×(p+1) as training data, with attribute variables fj =
(x1,j, . . . , xn,j)T , (j = 1, . . . , p). For every non-leaf node k ,
we associate a block Bk ⊆ Rn×(p+1) of the input sample space
as follows: let Broot := D. Each internal node associated with
a split (fj, εi,j) (i = 1, . . . , n− 1), where fj = (x1,j, . . . , xn,j)T

(j ∈ (1, . . . , p)) denotes the split attribute variable and εi,j
(i = 1, . . . , n−1) denotes the split location along the attribute
variable fj (j ∈ (1, . . . , p)), the value of the split point is
εi,j = (xi,j + xi,j+1)/2, i = 1, . . . , n − 1; j ∈ (1, . . . , p).
We then have:

Bleft(fj) = {(f1, . . . , fp) ∈ Bfj : xi,j ≤ εi,j};

Bright(fj) = {(f1, . . . , fp) ∈ Bfj : xi,j > εi,j}.

According to the current split point εi,j = (xi,j + xi,j+1)/2,
the tree produces the two candidate descendants as Bleft(fj)
and Bright(fj). Define the notation NL and NR that are used to
denote the available attribute variables dataset of Bleft(fj) and
Bright(fj), respectively. Then, we compute the Banzhaf power
index for the individual attribute variable in the sample space
NL and NR. By the efficient property of the Banzhaf power
index, i.e. Proposition 1:

p∑
j=1

η(fj) = γ (N ),N = (f1, . . . , fp) ∈ Bleft(fj)orBright(fj).

The best split point is chosen to the maximum value of
split(fj, εi,j) = γ (NL) + γ (NR), i = 1, . . . , n − 1;
j ∈ (1, . . . , p).

We will use this method recursively to select the best split
point in a decision tree, until a stop rule is met. In our paper,
the node-split procedure will stop when a split node contains
fewer samples. Then, we use notation T to represent a single
Profit decision tree (PDT). The generative process of PDT is
described in the following, i.e. Algorithm 1.

B. COOPERATIVE PROFIT RANDOM FORESTS ALGORITHM
CPRF employs the general technique of bootstrap aggregat-
ing, or bagging, to the PDT learner. The main algorithm flow
of CPRF is described as Algorithm 2.

In our paper, in order to efficiently deal with large scale
datasets, we divide the samples Dl into two parts by using
the information gain rate to search the best split point at the
root node of the individual PDT in the CPRF. Then, for the

Algorithm 1 Profit Decision Tree (PDT)

1: Initialize: D = {(x1, y1), . . . , (xn, yn)} ∈ Rn×(p+1),
as training data with attribute variables fj = (x1,j, . . . ,
xn,j)T , j = (1, . . . , p), T = ∅, ε = 0, let Broot := D;

2: TreeBlock(root, Broot )
Algorithm 1.1 TreeBlock ( fj,Bfj )

1: Add fj to T , j ∈ (1, . . . , p)
While

2: Set the split point of the attribute variable fj is εi,j,

εi,j = (xi,j + xi,j+1)/2, i = 1, . . . , n; j ∈ (1, . . . , p− 1)

3: For the split point εi,j of each attribute fj(j = 1, . . . , p)
do

4: Compute: γ (NL) =
p∑
j=1
η(fj), fj ∈ Bleft(fj);

γ (NR) =
p∑
j=1

η(fj), fj ∈ Bright(fj),

where Bleft(fj) = {(f1, . . . , fp) ∈ Bfj : xi,j ≤ εi,j} and
Bright(fj) = {(f1, . . . , fp) ∈ Bfj : xi,j > εi,j}.

5: Split(f̂j, ˆεi,j) ← argmax(γ (NL) + γ (NR)), set
Bleft(f̂j) = {(f1, . . . , fp) ∈ Bf̂j : xi,j ≤ ε̂i,j} and
Bright(f̂j) = {(f1, . . . , fp) ∈ Bf̂j : xi,j > ε̂i,j}

6: TreeBlock(left(f̂j), Bleft(f̂j))

7: TreeBlock(right(f̂j),Bright(f̂j))Until reaching the user-
set limit, i.e., a minimal number

8: of samples of a node. 8: fj to be the leaves(T )

two descendant nodes of the root node and the other nodes
except the leaf nodes, the new node-split method is used.

V. EXPERIMENTS
In this section, in order to verify the performance of
CPRF, the classification experiment test and the robust-
ness analysis are carried out; we empirically compare
CPRF to the original Random Forests (RF) [8], the
Rotation Random Forests (ROF) [9], the Alternating
Decision Forests (ADF) [30] and the Banzhaf Random
Forests (BRF) [31] on several real-world datasets. In addition
to test our proposed algorithm using publication available
image datasets, we also evaluate our CPRF using data from
medical and Physical sciences. Beyond these, we have a
strong interest to evaluate the performance of the differ-
ent random forests algorithms on oceanographic data from
remote sensing.

A. CLASSIFICATION PERFORMANCE OF CPRF
We will briefly describe five different random forests
algorithms and discuss some of the differences between them.
These random forests algorithms, including the original Ran-
dom Forests (RF) [8], the Rotation random forests (ROF) [9],
the Alternating Decision Forests (ADF) [30], the
Banzhaf Random Forests (BRF) [31] and the Coopera-

1402 VOLUME 5, 2017



J. Sun et al.: CPRF With Application in Ocean Front Recognition

Algorithm 2 Cooperative Profit Random Forests (CPRF)
Given n labeled samples D = {(x1, y1), . . . , (xn, yn)}
as training data, with each attribute variable fj =
(x1,j, . . . , xn,j)T , j = 1, . . . , p.
For l = 1, . . . ,L,
1. Take a bootstrap samples Dl of size n from D with

replacement; Select m(m � p) attribute variables at
random from the p available attribute variables.

2. Using the bootstrap samples Dl as the training data
fits a tree using binary recursive partitioning (see
Algorithm 1):
a. Start with all observations in a single tree node.

i. Find the best binary splitting points ε̂i,j among
all binary splits on the m attribute variables.

ii. Split the node into two descendant tree nodes
using the split from step i.

iii. Repeat the step i and ii until reaching the user-
set limit, i.e., a minimal number of samples at
a node.

3. To make a classification prediction at a test sample x,

f̂ (x) = argmax
y

L∑
l=1

I (ĥl(x) = y)

where ĥl(x) is the classification prediction of the
response variable at x using the l-th Profit Decision
Tree. CPRF predicts
the class at x that receives the most votes from the
individual trees.

tive Profit Random Forests (CPRF), which mainly based
on the combination of several independent binary trees.
These random forests algorithms use the different way to
build decision trees, which decides the differences between
them.

Both RF andROF employ the traditional node-split method
to search the best split point by traversing the possible split
point of each attribute variable, but the different is that ROF
mainly applies transformation method (PCA) [27] to transfer
the data at each node to another space when computing
the best split at this tree node. According to the work by
Raileanu et al., [36], there is no significant difference between
the two node-split methods of Gini index and information
gain ratio from the perspective of the performance of random
forests algorithm, so we employ one of the node-split meth-
ods to split the tree node in RF and ROF, i.e., information
gain ratio. In addition, ADF uses the node-split method of the
weighted entropy to achieve alternate between overall weight
updates and parallel randomized tree growing. Beyond that,
unlike RF, ROF, ADF and CPRF, BRF first considered the
evaluation of the power of attributes variables, which selects
the most powerful attribute for each tree node, and finally the
midpoint value of the most powerful attribute is chosen as the
split point.

TABLE 1. Ten datasets used in the experiments.

1) DATASETS
Fourteen real-world datasets are used in our experiments,
which are Yale32 × 32 dataset, 20Newsgroups dataset and
eleven datasets from the UCI Machine Learning Repository.
Apart from image dataset (Yale32× 321 and sonar), we also
test our algorithm using data from text classification, speech
recognition, medical diagnosis, housing values analysis, life
and Physical sciences. Table 1 shows the characteristics of
these datasets. The feature dimensions of these datasets vary
from tens, hundreds, to thousands.

2) PARAMETERS SETTINGS
In our experiments, each random forests algorithm is com-
posed of L = 100 trees, and the parameter L can be viewed
as an indicator of the operating complexity of the algorithm.
As the purpose of this study is to investigate whether our
split node criterion contributes to improve the performance
of the random forests, we decided to train all random forests
with the same medium size. As long as the parameter L is
the same for each algorithm, we can fairly compare their
performances. At the same time, in order to build a decision
tree, m = round(log2(p) + c) � p features are randomly
selected, where p is the dimensionality of the data samples
and c ∈ R is a parameter. In addition, the ADF algorithm
usually depends on certain parameters (e.g., the maximum
depth Dmax of the trees, the number of random thresholds of
each node and the minimum number of samples for further
splitting), and the choice of these parameters can have an
impact on the performance of the algorithm, especially the
maximum depth Dmax of the trees.
For all the random forests algorithms, 5-fold cross valida-

tion is applied to select the parameters including the maxi-
mum depth Dmax of the trees in ADF. We set Dmax to either
10, 15, or 25, and choose the best one according to the
results of 5-fold cross validation. In addition, according to
the authors [30], other parameters of ADF are set to the
default values, and the Tangent loss function [37] is employed
in ADF. In addition, for the "isolet" dataset where the training
and testing partition are given a priori, then we just use the
training data to train the model and put all the testing data

1http://vision.ucsd.edu/ leekc/ExtYaleDatabase/Yale Face Database.htm
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TABLE 2. Mean classification accuracy and standard deviations are obtained by the compared random forest algorithms.
Algorithms with the best accuracy are shown in bold.

on the algorithm to output the classification accuracy result.
The values of attribute variables were scaled to [0, 1] for each
dataset.

3) RESULTS
All results are presented in Table 2, the best classifica-
tion accuracy is shown in boldface. We can see that CPRF
outperforms other existing random classification forests algo-
rithms on most datasets. In particular, the performance of
CPRF is better than that of the other existing random forests
algorithms on the application hand movement recognition.
The hand movement Database movement-libras contains
15 classes of 24 instances each, where each class references
to a handmovement type in LIBRAS. These handmovements
are extracted from the video. In the video pre-processing,
a time normalization is carried out selecting 45 frames from
each video, in according to an uniform distribution. In each
frame, the centroid pixels of the segmented objects (the hand)
are found, which compose the discrete version of the curve F
with 45 points. All curves are normalized in the unitary space.
Each curve F is mapped in a representation with 90 features,
with representing the coordinates of movement.

Under the different instances and classes, the attributes
of the same class of hand movement are likely to have
a certain interdependency. This is because different hand
movement have different characteristics. CPRF can explore
the dependency relation of attributes by selecting the split
point that makes the two descendants sample space have
the highest gains according the efficient property of Banzhaf
power index. That is, under the condition of known class
labels, our algorithm selected the split point that makes
the two descendants sample space have the best ability of
class discrimination by computing the dependency relation
of attributes. We finally obtain that the attribute variable of
each non-leaf node in a single tree is ‘‘willing’’ to cooperate
together to construct a decision tree, at the same time, these
attributes are combined together to built tree can presents a
much stronger prediction. However, the traditional node-split
method only analyzes each attribute in turn to measure its
predictive power in terms of the class output, which ignores
the relationship between attributes. The reason that CPRF

produced the best result is due to the use of a new node split
method based on cooperative game theory, which can better
‘consider’ attributes relation for learning objective.

In addition, we must notice that the CPRF underper-
forms the ADF on some high-dimensional data, such as
Yale 32 × 32, 20Newsgroups, waveform21 and musk2.
However, the performance CPRF are better than ADF on
some medium or low dimensional data. ADF was inspired
by the Boosting algorithm, which can achieve the minimum
global loss by updating the sample weight during train-
ing. According, ADF may be more efficient than CPRF on
the high-dimensional data. CPRF mainly focus on learning
a new node-spit method based on the cooperation game
theory, which doesn’t employ any means to processing
sample. CPRF is devoted to exploring the dependency rela-
tion between the sample attributes.

B. DISCUSSION
In order to understand the difference between the tradi-
tional node-split method and the proposed node-split method,
a meaningful experiment is carried out in this section.
In particular, the breast-cancer dataset is used in this exper-
iment. We use the information gain ratio and the proposed
node-split method to build a decision tree for RF and CPRF,
respectively, based on a small group of attribute variables
of breast-cancer dataset. Note that the traditional node-split
method pays less attention to the intrinsic structure of the
attribute variables and fails to find attributes with good
discriminate ability as a group but are weak as individuals.
As shown in Fig. 1, a single tree in an RF tends to choose
the most relevant (strong prediction power) attribute using the
node-split method of information gain ratio. However, it often
pays less attention to the intrinsic structure of the attribute
variables. For the experimental results, we found that the
attribute F , G and J together have a good prediction power,
i.e., the attribute F , G and J are highly interdependent with
each other. Although the attribute F , G and J are redundant,
not all these attribute are really redundant. As can be seen in
Fig. 1, the attribute group (F ,G and J ) can be easily destroyed
by the node-split method of information gain ratio.We cannot
guarantee that our method retains all useful attribute groups.
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FIGURE 1. Single tree in an RF using the traditional node-split method,
which disregards the interdependent group (Attributes of the same color
means they are redundant to each other and the attribute F , G, and J are
interdependent with each other).

However, the method can retain useful attribute group as
many as possible. Note that attributes redundance and rel-
evance are given by computing the mutual information and
conditional mutual information [38].

C. ROBUSTNESS ANALYSIS
In order to investigate the robustness of CPRF to parameters,
a robustness analysis experiment is performed. As shown in
Figures, Fig 2 and Fig 3 show the performance of CPRF
with different parametermwhich controls the size of attribute
subsets for each tree on two datasets (sonar and musk2)
and with different parameter L which controls the number
of decision trees in a random forests algorithm on several
datasets, respectively. The robustness of the other datasets tell
a similar story, so we here give some results on two datasets,
as following.

In Fig. 2, we can see afterm approaches 6 or 10 all methods
lead to satisfying results for ‘‘sonar’’ dataset and ‘‘musk2’’
dataset, which demonstrates that CPRF is quite robust to the
parameters (though the results tend to have small fluctuation)
and thus it can save much time to tune.

In Fig. 3, we can see that CPRF is basically robust with
the size L. With the increase of the number of trees, the
accuracy increases gradually. In particular, when the number
of trees approaches L = 500or1000, CPRF has a slightly
higher accuracy rate. It indicates that CPRF will not incur
over-fitting.

D. OCEAN FRONT RECOGNITION
With the gradual improvement in spatial resolution of
remote sensing (RS), the high-resolution satellite imagery
data are becoming increasingly available and inexpensive.
From the high-resolution satellite imagery data, we can
learn the remote sensing images with detailed informa-
tion related to spatial arrangement information and tex-
tural structures. Ocean fronts have attracted a great deal
of researcher interest. Most researchers only focus on the
ocean front detection problem. The most popular methods
include the gradient algorithms, the edge detector and entropy

FIGURE 2. Performance of the random forests algorithms with different
‘‘m’’ parameter for ‘‘sonar’’ and ‘‘musk2’’ datasets. In the
two charts, the y-axis shows the accuracy and the x-axis shows the
different ‘‘m’’ values.

FIGURE 3. Performance of CPRF is influenced by the number of trees on
four datasets, and in this plot, the y-axis shows the classification
accuracy, and the number of trees is shown along the x-axis.

algorithms [39], [40]. However, these methods have lower
efficiency for ocean front detection. Thus, we first try to
recognition the front and non-front region from remote sens-
ing images, then ocean fronts will be detected efficiently.
We will use the different random forest algorithms to classify
the regions with front and without front (non-front).

1) DATA
The sea surface temperature (SST) images data is used to
study the ocean front recognition. The SST images obtained
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FIGURE 4. Examples of the front and non-front image patches. (a) The image patches of front. (b) The image
patches of non-front. (c) Colorful image patches of front (a). (d) Colorful image patches of non-front (b).

FIGURE 5. Classification accuracy of the different algorithms on the
ocean front dataset.

from Advanced Very High Resolution Radiometer (AVHRR)
sensor have allowed the oceanographers to study and monitor
the mesoscale features in the oceans [39]. We first used
the traditional edge detection method to detect the front by
using (SST) images.2 Based on the detection results, we crop
some image patches from the SST images. These patches are
labeled the front and non-front. To verify the accuracy of
detection results, the patches are validated by a professional
oceanographer.

In our experiment, we crop a total of 214 image patches
from two subjects. Here, we give some image patch exam-
ples in Fig. 4, which were collected from National Oceanic
and Atmospheric Administration (NOAA). Fig. 4(a) shows
the front image patches. The non-front image patches are
presented in Fig. 4(b). To more clearly exhibit the front and
non-front, the color image pathes collected from the NOAA
are shown in Fig. 4(c) and Fig. 4(d). An ocean front is
generally defined as boundary between two distinct water
masses, which is shown in Fig. 4(c), where the blue and red
represents two distinct water masses. However, there is no
such boundary in Fig. 4(d).

For each image patch, we employ the well-known
feature extraction method in image processing, i.e., the Gabor
wavelet algorithm [41], to generate the features. we use four

2http://www.class.ngdc.noaa.gov/saa/products

spatial scales and six directions for the Gabor parameters.
A single image patch after filtered will be generated 24 image
patches, then the mean and variance are used as the feature of
each image patch. Therefore, the resulting Gabor feature is
48 dimensional for each image patch. In this experiment,
5-fold cross validation is applied to select the parameters for
all the random forests algorithms. The classification accura-
cies and standard deviations are shown in Fig. 5. We can see
that CPRF could more accurately identify front and non-front
than other random forests algorithms.

VI. CONCLUSION
A new random forests algorithm called Cooperative Profit
Random Forests (CPRF) is proposed. CPRF employs a new
node-split method to develop cooperation between tree nodes
of individual tree classifier in random forests based on the
idea of cooperative game theory. The existing random forests
algorithms are mainly based on the traditional split node
method, i.e., the Gini index or the information gain ratio.
However, the traditional method pays less attention to the
intrinsic structure of the attribute variables and fails to find
attributes with good discriminate ability as a group but are
weak as individuals. Therefore, random forests employ the
traditional methods, which will be difficult to obtain satis-
factory results for some of the datasets with special intrin-
sic structure of the attribute variables. Experimental results
have proven that CPRF can achieve the best performance on
most real-world datasets, especially oceanographic data from
remote sensing. In the future, we will combine deep learning
model and CPRF algorithm to solve some practical problems
in image processing and computer vision.
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