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Abstract

Graphical interpolation systems provide a simple mechanism for the control of sound synthesis by providing a level of abstraction
above the engine parameters, allowing users to explore different sounds without awareness of the underlying details. Typically, a
graphical interpolator presents the user with a two-dimensional pane where a number of synthesizer presets, each representing a
collection of synthesis parameter values, can be located. Moving an interpolation cursor within the pane results in the calculation
of new parameter values, based on its position, the relative locations of the presets, and the mathematical interpolation function,
thus generating new sounds. These systems supply users with two sensory modalities in the form of sonic output and visual
feedback from the interface. A number of graphical interpolator systems have been developed over the years, with a variety of
user-interface designs, but few have been subject to formal user evaluation. Our testing studied both user interaction with, and the
perceived usability of, graphical interpolation systems by comparing alternative visualizations in order to establish whether the
visual feedback provided by the interface aids the locating of sounds within the space. The outcomes of our study may help to
better understand design considerations for graphical interpolators and inform future designs.
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1 Introduction

The fundamental problem when designing sounds with a syn-
thesizer is how to configure the often large number of complex
synthesizer parameters to create a certain audio output, i.e.,
how to translate sonic intent to parameter values. Although
having a direct access to every parameter (one-to-one map-
ping) gives fine control over the sound, it can also result in a
very complex sound design process that often relies heavily
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on experience; hence the widespread use of preset sounds and
samples. Alternatively, it is possible to map a smaller number
of control parameters to a larger number of synthesizer param-
eters (few-to-many mapping) in order to simplify the process
[1]. Particular states of synthesis parameters (presets) can be
associated with different control values, and then, as these
control values are changed, new synthesizer parameter values
are generated by interpolating between the values of the pre-
sets. This provides a mechanism for exploring a defined sound
space, constrained by the known sounds, the visual model and
the changes of the control parameters. The importance of map-
ping strategies has been previously recognized in the design of
electronic musical instruments [1, 2], and it would seem likely
that it is equally important to a sound design context.
However, no formal studies appear to have been undertaken.

A number of such interpolation systems have been pro-
posed over the years, and these can be categorized based on
whether the control mechanism is via a graphical interface or
in some other form. Those that are of interest here are those
that offer a graphical representation that allows the control of a
visual model.
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1.1 Graphical interpolation mapping

Graphical interpolation systems provide a display within
which visual markers that represent presets can be positioned.
Interpolation can then be used to generate new parameter
values in between the specified locations by moving a cursor
around the space. This allows the user to explore the interpo-
lation space defined by the presets and discover new sonic
outputs that are a function of the presets, their location within
the interpolation space and the relative position of the interpo-
lation point [3]. In addition, the precise visual model that the
space employs will also affect the sounds that can be
generated.

A number of these systems have been developed by re-
searchers using a variety of distinct visual models for the
interpolation [3—10], presenting the user with varying levels
of visual feedback.

The systems shown in Fig. 1 highlight the range of
different visual models that have been used for interpola-
tion and corresponding visualizations. A more detailed
review of these has been undertaken [11]; however, from
this, it is difficult to gauge if the visual information actu-
ally aids the user in the identification of desirable sounds,

given that the goal is to obtain a certain sonic output, or
whether the visual elements actually distract from this
intention. Moreover, if the visualizations do aid the pro-
cess, how (much) do they help and which visual cues will
best serve the user when using the interface for sound
design tasks?

Although, there have been a couple of comparative studies
relating to interpolated parameter mappings in musical instru-
ment design, none of these have focused on the visual aspects
[12, 13]. Another area where spatial interpolation has been
used is within Geographical Information Systems (GIS) to
estimate new values based on the geographical distributions
of known values. A review of these techniques is available
[14], but the visualizations tend to be geographical maps and
the interpolation is typically performed on either a single or
few parameters, rather than the relatively large number used in
synthesis. In an even wider context, general guidelines exist
for the design of multimodal outputs [15], in our case audio
and visual, but these are fairly broad and not specific to this
class of system. Our work aims to provide the missing link and
specifically focus on the interpolator usability in sound de-
sign, based on the visual display and its combined effect with
the sonic output.
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Fig. 1 Graphical interpolator models. a SYTER [4], b interpolator [5], ¢ Gaussian kernels [3], d metasurface [6], e INT.LIB [7], f nodes [8], g Delaunay

triangulation with spikes [9], and (f) intersecting N-spheres [10]
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1.2 A typical interpolator: nodes

A readily available visual model for a graphic interpolator is
realized in the visual programming environment Max, a soft-
ware package designed for developing interactive audio and/
or visual systems. Andrew Benson, a visual artist, created the
nodes object in 2009, and it proved so popular that it has been
included in subsequent Max distributions [8]. This visual
model uses a location/distance-based function, where each
preset is represented as a circular node within the interpolation
space. The size of each node can be set and defines the node’s
extent and so influence within the interpolation space.
Figure 2 shows an example of an interpolation space created
with the nodes representation.

With this model, the weightings are calculated when the
cursor coincides with a node’s location, and the weighting is
calculated as the normalized distance to the node’s center
(0.0-1.0). That is, when the cursor is at the node center a
weighting of one is generated and the value linearly reduces
to zero at the node boundary. The interpolation is then per-
formed where multiple nodes intersect. For example, in Fig. 2,
the cursor position shown corresponds to the overlap of nodes
4 and 7 with the shown relative weights. Therefore, the inter-
polation is performed based on the normalized weighted dis-
tance of any containing nodes, and the size and relative posi-
tion of each node determines its influence. The node
weightings are updated in real time as the interpolation point
is moved or if the nodes are resized or repositioned within the
space. When the interpolation point is on an area only

Fig. 2 Interpolation space created with Max nodes object with the
weightings distances of 0.355 for node 4 and 0.180 for node 7 for
shown cursor position

occupied by a single node, then the preset that corresponds
to that node will be recalled.

It should be stated that although we are specifically inter-
ested in the control of sound synthesis, the nodes object can be
used for interpolation of any desired parameters, e.g., for com-
puter graphics, animation, color, or sound effect processes.

2 Generic interpolation framework

In order to evaluate different visualizations, an interpolation
system was defined that allowed the modification of the visual
representation for the interpolation model, while leaving all
other aspects the same. However, interpolation systems actu-
ally consist of five separate elements, each of which can po-
tentially change the functionality and usability of the system.

1. Control The input controls of the interpolation model

2. Visualization The interpolation model and how it is
represented

3. Interpolation The actual interpolation calculation

4. Mappings Between the interpolation and the synthesis
parameters

5. Engine Type/architecture/implementation of the output
engine

While this paper focuses on the visualization, the other
components needed to be implemented so that the different
visualizations could be investigated. To understand the hierar-
chical relationship of each and the impact on the output, a
conceptual framework has been previously presented [11].
This has subsequently been refined to become a generic
framework for all interpolation systems, regardless of the ac-
tual application area, e.g., computer graphics, animation, col-
or, or sound effects processes. As shown in Fig. 3, this begins
with the control inputs at the top level and works down to the
output engine at the bottom. Design changes at any stage in
the pipeline will impact on all subsequent stages and will

Visual Model & Representation
Control Inputs

Fig.3 Generic interpolation framework showing the hierarchical
relationships for each stage and interdependencies
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Fig. 4 Modularized framework
architecture implemented in Max
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effectively change the interpolators output. In our case, this
will change the potential sonic pallet that the interpolator
provides.

Although the final output is at the bottom level, it is worth
noting that the displayed representation gives the user visual
feedback on the current configuration of the interpolation system
and potentially the output sound. Equally the user may be given
inputs that allow the mappings to be modified. However, the
framework shows the interdependencies of the different elements
of an interpolation system and the relationships between them.

2.1 Framework implementation

An implementation of a graphical interpolator was built that
used the framework to structure the different levels (control,
visual model, interpolation, mappings, and synthesis) into
separate modules. This allowed a single module in the frame-
work to be modified independently of the others, and the
outcomes compared. This facilitated comparative user testing,
where the results could be measured, analyzed, and evaluated
to gain a better understanding of the important factors when
designing new graphical interpolation systems. The Max vi-
sual programming environment was used to construct the ar-
chitecture shown in Fig. 4.

As the Max nodes object has been specifically designed as
a graphical interpolator, it already contains specific function-
ality for the visual model and the control input elements of the
framework. The control inputs realized in the nodes object are
standard computer-based spatial controls, e.g., moving the
cursor with a mouse. The interpolation point on the nodes
object can be moved within the space, and a normalized
weighting is generated for each node that the cursor intersects.
All the weightings are used as the input to the interpolation
function. The interpolation function module receives data
from storage that holds all the parameter values for each pre-
set. All the weightings are summed and the individual
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weightings are normalized relative to this total to give each
as a percentage, as shown in Fig. 5. These are then used to
determine the relative values of each preset parameter before
they are sent to the synthesis engine. By default, the calcula-
tion of the parameters is performed using a linear interpolation
function, but it is possible to change the mode so that alterna-
tive functions can be used.

The synthesis engine has been constructed to be separate
from the interpolation platform by using software plug-ins.
This allows different (including commercially available) syn-
thesis engines to be used with the interpolator. When a new
synthesizer is loaded, it is interrogated to determine all the
parameter values for the selected presets. Each preset is

Fig. 5 Nodes outputs weighted distances resulting in 1 =0.1696 (16%),
2=0.0000 (0%), 3=0.3180 (30%), and 4 =0.5724 (52%) for shown
cursor position from the interpolation function
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associated to a node in the interpolation space and the preset’s
parameter values are sent to the interpolation function storage.

By default, all of the parameters for the presets are associ-
ated to the corresponding node and so every aspect of the
sound’s synthesis is controllable. However, the parameter
mappings between the interpolation function and synthesis
engine can be changed by the user through the mapping
controls, permitting different mappings to be selected. The
controls currently allow subsets of the available parameters
to be selected, but these could be modified to allow more
complex mapping strategies.

2.2 Nodes reimplementation

As the source code for the nodes object is not available, it
needed to be reimplemented so that the visualization of the
model could be customized for comparative testing. The
nodes object was replaced with an interactive user interface
that was built using OpenGL for implementing the interpola-
tion model’s visual representation and JavaScript to define the
control mechanism and to generate the preset weightings. This
separation allowed the testing of different visualizations with
the same nodes interpolation model to be carried out while
also facilitating implementation of alternative interpolator
models in further studies.

The reimplementation of the nodes model was functionally
tested by undertaking back-to-back tests between it and the
original nodes object, ensuring that both implementations
gave the same results.

3 Experiment design

Using the framework structure detailed in the previous sec-
tion, an experiment was designed to evaluate user interactions
with the graphical interpolation systems, where different
levels of visual feedback could be supplied [16]. The aim
was to evaluate the user interactions to determine the impact
of the visualization on systems usability. To assess the

usability of the interface five metrics were identified for
investigation:

1. Time Do different visualizations encourage users to spend
more time exploring the interpolation space?

2. Speed Do the visualizations presented support users to
move faster in the interpolation space?

3. Distance Do the presented visualizations facilitate the
travel of longer distances of the interpolation space?

4. Accuracy Does the visualization allow users to be more
accurate when locating sounds in the space?

5. Satisfaction Do the visuals presented affect the perceived
operation of the system?

The ISO 9241-11 (1998) standard defines the usability of
systems in terms of efficiency, effectiveness, and satisfaction
[17]. The metrics time and speed were chosen to measure
efficiency, distance and speed for effectiveness, and then sat-
isfaction to capture user perceptions. To permit the examina-
tion of these metrics, three different visualizations were creat-
ed for the nodes interpolation model.

These were:

1. Interface I No visualizations (i.e., an empty 2D display)
2. Interface 2 Only preset locations displayed
3. Interface 3 The original nodes interface

These different visual representations for the interface are
shown in Fig. 6, Interface 1-3, left to right. In each case, the
underlying nodes interpolation model remained the same so
that the impact of different visualizations alone could be
assessed. This included the layout of the preset sounds within
interpolation space and the target location. However, so that
this was not obvious to the participants for each interpolator,
the interface was rotated through 90° clockwise.

The user testing took the form of a sound design task,
where the participants were asked to match a given sound
which on the interpolator had a fixed, but unknown to the
participants, target location in the interpolation space. A

Fig. 6 Different visualizations for nodes interpolator, left to right — no visuals, preset ocations, and full nodes
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subtractive synthesis engine (Native Instruments’ Massive)
was chosen for the experiment as it was found to provide a
rich sonic pallet and predictable transitions between sounds.
All of the available continuous synthesis parameters (150 in
total) were mapped to the interpolators so that every aspect of
the preset sounds could be modified. This resulted in an inter-
polation space with a vast range of distinguishable outputs,
with little overlap, that it would be very difficult to explore
with Massive’s own synthesis user interface. Each interpolator
display was populated with different preset sounds, with all of
the presets being created from the same base patch, resulting
in some sonic commonalities between them. In addition, for
each interface, the relative position of the target sound location
was the same, meaning that at the target location in each in-
terface generated identical preset weightings.

To simulate a real sound design scenario, the participants
were given only three opportunities to hear the target sound
before commencing the test. Once the test was initiated, there
was no further opportunity to hear the target. In this way,
similar to a sound design task, the participants had to retain
an idea of the required sound in their “mind’s ear.” All the
participants completed the same sound design task with each
graphical interface, but as each interface was set up with dif-
ferent presets, the resulting sonic outputs for each of the three
interfaces were different. To minimize any bias through
learned experience of using an interpolator, the order in which
each participant used the interfaces was randomized. Each test
lasted a maximum of ten minutes with the participants being
able to stop the test beforehand if they felt the task had been
completed. All of the user’s interactions with the interfaces
were recorded for analysis. When the participants felt that they
had matched the required sound they were asked to press a
“Target” button so the location could be registered. All other
aspects of the interpolation system—inputs, interpolation cal-
culation, mappings (all parameters), and synthesis engine—
remained identical between the three interfaces. From this
experiment, the raw interaction data could be analyzed to ex-
amine differences between the journeys made with the three
interfaces.

To assess the perceived usability of the interfaces, the par-
ticipants were asked to complete a usability questionnaire.
The questionnaire was divided into two parts—the first part
completed following the use of each interface and the second
part filled-in after all three interfaces so they could be com-
pared. The first part utilized one of the most commonly ap-
plied and well-tested usability models, the System Usability
Scale (SUS) [18]. SUS has been used many times in over a
twenty-year period, with a wide range of different systems and
has been found to be highly reliable and robust [19], even with
small numbers of users. The SUS questionnaire comprises of
ten, 5-point Likert items providing a quick assessment of the
usability of a system on a scale from 0 to 100. As SUS has
been used in many studies, it has been possible to establish
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norms which give an indication of a system’s perceived us-
ability [20]. It has also been shown that benchmarks for per-
ceived complexity, ease of use, consistency, learnability, and
confidence in use can also be extracted from the same survey
[21]. The completion of the SUS questionnaire following the
use of each interface was to try and establish if the perceived
usability changed based on the visuals of the display.

In the second part of the questionnaire, participants were
asked which of the three interfaces they preferred and were
then asked to rate it on a scale 1-10. To try and understand
each participant’s level of experience, they were asked how
many years they have been using music technology and to rate
their sound design experience on a scale 1-10. Finally, they
were asked to note down any critical incidents that occur dur-
ing the test, both positive and negative.

4 Results

The desired number of participants for the experiment was set
at fifteen, based on a power assumption of 0.8 and the desire to
observe a large effect size (0.5) [22]." However, when the
experiment was undertaken, sixteen participants were actually
recruited, all with some degree of sound design experience.
For each participant, their interactions with the interfaces were
captured via the recording of mouse movements. This then
allowed traces of the movements to be visually compared
between the different interfaces. The trace gives a pictorial
representation of the journey that each user made through
the interpolation space [16]. An example is shown in Fig. 7
for participant 1 who had the following interface order 1, 3,
and 2 and participant 2 with interface order 1, 2, and 3. Here
they are shown Interface 1-3, left to right with participant 1 on
the top row and participant 2 on the bottom.

The cursor mouse position was sampled at a rate of 10 Hz
(every 100mS) as it was found to provide enough detail on the
cursor movement without overloading the data analysis stage.
Also, with this sample rate, it is possible to visually see the
relative speed of movements, where slow movements can be
seen as smooth lines and fast movements appear as step
changes in the trace. In addition, the location of the target
sound is shown as a green square and the participants chosen
location is indicated by the position of the red square.

It was observed that at the start of the test, while exploring
the space, users tended to make large, fast movements. In the
middle of the test, the movements tended to slow and become
more localized, but a few larger, moderately fast movements
were often made. Toward the end of the test, movements
tended to slow and become even more focused toward the

' A minimum of fifteen participants are required to see a large effect size
(using Cohen’s criteria) with a probability of 0.8 that the effect will be seen
in the testing [22].
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intended target location. To visualize these aspects, in Fig. 7
the first third of the trace is shown in red, the middle third is
shown in blue, and the final third is shown in green. This was
also corroborated when the mouse movement speed and dis-
tance to target were plotted on a graph, using the same color
coding. Figure 8 shows an example for participant 13, with
Interface 3.

Broadly these trends were seen in fifteen of the sixteen
participants, although as should be expected it did not always
evenly divide into thirds of the test time. Nonetheless it ap-
pears to indicate that there are three distinct phases during the
use of a visual interpolation interface:

1. Fast space exploration to identify areas of sonic interest
2. Localize on “regions of interest”, but occasionally check
that other areas do not produce sonically better results
3. Refinement and fine tuning in a localized area to find the

ideal results

These three phases can be summarized as exploration,
localization and refinement. Interestingly these phases were
present regardless of the interface being used, showing that
the phases must be associated with exploration of the space
and not the interface being used [16].

From the traces, it was also observed that as the detail of the
visual interface increased so did the distance travelled within
the interpolation space. This was despite the fact that the

participants were given no information with regard to what
the visuals represented. It seems that giving the participants
additional visual cues encouraged them to explore those loca-
tions. To demonstrate this effect, the mean location for each
trace was calculated and the deviation in the form of Standard
Distance Deviation [23]. These were calculated with respect to
the “unit-square” dimensions of the interface (height and
width) and were then plotted back onto the traces to give a
visual representation for each interface. An example is shown
in Fig. 9 for participant 15 with interface order 1, 3, and 2,
although they are shown Interface 1-3, left to right.

It was noted that out of the sixteen participants, thirteen
showed an increase in the Standard Distance Deviation when
more visual cues were provided by the interface. The normal-
ized standard distances were examined by interface, and it was
found for Interface 1 the mean Standard Distance Deviation
was 0.131 units (SD = 0.23), for Interface 2 the mean Standard
Distance Deviation was 0.146 units (SD=0.19), and
0.180 units (SD=0.21) for Interface 3. These results appear
to indicate that the presence of more visual cues on the inter-
face tends to encourage wider exploration of the interpolation
space, regardless of the fact that the system’s output and the
goal of the test is sonic.

The locations that the participant actually selected as their
target sound were also plotted to see if there were any trends
resulting from the different interfaces. Figure 10 shows the
selected target locations for all the participants, by interface.
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Fig. 7 Mouse traces for participant 1 (top row) and participant 2 (bottom row), showing the location of the target sound (m green square) and the

participants chosen location (m red square)
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It can be seen that with each interface, the users have primarily
selected points within the regions of interest (i.e., node inter-
sections), where the sonic output changes. This can be seen as
clear localization on the principal axis of variation, albeit ro-
tated 90 degrees for each interface. As this is present with the
three different interfaces, it would suggest that the participants
used the sonic output to identify the regions of interest.

The results in Fig. 10 show that for Interface 1 (no visual-
ization), there is a fairly wide distribution of locations selected
as the target. The Standard Distance Deviation from the cor-
rect target location was calculated and found to be 0.300 units
for Interface 1 (relative to the height and width). For Interface
2 (preset locations), there is a tighter placement of selected
target locations with the Standard Distance Deviation reduc-
ing to 0.267 units. Finally, for Interface 3 (full nodes), there is
an even tighter localization with the Standard Distance
Deviation reducing further to 0.187 units. This appears to
show that as the interface provides more detail, it improves
users’ ability to identify the intended target.

Given that the three interpolators used in the experiment
were populated with different preset sounds, they each pro-
duced a range of sounds. Therefore, the sonic results for each
selected target location were directly compared to the audi-
tioned sound. In all cases, there were sonic differences, but as
might be expected, as the selected locations got closer to the
true location, the differences became less distinguishable.

4.1 Significance testing

As mentioned previously, there were four areas that it was
hypothesized that the visual representation might affect time,
speed, distance travelled, and accuracy. Therefore, NHST
(Null Hypothesis Significance Testing) was undertaken to

establish if there was a significant difference between the in-
terfaces in each of these areas. In all cases, it should be noted
that the data was tested for normality (Skewness/Kurtosis,
Shapiro-Wilk and visual inspection) and found to lack a nor-
mal distribution so non-parametric statistical methods were
used. This is most likely due to the exploratory nature of the
task being tested. For example, from the start of the test, a
participant might immediately move in the right direction,
whereas others might move in the opposite direction.
Therefore, a Wilcoxon signed-rank test was used to compare
the median difference between the interface with no visuals
(Interface 1) and the full nodes (Interface 3) visuals [24]. The
calculation of effect size for nonparametric statistical methods
is less clearly defined than for their parametric equivalents
[25]. However, two approaches have become fairly widely
adopted for calculating an effect size from the results of a
Wilcoxon signed-rank test: correlation coefficient (») [26]
and probability score depth (PSp.,) [27]. For completeness,
both of these effect size parameters were calculated from the
results obtained.

4.1.1 Time

From the captured mouse data, it was possible to establish the
total amount of time that each participant moved the interpo-
lation cursor within the space. It was hypothesized that using
the full interface would result in an increase in the cursor
movement time over the interface with no visualization (Hu
Median; > Median;). Thus, the null hypothesis was that the
different interfaces had no effect on the time the cursor
was moved (Hy Median; = Median,).

Of the sixteen participants, Interface 3 (full nodes) elicited
an increase in the cursor movement time for thirteen

Fig. 8 Mouse distance to target

and speed, sampled every 100mS
for participant 13 with Interface 3
16
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Fig. 9 Mouse trace, mean location (m black square), standard distance deviation circle, target sound (m green square), and chosen location (m red square)

for participant 15

participants compared to Interface 1 (no visualization), where-
as one participant saw no difference and two participants had a
reduced cursor movement time. The difference scores were
broadly symmetrically distributed, as assessed by visual in-
spection of a plotted histogram.

The Wilcoxon signed-rank test determined that there was a
statistically significant increase in cursor movement time
(Median Difference = 18.0 s, Inter-Quartile Range (IQR) =
56.32-2.85 s) when subjects used Interface 3 (Medianz =
66.5 s, IQR=129.00-31.72 s) compared to Interface 1
(Median; =48.4 s, IQR=75.32-13.87 s), Z=-2.669,
p <0.008). The effect sizes (= 0.462, PSp,, = 0.867) showed
a medium to large effect, where 86.7% of the participants
taking the experiment saw an increase in the time they moved
the cursor with the full visual interface.

4.1.2 Speed, Distance, and Accuracy

A similar methodology was used to compare the median dif-
ference for the average cursor speed, the total distance moved
by the cursor and the distance from the selected target to the
true target location, between Interfaces 1 and 3. Table 1 shows
a summary of all the results obtained for the NHST. Note that
for all distance-based measures, they are with reference to the

unit-square that is used to plot the visuals within the interface
pane (height and width).

From examination of the data in Table 1, it can be seen that
with the full interface the participants spent longer exploring,
moved faster, and traveled further within the space. It is worth
noting that when using the visual interface, the average speed
was fairly high at over half the interface width every second.
In addition, the interface afforded participants greater accura-
cy when selecting the target sounds location. As can be seen in
all the cases, there is a significant difference between the two
interfaces. Using the normal conversions [22], the effect size
appears to indicate that in all the cases, it is a medium effect
size although a number are approaching the large effect size
threshold of 0.5.

4.1.3 Interface 2

The plots and the descriptive statistics generated (shown in
Table 2) suggest that Interface 2 generates an intermediate
effect between the other interfaces. However, when undertak-
ing NHST, it was not possible to show significance (with 95%
confidence interval) between Interface 1 and 2 or Interface 2
and 3. Therefore, these results are considered inconclusive.
However, from the descriptive statistics, it appears to be a
smaller effect size, and so, it is likely that the small sample

Selected Target Locations Interface 1 Selected Target Locations Interface 2 Selected Target Locations Interface 3
® Participant 1 ® Participant 1 ® Participant 1
L * Participant 2 * Participant 2 ® Participant 2
e ® Participant 3  Participant 3 © Participant 3
r ] Participant 4 Participant 4 * Participant 4
(i ® Participant S a ® Participant 5 ® Participant 5
: ® Participant 6 K|  Participant 6 ® Participant 6
. ® Participant 7 P J ® Participant 7 ©® Participant 7
5 o Participant & d ® Participant 8 o Participant 8
. pant 9 ® Participant 9 ® Participant 9
® Participant 10 2 - ® Participant 10 ® Participant 10
® Participant 11 © Participant 11 F ® Participant 11
® Participant 12 . ® Participant 12 e ® Participant 12
* Participant 13 ® Participant 13 o 9 * Participant 13
* Participant 14 » Participant 14 d © Participant 14
Participant 15 + Participant 15 eeld® * Participant 15
Participant 16 Participant 16 2 .. pont s
@Target W Target W Target

Fig. 10 Participants selected target locations by interface and the location of the target sound (m green square)
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Table 1

Results of the statistical testing to compare participants’ performance with different interface visualizations

Test: Wilcoxon signed-rank Median (IQR)

Significance Effect size

Time Median; = 66.5 s (IQR =129.0-31.72 s) »<0.008 r=0.462, PSp, =0.867

7 =-2.669 Median; =48.4 s (IQR =75.3-13.9 s)

Speed Median; = 0.569 units/s (IQR =0.788-0.283 unit/s) p<0.007 r=0.475, PSp,,=0.937
=-2.689 Median; =0.297 units/s (IQR =0.464-0.181 unit/s)

Distance Medianz = 5.85 units (IQR = 17.56-3.63 units) p<0.015 r=0.429, PSp,, =0.867

7 =-2.430 Median; =4.06 units (IQR =7.87-1.12 units)

Accuracy Median; = 0.177 units (IQR = 0.248-0.080 units) p<0.039 r=0.366, PSp,,=0.750

Z=-2.068 Median; = 0.264 units (IQR =0.367-0.176 units)

size has not allowed the significance to be shown. Given a
larger sample size, it may be possible to show a significance
for Interface 2, with the intermediate interface visualizations
(preset locations).

4.2 Usability questionnaire

The SUS scores for the three different interfaces were evalu-
ated, and the resulting descriptive statistics are presented in
Table 3.

As can be seen from these results, there is very little differ-
ence between the mean and standard deviation for the differ-
ent interfaces. For completeness, a one-way repeated mea-
sures ANOVA was performed, which showed that there was
no significant difference between the SUS scores for the three
different interfaces (F(2, 30)=10.378, p=0.688), given that
the sphericity assumption had not been violated (x*(2) =
1.914, p=0.384). It appears that the perceived usability of
the interpolators is not affected by the visualization. This
may be attributed to the fact that the systems functionality
and operation is identical with the only change being the vi-
suals presented on the interface. However, in all cases, the
SUS scores were extremely high and equivalent to an “A”
grade in the 90-95 percentile range, which is equivalent to
the top 10% of scores from a database of over 10,000 previous
SUS scores from a wide range of computing systems [20, 28],
with both simple and complex interfaces [29]. From this da-
tabase, it has also been shown that the average SUS score is
68, and for all of the interpolators, the mean scores are much
higher (82.34%, SD =11.68). To assess if the average SUS
scores of the interpolators is significantly different to the

Table 2 Descriptive statistics for Interface 2

Test: Median (IQR)

Time Median, =48.5 s (IQR=112.3-30.8 s)

Speed Median, = 0.374 units/s (IQR =0.778 unit—0.233 unit/s)
Distance Median, = 5.72 units (IQR =22.51-3.18 units)
Accuracy Median, = 0.251 units (IQR =0.342-0.130 units)

average SUS score, a one-sample 7 test was performed. This
showed that the SUS score was statistically significantly
higher by 14.34 (95% CI, 10.90 to 17.79) when compared
with the average SUS of 68, ¢ (47)=8.367, p> 0.0005. This
appears to indicate that the users found the use of interpolators
for sound design to be positive. It has been previously sug-
gested that users that give a SUS scores of 82 (£5) tend to be
“Promoters” and likely to recommend the system to other
users [28]. Although these norms [20, 28] are from a wide
range of general computing systems, the obtained SUS scores
still appear to perform well when compared to other music/
sound systems that have also been tested with SUS [30-33].

The results for each SUS item were also compared to the
defined benchmark values, based on an overall SUS score, in
this case the average (68). These have that have been comput-
ed based on the data from over 11,000 individual SUS ques-
tionnaires and offer a mechanism to examine if specific items
have any bias in the overall SUS score [21]. Again, it should
be noted that this database consists of results from a wide
range of general computer systems, simple and complex.
The score for each item in the interface tests were compared
to the corresponding benchmark values using one-sample ¢
tests. In all cases, the results show the interpolators perform
significantly better than the SUS average, confirming the pre-
vious result. The benchmark tests were also repeated for a
“good” system with a SUS score of 80. These results did not
show significance, so it is not possible to say the interpolators
are perceived as being better in some areas of usability than
others.

Table 3  Descriptive statistics for SUS scores by interface

Interface 1 Interface 2 Interface 3

Mean 82.81 80.62 83.59
Standard error 2.425 3.295 3.251
Median 82.50 82.50 87.50
Standard deviation 9.699 13.182 13.005
C.I. 95%) 5.168 7.024 5.930
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In the second part of the questionnaire, participants were
asked which of the three interfaces they preferred using. The
results are shown in the frequency table in Table 4.

Of the participants, 62.5% preferred using the interpolator
with the full nodes visualization, and only 12.5% preferred the
interface with no visuals. These results appear to indicate that
most users preferred to use interfaces that provide visual cues.
To understand the users experience, they were also asked
“How many years have you been using music technology.”
This data was evaluated with respect to their choice of pre-
ferred interface giving the results shown in Table 5.

These results appear to show that users that preferred the
full nodes interface had an average of 10 years’ experience
using music technology, as opposed to 7 years and 6.75 years
for Interface 1 and 2, respectively. However, given the small
sample size between the groups, there is a wide deviation in
the means and as such the results should be considered incon-
clusive. However, when all the participants responses were
analyzed together, it did confirm that the participants had a
range of different experience levels and there appears to be
little bias, although the small sample size (16) should be noted
as a larger sample may show other trends. Table 6 shows the
results of this analysis.

Analysis of the critical incidents noted by participants
seemed to largely mirror the statistical results presented.
However, this information did allow an insight into why the
participants made the choices they did. The participants that
chose Interface 1 (no visualization) made comments that the
lack of visuals required them to use their “ears” to locate
sounds without decisions being “influenced” by the visuals.
Similar remarks, which the sound was primarily used, were
also made by those that chose Interface 2 (preset locations),
but that the locations were “helpful” and guided them to
“pinpointing” sounds. Statements were also made that this
interface “matched [their] experience level”, but that
Interface 3 was “simplest to pick up quickly.” Comments
made by those that chose Interface 3 (full nodes) related to it
“guiding the user how to use it.” This appears to be corrobo-
rated by multiple participants as comments were made that the
visual showed “sound range”, “areas that played different
sounds”, and “where [the sounds] overlap.” One participant
also stated that the visuals allowed them to “explore sounds
without being too lost from [another] sound.” It should also be
noted that the two the participants that did not choose Interface

Table 4  Frequency for user preferred interface choice

Frequency Percent Cumulative percent
Interface 1 2 12.5 12.5
Interface 2 4 25 37.5
Interface 3 10 62.5 100
Total 16 100

673

Table 5 Descriptive statistics for music technology experience by
interface

Interface 1 Interface 2 Interface 3
Mean 7.00 6.75 10.00
Standard error 1.000 1.250 3.528
Median 7.00 6.50 4.00
Standard deviation 1.414 2.500 11.155
C.I. (95%) 12.71 3.980 7.980

3 as their preferred choice stated that the visuals could to be
“distracting”.

In the general comments, ease of use came up repeatedly,
with one participant actually stating that the interpolation sys-
tems “did not have a steep learning curve.” Another theme that
appeared continually was that the participants found the activ-
ity “fun” and/or “enjoyable.” These aspects appear to support
the findings of the SUS and appear to encourage further use of
interpolators for sound design activities. In fact, one partici-
pant stated they would “like to see it in sound design tools.”
However, there might be other application areas, as one com-
ment identified that the interpolators maybe useful for “mak-
ing sounds for EDM (Electronic Dance Music)” and another
considered their use for “composition.”

5 Discussion

Although the use of sixteen participants in the testing is a
small number when compared to usability testing for general
computer applications, it is a fair number in the music/sound
technology area. Here formal usability testing is not often
undertaken, as with the other interpolators [3—10] or where it
is done, it is often done with smaller numbers [30-33].
Nonetheless, with sixteen participants, some interesting re-
sults were obtained, and significance was shown between
how the users interacted with the interface that had no visuals
and the one with the full visuals. In addition, to the relatively
small number of participants, other limitations of the experi-
ment were that it only tested one specific sound design task
and the users were not permitted to change the layout interpo-
lation space. These restrictions were included to constrain

Table 6 Descriptive statistics for music technology experience

Music technology experience

Mean 8.810
Standard error 2.216
Median 5.500
Standard deviation 8.864
C.I. (95%) 4.730
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variability in the experiment, creating consistency between the
different interfaces, and focusing the participants on a single
activity. This appears to have been successful, and further
testing can be undertaken in the future to corroborate the
results.

As identified in the Results, the testing showed there ap-
pears to be three phases to the identification of a sound with a
graphical interpolator system (exploration, localization, and
refinement). In the first phase, the users make large, fast moves
as they explore the space. During the second phase, the speed
tends to reduce as they localize on specific regions of interest.
In this phase, though, confirmatory moves have been ob-
served when the user seems to quickly check that there are
no other areas that may produce better results. These are in-
clined to be made at a moderate speed, often in multiple di-
rections. Then in the final phase, the user refines the sound
with small, slow movements as they hone in on a desired
location. These phases appear to be apparent regardless of
the visual display that is presented to the users, with similar
phases being observed with all the three of the interfaces test-
ed. However, the frequency of movements, scale, and loca-
tions did vary with each participant. This is to be expected as
this was an individual task, and the participants possessed
different skill levels.

From the examination of all the journeys (mouse traces) for
the different interfaces, the visual feedback presented by each
affects how the users interact with the systems. When no vi-
sualization is provided, the users were effectively moving
“blind” and tended to just make random movements within
the space. When the preset locations were provided, although
the users were not aware of where or how the interpolation
was being performed, the provided visual locations encour-
aged the users to investigate these points and so explore the
defining locations. The full interface not only shows the loca-
tion of the defining sounds but also focuses the exploration
and appears to indicate to the users’ regions of interest (node
intersections for this interpolation model), where there may be
interesting sounds. This was also supported by the user’s feed-
back on the questionnaire, where specific comments were
made about the identification of overlaps between nodes.

The results from analysis of the journeys appear to be cor-
roborated by the NHST, where we found significant differ-
ences in the total time taken to undertake the tests, the average
speed of movements during the tests, the total distance moved
during the test, and the accuracy in locating a target between
the interface with no visuals and the full visual display.
Although the primary output from the interpolator is a sonic
one, it appears that the feedback provided by the visual display
is also of importance. Given the increase in the time taken and
distance moved, it appears that the visuals encouraged the
participants to explore more of the space and this is also sup-
ported by the increase in the standard distance deviation. It
also seems that the visual feedback gives users the confidence
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to make faster movements with the interpolator. This may be
similar to the way a blindfolded person may take longer to
explore a space compared to a person without a blindfold,
making slower movements and with minimal travel. Finally,
given the same activity was being undertaken with each inter-
face, with identical controls, and the goal was a particular
sonic output that did not directly relate to the visuals, the
increase in accuracy was not foreseen. This could be a sec-
ondary effect from exploring more of the space meaning par-
ticipants were then more likely to locate the correct target.
However, it could also be that the full interface provided vi-
sual cues so that when a region of interest had been located
during the exploration phase, the visual cues then made it
easier to return to the same area during the /ocalization phase.
In the same way that a map might aid navigation when trying
to discover an unknown location. This was also highlighted by
one of the participants who said that the visual stopped them
getting lost after finding a sound of interest.

Interestingly, although the visual representation was not
explained to the participants, it is clear from the participant
feedback that they were able to work out from the visuals that
what they meant and their function in terms of the system’s
operations. This appears to imply that the system with the full
visuals is intuitive and guides the user in its operation.

Given that no significant difference in the SUS scores was
observed between the different interfaces, it may be said that
there is no difference in the perceived usability, despite the fact
that subjects’ behavior differed between Interfaces 1 and 3.
However, as the overall average SUS score is so high, it ap-
pears to suggest that just the concept of using a graphical pane
to control interpolations is considered highly usable in itself.
This seems to be supported by the general comments made by
the participants that they enjoyed using the interpolators and
found the experience to be fun. Moreover, given that there
seems to be little difference in the perceived usability, based
on the visualization, and some participants stated they pre-
ferred fewer visual cues, there is a case for giving the user
control of the level of detail provided by the interface. In this
way, users that just want to concentrate on the systems sonic
output can do so with no visual guidance, and those that find
the visual useful could customize the level of detail for their
particular needs or preference.

6 Conclusions

The identification of the three distinct phases of use during the
testing of the graphical interpolators is of significant interest as
it suggests that users interact with the interfaces differently at
different stages during their journey through the interpolation
space. Better understanding of the user behavior with these
systems will allow further evaluation of different interface
visualizations. Moreover, in future work this information
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could be used in the design of new interfaces that provide
users with visuals that facilitate the different phases of a sound
design task. In addition, there is no reason why the visuals
have to remain static and maybe they should change as the
users enter the different phases of the process using an
Interactive Visualization (IV) paradigm [34]. This could either
be through allowing the user to select different visualization or
based on their interactions with the space.

From the results obtained it appears that the visual
display of an interpolator’s interface has a significant im-
pact on the sonic outputs obtained. The resulting journeys
made with the full interface show a wider exploration of
sonic outputs, faster speed of movement, and improved
accuracy at locating a specific sound. The effect sizes
are relatively large, giving greater confidence in the va-
lidity of the results. At the same time, however, it appears
the system is still perceived by the users as highly usable
and unaffected by the change in visualization. This again
adds further strength to the idea of using IVs that can be
adapted to the user needs.

A number of different visual models have been previously
presented for graphical interpolators [3—10], each of these
using very different visualizations. In previous work, it has
been shown that these different interpolation models generate
very different sonic palettes, even when populated with iden-
tical sounds [11]. Given now the suggested importance of the
visual feedback provided by each interface, it will be impor-
tant in future work to evaluate the suitability and relative
merits of each through further user testing. Based on the re-
sults from this study, there are two areas to be refined.
Although for this experiment, the directive nature of task,
asking all the participants to locate the same sound, worked
well as it allowed direct comparisons between the different
levels of visualization, it is perhaps not truly representative
of a real sound design task. Sound design is a highly creative
and individual practice so typically there are likely to be dif-
ferent choices made between designers. As a result, in the
testing of the different interpolators, a more typical sound
design scenario will be adopted. It is also anticipated that this
will help to identify not only the positives of using interpolat-
ed interfaces for sound design but also the potential
limitations.

Another area that will be examined further is the use of the
standard SUS questionnaire to compare the usability. While
SUS showed that this interpolator is considered highly usable,
it did not give enough detail to show any perceived differences
between the visualizations, even though the quantitative data
suggests otherwise. For comparison purposes, SUS will be
used in subsequent interpolator testing, but to probe this area
further, the standard SUS questions will be augmented with
additional items, more specific to the interface. This strategy
has been shown to work successfully in other evaluations of
audio technology interfaces [35].

Finally, given that it appears graphical interpolators are
perceived as highly usable in this application area, further
consideration should perhaps be given to their wider use in
other domains. This was even highlighted by participants tak-
ing part in this study who made suggestions relevant to their
own practice, as detailed in the Usability questionnaire. In the
music/sound area, they could be further utilized for genera-
tion, composition, performance, or musical expression, as
well as sound design, while in a wider context, graphical in-
terpolators could be beneficial for the control of graphics,
animation, texturing, image-processing, database transactions,
avatar generation, game-level design, etc. In fact, graphical
interpolation lends itself to any situation where new states
require exploration and/or identification, based on a set of
known states, particularly within dense parameter spaces.
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