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ABSTRACT

In recent years, Wireless Local Area Networks (WL ANSs) play a key role in the data
communications and networking areas, having witnessed significant research and
development. WLANs are extremely popular being almost everywhere including
business, office and home deployments. In order to deal with the modern wireless
connectivity needs, the Institute of Electrical and Electronics Engineers (IEEE) has
developed the 802.11 standard family utilizing mainly radio transmission techniques,
whereas the Infrared Data Association (IrDA) addressed the requirement for multipoint
connecttvity with the development of the Advanced Infrared (Alr) protocol stack.

This work studies the collision avoidance procedures of the IEEE 802.11 Distributed
Coordination Function (DCF) protocol and suggests certain protocol enhancements
aiming at maximising performance. A new, elegant and accurate analysis based on
Markov chain modelling is developed for the idealistic assumption of unlimited packet
retransmissions as well as for the case of finite packet retry limits. Simple equations are
derived for the throughput efficiency, the average packet delay, the probability of a
packet being discarded when it reaches the maximum retransmission limit, the average
time to drop such a packet and the packet inter-arrival time for both basic access and
RTS/CTS medium access schemes. The accuracy of the mathematical model 1s
validated by comparing analytical with OPNET simulation results. An extensive and
detailed study is carried out on the influence on performance of physical layer, data rate,
packet payload size and several backoff parameters for both medium access
mechanisms. The previous mathematical model is extended to take into account
transmission errors that can occur either independently with fixed Bit Error Rate (BER)
or in bursts. The dependency of the protocol performance on BER and other factors
related to independent and burst transmission errors is explored. Furthermore, a simple-
to-implement appropriate tuning of the backoff algorithm for maximizing IEEE 802.11
protocol performance is proposed depending on the specific communication
requirements. The effectiveness of the RTS/CTS scheme in reducing collision duration
at high data rates is studied and an all-purpose expression for the optimal use of the
RTS/CTS reservation scheme is derived. Moreover, an easy-to-implement backoff
algorithm that significantly enhances performance is introduced and an alternative
derivation is developed based on elementary conditional probability arguments rather
than bi-dimensional Markov chains. Finally, an additional performance improvement
scheme is proposed by employing packet bursting in order to reduce overhead costs
such as contention time and RTS/CTS exchanges. Fairness is explored in short-time and
long-time scales for both the legacy DCF and packet bursting cases.

Alr protocol employs the RTS/CTS medium reservation scheme to cope with hidden
stations and CSMA/CA techniques with linear contention window (CW) adjustment for
medium access. A 1-dimensional Markov chain model is constructed instead of the bi-
dimensional model in order to obtain simple mathematical equations of the average
packet delay. This new approach greatly simplifies previous analyses and can be applied
to any CSMA/CA protocol. The derived mathematical model is validated by comparing
analytical with simulation results and an extensive Alr packet delay evaluation is carried
out by taking into account all the factors and parameters that affect protocol
performance. Finally, suitable values for both backoff and protocol parameters are
proposed that reduce average packet delay and, thus, maximize performance.
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CHAPTER 1

Introduction

1.1 Motivation

During the past few years, the field of wireless communications has witnessed a
massive development and has become one the fastest growing areas iIn
telecommunications and networking [87][112]. Technological and regulatory progress
has allowed the issues of high prices, low data rates and licensing requirements to be
addressed driving the popularity of wireless devices to grow significantly. With wireless
networking, regardless of where end users are, they can have network connectivity
being a mouse-click away from key information and applications [100]. Recent
advances in wireless technology and mobile communications have provided wireless
capabilities to portable devices including palmtop computers, laptops and personal
digital assistants (PDAs).

In wireless communications, radio frequencies (RF) and Infrared (IR) optical are
competing transmission technologies and are being considered as complementary
transmission media [2][71]. Radio is preferred when long-range or omni-directional
transmission is required. Radio is also preferable when user mobility is of prime
importance. Infrared is preferred when point-to-point or multipoint links of high
capacity are necessary and when simple low-cost components and international
compatibility are required [3][71]. Infrared links utilize low-cost components with small
physical size and low power consumption. In addition, infrared spectrum is unregulated
worldwide and can achieve high data rates.

The Institute of Electrical and Electronics Engineers (IEEE) has developed the
802.11 standard family [135][{136][137], in order to deal with the modern wireless
connectivity needs. Over the years, the IEEE 802.11 protocol has become a mature
technology, achieved worldwide acceptance and turned into the dominating standard for
Wireless Local Area Networks (WLANSs). The IEEE 802.11a standard [137] operating
on the 5 GHz radio frequency band and the IEEE 802.11b standard [136] using the 2.4
GHz frequency band, provide up to 54 Mbit/s and 11 Mbit/s data rates, respectively.
The IEEE 802.11 standards include detailed specifications for both the Medium Access



Control (MAC) and the Physical Layer (PHY). It employs the contention-based
Distributed Coordination Function (DCF) as the essential MAC method. DCF defines

two medium access mechanisms to employ packet transmission; the default, two-way
handshaking technique called basic access and the optional four-way handshaking
RTS/CTS reservation scheme.

The Infrared Data Association (IrDA) was established in 1993 as a ‘working group’
by major industrial companies aiming to develop a set of protocol standards for infrared
wireless connectivity. The resultant IrDA 1.x protocol stack specified point-to-point,
short range, directed half-duplex links. IrDA 1.x is widely adopted, fully supported by
popular operating systems and millions of devices are shipped every year embedding an
infrared port for their wireless transfer needs. IrDA addressed the recognized need for
multipoint wireless connectivity, with the development of the Advanced Infrared (Alr)
protocol stack. The aim of Alr is to provide a low-cost non-directed ad-hoc IR wireless
LAN supporting co-existence with IrDA 1.x point-to-point links. Thus, the Alr proposal
preserves the investment in IrDA 1.x upper layer applications by replacing the physical
and the link layer of the IrDA 1.x protocol stack. In order to achieve multipoint
connectivity a new physical layer, the Alr PHY, is proposed that supports wide-angle
infrared links providing a ‘broadcast’ medium for all devices within range. Alr PHY
employs Repetition Rate (RR) coding to achieve the increased transmission range
required for wireless LAN connectivity at a base data rate of 4 Mbit/s. The transmitter
trades speed for range and link quality by repeating the transmitted information RR
times in order to increase the capture probability at the receiver. With an Alr network,
all devices have equal status with no ‘master’ controller and can join or leave the
network at will. IrLAP, the IrDA 1.x link layer is divided into three sub-layers, the Alr
Medium Access Control (AIr MAC), the Alr Link Manager (Alr LM) and the Alr Link

Control (Alr LC) sub layers. The Alr MAC protocol is a CSMA/CA (Carrier Sensing
Multiple Access with Collision Avoidance) protocol. The AIr MAC i1s responsible for

coordinating access to the shared infrared medium and utilizes an RTS/CTS (Request
To Send / Clear To Send) reservation scheme to improve performance. Following
establishment of medium reservation, a ‘burst’ of data packets is transmitted.

The performance of wireless links may be measured by the link throughput

efficiency (also known as utilization), the average packet delay, the probability of a



packet being discarded when it reaches the maximum retransmission limit, the average
time to drop a packet and the packet inter-arrival time. Throughput efficiency expresses

the time portion of the total time the medium successfully transfers information between
stations. The average delay for a successfully transmitted packet is defined to be the
time interval from the time the packet is at the head of its MAC queue ready to be
transmitted, until an acknowledgement for this packet is received. The drop probability
and average drop time are defined respectively as the probability and the average time
for a packet to be dropped when its retry limit is reached. The packet inter-arrival time
is defined as the time interval between two successful packet receptions at the receiver.
All the performance metrics utilized in this work take into account all the
significant factors that affect performance such as (a) the physical layer delays (b) the
medium access mechanism, (c) the transmission control passing scheme, (d) the
transmission errors introduced by the wireless medium and (€) the acknowledgement
delays. Link layer design is very important as it must minimize physical and link layer

delays and increase performance for the information transfer scenarios that will utilize
the considered radio and infrared WLAN links.

1.2 Statement of the problem

Link layer design must minimize physical and link layer delays such as hardware
latency, medium access and delays due to retransmissions. An efficient link layer must

minimize performance loss and successfully deliver as much information as possible.
In a congested wireless network, if two or more stations simultaneously initiate a
transmission, a packet collision occurs and the transmissions must be reattempted, thus
affecting the performance of the network. Moreover, when the channel is error-prone
(when unsatisfactory channel conditions corrupt the packet at the receiver) performance
degradation can be also due to transmission errors. For both the cases, the behavior of
the transmitter when a corrupted packet is received at the receiver, is the same as when
a packet collision occurs; the transmitter will reattempt the transmission. Therefore, the
study as well as the enhancement of performance under congestion and/or transmission
errors are of key importance and are addressed in this work. In wireless infrared links, a
single transmission error also results in the retransmission of a large amount of
information data and performance degradation. A trade-off exists between the desire to

reduce the ratio of transmission overhead and the need to reduce the packet error rate in



an error-prone channel. Thus, the desire for optimal information amount that

simultaneously minimizes retransmission overhead and hardware latency delays makes

essential the optimization of the transmission techniques, which is examined in the
current thesis. Additionally, in multipoint infrared connectivity, the development of an
efficient medium access mechanism that minimizes collisions and channel idle time

when many stations wish to utilize the shared medium at the same time is a challenge.

1.3 Outline of research work

This work focuses on the efficient link layer design of WLAN connectivity utilizing
the IEEE 802.11 protocol and infrared multipoint links based on ItDA Alr proposals.

The following 1ssues are addressed:
a) IEEE 802.11 Wireless LANs
e An elegant and accurate analysis using Markov chain modelling is derived in
order to calculate the performance of the Collision Avoidance (CA) procedures
of the IEEE 802.11 protocol assuming a finite number of stations and ideal
conditions. Simple equations are derived for two models: (a) the ideal IEEE
802.11 MAC throughput model with no packet retry limits and (b) a model that
considers packet retry limits and dropped packets as specified in the IEEE
802.11 standard. More specific, in addition to the throughput efficiency, the
average packet delay, the packet drop probability, the average time to drop a

packet and the packet inter-arrival time are derived for both basic access and
RTS/CTS medium access schemes. The accuracy of the derived analysis is
verified by means of an OPNET simulator and the improvements in accuracy
obtained when retry limits are taken into account are identified. Utilizing the
proposed mathematical analysis, an extensive and detailed study is carried out on
the influence on protocol performance of the physical layer, network size, data
rate, initial CW size, maximum CW size and packet payload size for both

medium access mechanisms.

e The previously developed mathematical model is utilized to study the

effectiveness of the RTS/CTS scheme in reducing collision duration at high data
rates for both the IEEE 802.11b and 802.11a protocols. An all-purpose

expression for the RTS threshold value 1s derived that actually maximizes



performance by employing the RTS/CTS reservation scheme whenever it is

beneficial for both throughput performance and packet delay.
A new and easy-to-implement backoff algorithm named DIDD (Double

Increment Double Decrement) is introduced. An alternative and simpler
mathematical analysis is developed based on elementary conditional probability
arguments rather than bi-dimensional Markov chains. Results are presented to
identify the improvement of DIDD in throughput and packet drop performance

comparing to the binary exponential backoff algorithm utilized in the legacy
IEEE 802.11.

Another approach in enhancing performance through reducing overhead costs
such as backoff time and RTS/CTS exchanges is proposed by utilizing packet
bursting. The concept of transmitting more than one data packets after winning
DCF contention can be easily implemented through the fragmentation
mechanism of the IEEE 802.11 protocol. Results obtained for different scenarios
demonstrate the enhancement of both throughput and packet delay performance.
Furthermore, fairness is explored in short-time and long-time scales for both the

legacy DCF and packet bursting cases.

Transmission errors can occur either independently with fixed Bit Error Rate
(BER) or in time-variable bursts. Both categories of transmission errors are
being modelled by developing an improved mathematical model that predicts
very accurately the performance of IEEE 802.11 and DIDD protocols since it
considers both packet retry limits and transmission errors. Furthermore, the
dependency of the protocol performance on Bit Error Rate and other factors

related to burst errors is explored for both IEEE 802.11 and DIDD protocols.

b) Advanced Infrared (Alr) Wireless LANs

Access to shared infrared medium is coordinated by Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) techniques. A station that 1s not
able to hear transmissions originating from another station is called a hidden
station. As hidden stations likely appear in infrared wireless LANSs, the Request
To Send / Clear To Send (RTS/CTS) medium reservation scheme is utilized to

cope with the hidden station problem. Alr MAC always terminates medium
reservation by an End Of Burst / End Of Burst Confirm (EOB/EOBC) packet



exchange to inform all stations that current reservation is over and that the next

contention period starts. The RTS and CTS control packets are transmitted using

the maximum RR value (RR=16) in order to increase their transmission range.
Thus, the employed CSMA/CA scheme may cause significant utilization
degradation if it results in a significant number of collisions or empty collision
avoidance slots. The performance of the proposed Alr MAC collision avoidance
procedures is analytically studied. A mathematical model is developed based on
a 1-dimensional Markov chain model instead of the bi-dimensional model
assuming a finite number of stations and error-free transmissions. The
significance of the collision avoidance parameters and their effectiveness on

utilization 1s examined.

1.4 Thesis outline

The main scope of the current thesis is to develop algorithms to support high-speed
and robust radio and infrared wireless links. It focuses on the data link layer procedures
that determine the performance of these links considering WLAN connectivity. This
thesis has four parts; chapter 2 discusses radio and infrared connectivity, chapters 3, 4
and 5 study the IEEE 802.11 protocol, propose certain performance imprc;vements and
include the consideration of a error-prone channel. Chapter 6 studies infrared multipoint

connectivity utilizing the IrDA Alr protocol and chapter 7 presents the conclusions and

future research.

Chapter 2 mainly provides background information to the thesis and reviews the
research carried out in the area of wireless communications. More specific, after a brief
introduction to the general topic of WLANSs (including some important properties of
wireless media), chapter 2 provides information for radio and infrared transmission
media and compares the pros and cons of each technology. It then reviews current
standards for wireless links like IEEE 802.11, HiperLAN, Alr and others, focusing on
the link layer. Several issues unique to wireless communications are discussed and link
layer design challenges are explored when the radio or the infrared medium are utilized
at the physical layer. Chapter 2 also presents the two methods, computer simulation and
mathematical modelling utilized in the current work to address certain challenges and
study the performance of wireless communications. It also discusses the performance

metrics that evaluate protocol performance. Finally, chapter 2 critically reviews current



research in the area or Wireless Communications and especially work carried out in

IEEE 802.11 and IrDA Alr communication protocols.
Chapter 3 introduces the IEEE 802.11 protocol architecture by providing a brief

description of its main features and mechanisms. An elegant and intuitive analysis is
presented that takes into account packet retry limits and leads to simple equations for
additional performance metrics to throughput efficiency such as the average packet
delay, the packet drop probability, the average time to drop a packet and the packet
inter-armival time for both basic access and RTS/CTS medium access schemes. The
accuracy of the mathematical model is validated by comparing analytical with OPNET
simulation results. An extensive and detailed study is carried out on the influence on
performance of physical layer, data rate, initial CW size, maximum CW size and packet
payload size on protocol performance. Finally, a simple to implement appropriate
tuning of the backoff algorithm for maximising performance is proposed depending on
the specific communication requirements.

Chapter 4 develops three different approaches in improving performance for the
IEEE 802.11 protocol. Firstly, the mathematical model developed in the chapter 3 1s
utilized to study the effectiveness of the RTS/CTS scheme in reducing collision
duration at high data rates for both IEEE 802.11b and 802.11a protocols. An all-purpose

expression for the RTS threshold value is derived that maximizes performance by
employing the RTS/CTS reservation scheme whenever it is beneficial for both the
packet delay and throughput performance. Secondly, a new easy-to-implement backoft
algorithm named DIDD (Double Increment Double Decrement) is introduced. An
alternative and simpler mathematical analysis is developed based on elementary
conditional probability arguments rather than bi-dimensional Markov chains. Detailed
results are presented to identify the improvement of DIDD in throughput and packet
drop performance comparing to the binary exponential backoff algorithm utilized in the
legacy IEEE 802.11. Finally, a different approach in enhancing performance through
reducing overhead costs like backoff time and RTS/CTS exchanges is proposed. The

concept of transmitting more than one data packets after winning DCF contention,
named packet bursting,” can be easily implemented through the fragmentation
mechanism of the IEEE 802.11 protocol. The previously mathematical model for the
legacy IEEE 802.11 is extended in order to consider packet bursting. Results obtained



for different scenarios show that the application of packet bursting significantly
enhances throughput and packet delay performance. Furthermore, fairness is explored

for both the legacy DCF and packet bursting cases in short-time and long-time scales.

Chapter 5 describes the origin, the effects and the variability of transmission errors.
The nature of errors is analyzed and is further categorized to independent with fixed Bit
Error Rate (BER) and time-variable burst errors modelled by the two-state Gilbert-Elliot
Markov chain model. An improved mathematical model is derived that predicts very
accurately the performance of IEEE 802.11 and DIDD protocols since it considers both
packet retry limits and transmission errors. The new analytical model is applied to both
the cases of independent and burst errors. Furthermore, the dependency of the protocol
performance on bit error rate and other factors related to burst errors is explored for
both IEEE 802.11 and DIDD protocols.

Chapter 6 presents the Alr protocol stack proposal for wireless LANs and analyses
the Alr MAC collision avoidance procedures and transfer schemes, including the
Reserved and Unreserved transfer modes. A 1-dimensional Markov chain model 1is
constructed instead of the 2-dimensional model in order to calculate the average packet
delay for the Alr protocol by obtaining simple mathematical equations. The derived
mathematical model is validated by comparing analytical with simulation results and an

extensive Alr packet delay evaluation is carried out by taking into account all the factors
and parameters that affect protocol performance. Finally, suitable values for both

backoff and protocol parameters are proposed in order to reduce average packet delay

and, thus, maximize performance.

Chapter 7 presents the conclusions of this thesis and proposes directions for future
research in the field of wireless radio and infrared connectivity.

Appendix A presents a detailed overview of the IEEE 802.11 protocol, emphasizing
in details on the MAC layer which is of interest to this work. More specific, information
about the IEEE 802.11 architecture and services is provided in conjunction with a brief
description of the utilized various physical layers and mechanisms (i.e. PCF and packet
fragmentation). Appendix B derives throughput efficiency, average packet delay and
packet inter-arrival time utilizing the approach that does not consider packet retry limits,
Appendix C presents a detailed proof of the fact that the non-linear system developed 1n

Chapter 3 has a unique solution for the case of finite retry limits.



CHAPTER 2

Background

In this chapter we introduce the technologies that support wireless communications
and we classify the proposed technologies using two criteria. First, we distinguish point-
to-point connections utilized to form Wireless Personal Area Networks (WPANs) from
multipoint connections used to form Wireless Local Area Networks (WLANSs). Second,
we classify technologies according to the medium they utilize, radio or infrared optical.

WPANSs allow mobile devices to function together in ad hoc networks within a
personal space. WPANs aim to replace wired connectivity between devices such as still
and video cameras, laptops and MP3 players. WLANS provide computer connectivity in
a small area such as an office complex, a building or a hallway by extending or
replacing a wired LAN. The main attraction in WLANSs is the flexibility and mobility;
bandwidth considerations are of secondary importance.

IEEE 802.11, HiperLAN, IrDA Alr and HomeRF are some of the wireless
technologies that support multipoint WLAN connectivity using radio or infrared.
Especially, IEEE 802.11 standard supports multipoint connectivity and offers several
choices of physical medium such as radio and infrared transmission capabilities. [rDA
Alr protocol proposal utilizes the infrared spectrum to implement wireless LANS.

The outline of this chapter is as follows. Section 2.1 describes wireless connectivity
and categorizes radio and infrared communication systems. Section 2.2 compares radio
and infrared transmission media for wireless connectivity and section 2.3 presents
current standards for WLANSs focusing on transmission techniques and medium access
procedures. The link layer design challenges arising from both the radio and infrared
medium characteristics are discussed in section 2.4. Section 2.5 presents the advantages
and disadvantages of computer simulation and mathematical modeling techniques that
evaluate the performance of communication systems and section 2.6 presents the

performance metrics used to evaluate the system performance. Finally, section 2.7

reviews current research related to link layer design challenges.



2.1 Overview of Wireless Networks

Wireless networks serve many purposes. In certain cases they are used as cable

replacements, while in other cases they are used to provide access to corporate data
from remote locations. Much of the industry hype surrounds third-generation wide area
networks that provide broadband wireless connectivity to users on a national basis. As
users carry around multiple devices, a need arises for an easy, effective way for them to
communicate; and what 1s easier than wireless?

Wireless networks are divided in four main categories: wireless personal area
networks (WPANSs), wireless local area networks (WLANSs), wireless wide area
networks (WWANSs), and satellite networks. For each category, the prevalent
technologies and the wireless network protocols as well as the types of applications that
these technologies are using, are summarized in Table 2.1. Information such as
coverage area, function, relative cost and throughput are some of the main areas where
these networks differ. The current work is focusing on WLAN:S.

Wireless networks can be also divided into two broad segments: short-range and
long-range. Short-range wireless pertains to networks that are confined to a limited area.
This applies to personal area networks (PANs) where portable computers need to
communicate as well as to local area networks (LANSs), such as corporate buildings,
school campuses, manufacturing plants or homes. These networks typically operate
over the unlicensed spectrum reserved for industrial, scientific, medical (ISM) usage.
The available frequencies differ from country to country. The most common frequency
band is at 2.4 GHz, which is available across most of the globe. Other bands at 5 GHz
are also often used. The availability of these frequencies allows users to operate wireless
networks without obtaining a license and without any charge.

Long-range networks continue where LANs end. Connectivity is typically provided
by companies that sell the wireless connectivity as a service. These networks span large
areas such as a metropolitan area, a state or province, or an entire country. The goal of
long-range networks is to provide wireless coverage globally. The most common long-
range network is wireless wide area network (WWAN). When global coverage 1is
required, satellite networks are also available. Note that in contrast with short-range
networks, WWANSs and satellite networks often charge either by the minute or by the

amount of data transferred.
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Figure 2.1 WPAN applications

This work considers the information exchange between two or more PCs and/or
peripherals. Depending on user applications, two main categories are defined for

wireless information exchange:

a) Wireless PANs. A wireless PAN (WPAN) (figure 2.1) enables short-range ad hoc
connectivity among portable consumer electronics and communications devices,
such as laptops, PDAs, MP3 players, video cameras, modems, printers, mobile

phones and TVs [74]. Wireless PAN technology aims to replace cables between
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Figure 2.3 Non-line of sight infrared communication

such as laptops, PDAs, MP3 players, video cameras, modems, printers, mobile
phones and TVs [74]. Wireless PAN technology aims to replace cables between
these devices and to provide fast and reliable information transfer abilities to the

single user. WPAN technology is often utilized for point-to-point information

transfer and implements master/slave communication techniques. Some examples of

Wireless PANs are IrDA 1.x. IEEE 802.15 and Bluetooth.

This work studies the IrDA Alr protocol that utilizes infrared IrDA 1.x links.
Depending on the application needs. infrared links can be utilized in different
configurations and employ narrow-angle or wide-angle transmitters and receivers.
Narrow-angle IR ports have a narrow beam transmission pattern and a narrow reception
field of view (FOV). Wide-angle IR ports have a broad beam radiation pattern and a
wide FOV [43].

Infrared links are also classified as line-of-sight (LOS) and non-LOS links. In LOS
links, there is always an unobstructed line-of-sight direct optical path between the
transmitter and receiver. Figure 2.2 presents a narrow-angle LOS infrared
communication. Links with transmissions reflected of ceiling and other reflecting

surfaces are termed ‘non-line-of-sight” (shown in figure 2.3). These links provide a high
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Figure 2.4 Infrared wireless communication systems

level of device mobility (the user does not have to maintain alignment and a LOS path)
but a low level of power efficiency and are susceptible to multi-path dispersion which

limits the available data rate [71].

Depending on the topology. infrared communications are divided into the following

categories:

e point to point communication (figure 2.4(a)): Two narrow angle infrared
devices exclusively communicate with each other. Typical applications are the
transfer of files from a mobile computing device to a desktop computer or
wireless printing from a mobile device the information and the uploading of
music files from a laptop to a portable MP3 player. One of the devices may be
fixed and connected to a wired network providing network access to the mobile
device. Media access is relatively simple where devices simply exchange
periods of transmission with one device as a ‘master” controller.

e centralised communication (figure 2.4 (b)): Multiple narrow angle devices
communicate with a wide-angle central station. All data must pass to and from
the central station. i.e. other devices cannot communicate directly between
themselves. A laptop computer can be assigned the central station role to form a
WPAN. A WLAN is formed if the central station 1s a hub that echoes the
received information to all stations. Media access is generally controlled by the

hub device and may involve time division access for the station devices.
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e infrastructured communication (figure 2.4 (c)): An extension of the

centralised communication concept is that of infrastructured communication

where the central station is connected to a wired backbone providing network

access to IR stations in the same room or in other rooms in the building.

¢ ad hoc communication (figure 2.4 (d)): Multiple wide-angle devices are
communicating with each other in a ‘broadcast’ environment in which there is
no central co-ordinator. All devices have equal status and can join and leave the
network at any time. A practical example of this would be the establishment of
an ad-hoc network of laptop computers around a meeting table. Media access in
the scenario is random and will require the use of a suitable media access

control protocol to contend with potential transmission collisions.

IrDA 1.x connections may be utilized in the first three categories. In the case of

centralized and infrastructure IrDA 1.x communications, the central hub must
implement a wide-angle instead of a narrow angle IR port. Infrared devices complying
with IrDA Alr consider LOS and non-LOS multipoint infrared communication

employing wide-angle IR ports and may be utilized for an ad-hoc WLAN.
b) Wireless LANs. A wireless LAN (WLAN) aims to offer wireless stations of the

same capabilities that wired LANs provide to stationary stations. WLANs were not

widely used due to high prices, low data rates, security issues and license

requirements. These drawbacks have been recently addressed and a rapid wireless

LAN deployment is expected [113]. Based on the network architecture, wireless

LAN connectivity can be logically divided into two classes:

e Ad-hoc LANs: Ad-hoc networks, also called distributed wireless networks, are
wireless terminals communicating with one another with no pre-existing
infrastructure in place; therefore, they are also called infrastructure-less
networks (figure 2.5 (a)). Wireless terminals have a wireless interface (RF or
infrared) and exchange information between one another in a distributed
manner. An ad-hoc network has no central administration, thus ensuring that the
network does not collapse when one of the terminals 1s powered down or moves
away. Wireless ad-hoc LANs are suitable for serving an immediate need (e.g.
laptop users attending a conference meeting or in a classroom) and

communicate without the need of an access point.
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(a) Ad-Hoc network

(b) Infrastructure network

Figure 2.5 Wireless LAN configurations

e Infrastructure LANSs: Infrastructure wireless LANs also known as centralized
networks, are extensions to wired networks with wireless in the last section of
the network (figure 2.5 (b)). In the infrastructure mode, the wireless network
consists of at least one access point (acting as the interface between wireless and
wired network infrastructure) and a set of wireless end stations. The access
point can control the uplink transmissions by allowing access according to QoS
requirements. In centralized networks the downlink transmissions (from base
station to wireless stations) are broadcast and can be heard by all the devices on
the network. The up link (from wireless terminals to the base station) is shared

by all the stations and is therefore a multiple access channel. The existence of a
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Technology Radio (RF) Infrared (IR)

Large coverage range Low cost and _power
consumption
High data rates No regulation restrictions
worldwide
Advantages Full duplex communications capability | High security as signal doesn’t
pass through walls
High level of mobility Very high data rates

Frequency spectrum use is highly . o
Restricted communication area
regulated

High component costs Half-duplex links
Disadvantages Security concerns as signal passes Susceptible to noise from
through walls ambient light sources
Degradation of performance because of | Power output limited by eye
other users and electrical interference safety regulations

Table 2.2  Comparison of radio (RF) and Infrared (IR) wireless communications

central station like a base station gives a great degree of flexibility in the design
of MAC protocols. The base station can control the uplink transmissions by
allowing access according to QoS requirements. In fact, infrastructure networks
provide easy network access to mobile computers and save the cost of installing
wires. This scheme is suitable for businesses operating in many buildings and
having a large number of employees with laptop computers. It is also suitable
for buildings where wiring is difficult or prohibited (e.g. manufacturing plants,

stock exchanges, trading floors and historical buildings).

2.2 Wireless transmission techniques

In wireless communications two transmission techniques are implemented; radio
(RF) and infrared (IR). Radio and infrared can be considered as complementary
transmission media [3][71]. Radio is preferred when long-range or omni-directional
transmission is required [108]. Radio is also suitable when user mobility i1s of prime
importance. Infrared is preferred when point-to-point links of high capacity are
necessary and when simple low-cost components and international compatibility are
required [3][71]. Furthermore, the IR optical medium provides an attractive alternative

in certain applications to RF based communications for short range indoor wireless data
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communications. Both the radio and infrared wireless technologies have certain
strengths and weaknesses which make them more suitable for particular wireless
environments and applications (briefly shown in table 2.2).

A comparison of the IR and RF wireless communications is carried out next:

a) Radio: Radio transmissions are regulated worldwide and often require
government licensing. However, the Industrial / Scientific / Medical (ISM) radio
bands are an exception to the licensing rule. The 2.4 GHz ISM band is allocated
worldwide but some countries allocate slightly different 900 MHz and 5 GHz ISM
bands. RF communications systems can have powerful transmitters with very
sensitive receivers providing a large range, with the signal radiated in all
directions and passing through walls and objects. RF has therefore become very
popular because of the large range and high level of mobility it provides. RF
channels have the potential for full-duplex communication (using different
frequencies for sending and receiving channels), frequency division multiplexing
and spread-spectrum modulation techniques that reduce the effects of interference.
However the radio frequency spectrum is heavily congested and tightly controlled
by regulation providing a limited bandwidth. Radio communication can achieve
high rates but suffers from interference from other radio transmitters. As radio
passes through walls, radio links operating in different rooms of the same building
must utilize different frequencies from the limited radio spectrum in order to
minimize interference. In addition, the same radio spectrum may be utilized from
other applications. For example, Bluetooth and IEEE 802.11 operate at the same
2.4 GHz ISM band. When a Bluetooth PAN co-exists in the same room with an
IEEE 802.11 WLAN, a serious interference problem arises. RF signals are also
susceptible to interference from electrical equipment, multipath fading (from
phase difference destructive interference) and dispersion (from multiple
reflections). There are also security concerns as the signal passes through walls
and safety concerns as radio signals can interfere with safety critical or sensitive
electronic equipment. RF components can also be expensive and can have high
power consumption.

b) Infrared (IR): Infrared waves are suitable for short-range indoor communications

having several advantages over radio. Infrared components are cheap, easy to
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build and the infrared radiation is confined to the room of operation. As a result,
no licensing 1s required. However, infrared connections may require a line of sight
(LOS) path between the transmitter and the receiver. The infrared spectrum is
unregulated worldwide and offers virtually unlimited bandwidth capable of
accommodating high data rates [70][138]. However, to increase infrared data rate
requires more expensive components. Infrared wireless communication
principally benefits from inexpensive readily available optoelectronic components
spawned from the fibre-optics industry. Since the radiation is confined to the
room of operation, there is no interference with infrared transmissions in
neighbouring rooms. IR links are also inherently immune to electrical interference
and will not cause interference to sensitive or safety critical electronics. As the IR
optical signal does not pass through walls, good security is provided and security
issues are much simplified. Independent narrow-beam directed links can also be
established in close proximity without interference. However, IR transmitters
have a limited power output for eye safety [9] are directional in nature, and are
blocked by opaque objects, thus providing a limited range and less mobility than
RF. Infrared receivers are also exposed to high ambient light levels inducing
receiver noise. Also, inexpensive links can only be half-duplex (i.e. devices
cannot transmit and receive at the same time). For diffuse links, multipath

dispersion from wall and ceiling reflections can limit the maximum data rate.

2.3 Wireless LAN standards

The great range of applications requiring wireless information transfers has led to

the development of many communication standards. Devices for wireless LANs follow

specifications developed by independent standard bodies or industry consortia. The next

section describes current standards for wireless LANs focusing on physical layer and

medium access 1ssues.

2.3.1 HomeRF

The Home Radio Frequency Working Group (HRFWG) was launched in 1998 by

leading computer companies to interconnect a broad range of electronic consumer

products and personal computers anywhere in the home at an affordable price [52][77].

HRFWG developed the HomeRF specification for wireless communications in home
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deployments for connecting PCs, peripherals, cordless phones and other consumer

electronic devices. HomeRF 1s actually an effort that aims to tackle the interoperability

limitations of many wireless networking access devices and products [52][77]. It uses
Frequency Hopping Spread Spectrum (FHSS) techniques in the 2.4 GHz ISM band. The
data rate of HomeRF is 1.6 Mb/s and the distance range is about to 45 meters [52].
HomeRF supports up to 127 data connections (PCs and peripherals) and four high
quality voice connections (cordless telephones) [100].

Meanwhile, many companies are working with the HRFWG to develop the Shared
Wireless Access Protocol (SWAP) [37] for radio-based home networks. The SWAP
specification aims to define a new, common air interface that supports both wireless
voice and LAN data services in the home environment, provide higher data rates and
ensure interoperability among various wireless products being developed by PC,
communications and consumer electronics vendors for the home market. SWAP
supports both a TDMA (Time Division Multiple Access) service to provide delay
sensitive services such as voice data [92], as well as a CSMA/CA (Carrier Sense
Multiple Access/Collision Avoidance) service for delivery of delay insensitive high-
speed data connections. The CSMA/CA scheme is derived from the IEEE 802.11

protocol.

2.3.2 Advanced Infrared (Alr)

Although, IrDA 1.x protocol has been proven very popular and millions of devices
are equipped with an IrDA infrared port, IrDA specifications are addressing the ‘point
and shoot’ user model. The significant increase on the number of mobile devices on
market today and recent advances in infrared technology have led to the decision to
address the communication requirements of a pool of users. IrDA proposed the
Advanced Infrared (Alr) standard for WLANSs by extending the IrDA 1.x protocol stack
relaxing the range as well as viewing angle restrictions posed by the IrDA 1.x physical
layer [63].

The Alr protocol specifications are developed for indoor, high-speed, low cost and
multipoint wireless communications. The primary goal in developing Alr specifications
was to introduce indoor, high-speed, low cost and multipoint connectivity as well as to
preserve the investment in upper layer applications by making certain that existing IrDA

applications will be able to utilize the proposed extensions in lower layers. A new
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physical layer, the Alr PHY [62], was introduced and the IrDA IrLAP layer [64] is split

into three sub-layers:

* The AlIr Medium Access Control (MAC) [65]
» The Alr Link Manager (LM) [66] and
= The Alr Link Control (LC) [67]

Alr MAC sub-layer allows upper layers to cope with the relaxing of restrictions on
the angle and range of Alr PHY ports. Alr MAC is responsible for coordinating the
access to the infrared medium among Alr and IrDA devices. Alr MAC supports
reservation based media access control, reliable and unreliable data transfer, data
sequencing and data rate adaptation. Alr MAC coordinates medium access by
employing Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
techniques [65]. Alr LM is a ‘thin’ layer that allows multiplexing of multiple different
client protocols. It also provides dynamic addressing, station grouping as well as priority
and non-priority data channels [66]. Dynamic addressing is used to cope with MAC
address conflicts and station grouping is utilized to enable multicast transmissions. Alr
LC supports connections to multiple devices and is a derivative of the widely used
HDLC protocol operating at the Asynchronous Balanced Mode of the protocol. Alr LC
does not assign primary and secondary roles to communicating devices. It supports error
detection and recovery services, address conflict resolution procedures and guaranteed
data delivery services.

Alr links support wide-angle ports operating at +60 to +75 degrees (compared to
narrow-angle £15 to 30 degrees for the IrDA 1.x) in order to achieve multipoint
connectivity with other devices in range. Alr devices take advantage of line of sight
(LOS) propagation paths but they can also communicate relying on infrared signal
reflections from the ceiling and walls if the LOS path is obstructed. Alr utilizes one
common modulation format defined as the four-slot Pulse Position Modulation with
Variable Repetition Rate (RR) encoding (4PPM/VR). Alr data rate is 4Mbit/s but lower
data rates (up to 256Kbit/s) can be utilized if the link quality is low due to high link
distance, intense background light and/or non-LOS path. The transmission range of Alr
depends on the class of the devices that are being used. Standard range (S-class) Alr
transceivers are expected to provide a transmission distance from 1lm to 2.5m at
4Mbit/s. At 256 Kbit/s, a range of at least Sm is achieved. Long-range (L-class) Alr
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transceivers accomplish a transmission range from 2.5m to 6m at 4 Mbit/s and a range
of at least 5m to at least 12m at 256 Kbit/s [62][63].

2.3.3 HiperLAN and HiperLAN 2

The European Telecommunication Standards Institute (ETSI) proposed the High
Performance Radio LAN (HiperLAN) protocol to address the need for high-speed short-
range wireless communication [50]. HiperLAN considers a wireless extension of a
wired network where Mobile Terminals (MTs), such as laptops and PDAs, establish
wireless connections to Access Points (APs) of a wired network. HiperLAN utilizes the
5 GHz ISM band [100], which provides larger frequency bandwidth than the 2.4 GHz
band, with a data rate of about 24 Mbit/s. HiperLAN was designed to operate with the
IEEE 802.11 family through MAC layer bridging. A major difference between
HiperLAN and the IEEE 802.11 PHY layers is that HiperLAN operates at a fixed
frequency, with no requirement for spread spectrum operation. Although, HiperLAN
provided connection-oriented information exchange, automatic frequency allocation and
easy integration, it did not experience any commercial success.

HiperLAN 2 is the next-generation WLAN specification which is equivalent to the
IEEE 802.11 standard suite. HIPERLAN 2 has been designed to address various issues
present in WLANS; it incorporated quality of service (QoS) support for real-time
multimedia communication, efficient power consumption for portable devices, strong
security and interoperability with Ethernet, IEEE 1394 (Firewire) and 3G mobile
systems. HiperLAN 2 specifications define three basic layers; the physical layer (PHY),
the Data Link Control (DLC) layer and the Convergence Layer (CL). HiperLAN 2
physical layer continues to utilize the 5 GHz frequency band, but with Orthogonal
Frequency Division Multiplexing (OFDM) technology. The approximate transmission
range is up to 100 meters and a maximum data rate of 54 Mb/s can be achieved.
HiperLAN 2 physical layer supports several modulation and coding alternatives. The
medium access control is achieved by utilizing a centralized controller at the AP with
time division duplex (TDD) and dynamic time division multiple access (TDMA)
techniques.

The original HiperLAN standard and its successor, HiperLAN 2, are still on the
books. Most features of the HiperLAN 2 were either never standardized or left to the

vendors to implement. Although there were supporters who marketed this technology
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for local area networking, in the last few years the development of HiperLAN 2 has

stopped and certain features are implemented in the IEEE 802.11 standards.

2.3.4 1EEE 802.11 protocol

The past few years, various wireless communication standards have been developed
and used extensively. The IEEE Working Group (WG) proposed the 802.11 family of
protocols to deal with the modern wireless connectivity needs. The IEEE 802.11
protocols are a significant development, they are now a mature and the most widely
deployed technology for WLANSs. They are tested and installed for years in corporate,
enterprise, private and public environments (e.g. hot-spot areas), and are high likely to
play a major role in multimedia home networks and next generation wireless
communications. The main characteristic of the IEEE 802.11 WLAN is its simplicity,
scalability and robustness against failures due to its distributed nature.

IEEE 802.11 wireless networks can be configured into two different modes: ad-hoc
and infrastructure modes. In ad-hoc mode, all wireless stations within the
communication range can communicate directly with each other, whereas in
infrastructure mode, an Access Point (AP) is needed to connect all stations to a
Distribution System (DS) and each station can communicate with others through the
AP. The specifications are detailed and cover both the Medium Access Control (MAC)

and the Physical Layer (PHY). They incorporate two medium access methods,
Distributed Coordination Function (DCF) and Point Coordination Function (PCF). DCF

is an asynchronous data transmission function, which is best suited to delay insensitive

data. If time-bounded services are required, the optional PCF is used, which is built on
top of the DCF.

The IEEE 802.11 MAC, has to support multiple users on a shared medium. In the
wired Ethernet, in order to avoid collisions, the terminal transmits and listens at the
same time using Carrier Sense Multiple Access with Collision Detection (CSMA/CD)
techniques. In radio systems, however, the terminal is not able to transmit and receive
simultaneously, thus it is not able to detect a collision. Thus, IEEE 802.11 uses a MAC
protocol is based on Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA). The MAC sublayer's most basic ability is to sense a quiet time on the

network before transmitting. Once the host has determined that the medium has been
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idle for a minimum time period, it may transmit a packet. This minimum time period is

known as “Distributed Coordination Function inter-frame spacing” or “DIFS”. If the

medium is not idle, the terminal begins a backoff process and waits for a time interval.

Under DCF, data packets are transferred via two methods. The essential method
used in DCF is called basic access method. The IEEE 802.11 standard also provides an
alternative way of transmitting data packets, namely the RTS/CTS method. Since
collisions in wireless environment cannot be detected, an explicit packet
acknowledgment (ACK) is used, which means that an ACK packet is sent by the
receiving station to confirm that the correct reception of a data packet. Actually, carrier
sensing can be performed on both the physical and MAC layers. On the physical layer,
physical carrier sensing is done by detecting any channel activity by other stations. In
addition to the physical channel sensing, virtual carrier sensing is achieved by using
time fields in the packets, which indicate to other stations the duration of the current
transmission. All stations that hear the data or the RTS packet, update their Network
Allocation Vector (NAV) field based on the value of the duration field in the received
packet which includes the short inter-frame spacing (SIFS) and the ACK packet
transmission time following the data packet, before sensing the medium again.

The original standard, known simply as IEEE 802.11, defined three different

physical layers utilizing:

a) Frequency Hopping Spread-Spectrum (FHSS) modulation in the 2.4 GHz ISM band
b) Direct Sequence Spread-Spectrum (DSSS) modulation in the 2.4 GHz ISM band

c) Infrared (IR) light using non-directed, line-of-sight and reflected transmissions

All three physical layers support both 1 and 2 Mbit/s data rates. Both radio physical
layers operate at the 2.4 GHz band providing a range of up to 100 m indoors and the IR
physical layer provides a range of up to 10 m but it is confined to the room of operation.
IEEE 802.11 standard considers interference and reliability, security, power saving,
human safety and station mobility. It supports access-point oriented and ad hoc
networking topologies [84]. The next step after was to publish an enhanced version
named IEEE 802.11b that extends the data rate up to 11 Mbit/s at the 2.4 GHz band
[136]. A high-speed version at 5 GHz UNII band, 1.e. IEEE 802.11a, was also defined
[137]. IEEE 802.11a standard can achieve a maximum data rate of up to 54 Mbit/s by
using OFDM (Orthogonal Frequency Division Multiplexing) modulation technique at
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physical layer. A more detailed description of IEEE 802.11b and 802.11a is included in
Appendix A.

2.3.5 Other ongoing activities within IEEE 802.11 Working Group

Certain IEEE 802.11 Task Groups are in place to improve upon the existing
802.11x standards. The areas of concentration are security, quality of service,
compliance and interoperability. Most of these are still in the Task Group stage of the
specification process. We are starting with 802.11b before 802.11a because it has
achieved a higher level of commercial adoption. The letter after the name represents the

time at which the specification was first proposed, but not necessarily which one was

first adopted.

(i) IEEE 802.11b/Wi-Fi

IEEE 802.11b [136] is the most popular standard at the moment in the 802.11x
family. The specification was approved at the same time as 802.11a in 1999, but since
then has achieved broad market acceptance for wireless networking. 802.11b is based on
the DSSS version of 802.11, using the 2.4 GHz spectrum. Since DSSS is easier to
implement than orthogonal frequency division multiplexing (OFDM) used in 802.11a,
802.11b products came to market much sooner than their 802.11a counterparts. The 2.4-
GHz spectrum is also available globally for WLAN configurations, while the 5 GHz

spectrum that 802.11a uses is for limited use in many countries. To help foster
interoperability between 802.11b products, the Wi-Fi Alliance (formerly the Wireless
Ethernet Compatibility Alliance (WECA)) has set up certification for the Wireless
Fidelity, or Wi-Fi. Obtaining Wi-Fi certification ensures that 802.11b products will be
able to interoperate with other Wi-Fi products globally. This certification, combined
with the release of 802.11b products by leading networking companies has made
802.11b the most commonly used 802.11 standard in commercial WLAN products.

All previously mentioned coding techniques for legacy IEEE 802.11 provide a
speed of 1 to 2 Mbit/s, lower than the wired networks that provide data rates of at least
100 Mbit/s. The only technique (with regards to FCC rules) capable of providing higher
speed i1s DSSS, which was selected as a standard physical layer technique. IEEE
802.11b is actually an extension of the IEEE 802.11 DSSS scheme, providing data rates
of 1 to 2 Mbit/s and two new speeds of 5.5 and 11 Mbit/s. Each channel requires the
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same 11-MHz bandwidth as in the case of a DSSS channel. To achieve a higher data
rate in the same bandwidth, a new modulation scheme called Complementary Code
Keying (CCK) 1s used.

The use of the 2.4 GHz band for communication has advantages and disadvantages.
On the plus side, the 2.4 GHz spectrum is almost untiversally available for WLAN
configurations and 2.4 GHz signals are able to penetrate physical barriers such as walls
more effectively than higher frequencies can. The downside of using the 2.4 GHz
spectrum 1s congestion. Since it is unlicensed, meaning anyone can use it without
obtaining a special license, other electronic products also use this frequency for
communication. Two common examples are cordless phones and microwave ovens.
With the widespread use of this spectrum, there is a possibility that it will become
overcrowded, resulting in too much interference. Hopefully, this will not be the case
since any manufacturer of any 2.4 GHz product is required to take interference into
account in its product design.

In typical indoor office configurations, an IEEE 802.11b access point can
communicate with devices up to 100 meters away. The further away a terminal 1s from
the access point, the slower the communication will be. Devices within about 30 meters
can usually achieve a raw data transfer rate of 11 Mbit/s; beyond 30 meters, the rate
drops to 5.5 Mbit/s, to 2 Mbit/s around 65 meters away, and finally, to 1 Mbit/s around
the outer edge. These numbers represent the anticipated coverage area and transmission
speeds, but the products from each vendor will differ in performance. If you are looking
to implement an 802.11b WLAN, it 1s recommended that you do a site survey to obtain

the actual operating range and associated bandwidth for your location.

(ii) IEEE 802.11a
IEEE 802.11a [137] is a very promising high-speed alternative to 802.11b",

providing wireless data speeds up to 54 Mbit/s in distances up to 50 m, and utilizing the
5 GHz spectrum range, which has less interference than the 2.4 GHz spectrum. Unlike
the IEEE 802.11b, IEEE 802.11a uses a multi-carrier system rather than a spread-
spectrum scheme based on Orthogonal Frequency-Division Multiplexing (OFDM).

' A common misconception is that 802.11a came first. IEEE 802.11b does represent the second
generation of wireless networking but 802.11a actually represents a third generation.
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OFDM uses multiple carrier signals at different frequencies, sending some of the bits on

each channel. OFDM, however, dedicates all of the sub-channels to a single data source.

OFDM is very efficient in time-varying environments, where the transmitted radio
signals are reflected from many points, leading to different propagation times before
they eventually reach the receiver. OFDM delivers higher data rates and a high degree
of signal recovery, due to its encoding scheme and error correction. IEEE 802.11a can
achieve data rates of 6, 9, 12, 18, 24, 36, 48 and 54 Mbit/s.

The move to the S GHz band and OFDM modulation provides two important
benefits over 802.11b. First, it increases the maximum speed per channel from 11 Mbit/s
to 54 Mbit/s. This is a tremendous boost, especially considering that the bandwidth is
shared among all the users on an access point. The increased speed is especially useful
for wireless multimedia, large file transfers and fast Internet access. Second, the
bandwidth available in the 5 GHz range is larger than available at 2.4 GHz, allowing for
more simultaneous users without potential conflicts. Additionally, the 5 GHz band is not
as congested at the 2.4 GHz band, resulting in less interference.

These advantages come with some downsides. The higher operating frequency
equates to a shorter range. This means that to maintain the high data rates, a larger
number of 802.11a access points are required to cover the same area, versus 802.11b.
While 802.11b access points have a typical range of 100 meters, 802.11a access points
are often limited to between 25 and 50 meters. In addition, OFDM requires more power
than DSSS, leading to higher power consumption by 802.11a products. This is definitely
a disadvantage for mobile devices that have limited battery power. Another downside 1s
that 802.11a and 802.11b products are not compatible. With the large number of
802.11b products on the market, this will have a negative effect on the adoption of
802.11a products. That said, both standards can coexist, and products are now on the
market that support both 802.11a and 802.11b in a single chipset. This dual-mode
approach is very attractive for users who want the advantages of 802.11a, with the
backward compatibility and market penetration of 802.11b.

Due to the increased complexity of 802.11a, the first products did not reach the
market until early 2002. Since then other vendors have released 802.11a products,
helping 802.11a gain broader market acceptance and interoperability certification.

However, there are certain barriers before the worldwide acceptance. First of all, the
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coverage range 1s very short. The S GHz frequency band is not available worldwide.

Japan, for example, permits the use of a smaller band, containing half the channels. In

Europe, the standard does not comply with various EU requirements. This actually
leaves some doubt as to whether it will become a global standard as 802.11b has.
Moreover, IEEE 802.11a does not provide any QoS mechanisms. A step into the
direction of wide establishment of IEEE 802.11a is the creation of a multi-vendor

interoperability certification for 802.11a products.

(iii) IEEE 802.11d
The IEEE 802.11d Task Group describes a protocol that will allow an IEEE 802.11

device to receive the regulatory information required to configure itself properly to
operate anywhere on earth. The IEEE 802.11d standard (referred to as the “global
harmonization standard”) adds the requirements and definitions necessary to allow IEEE
802.11 WLAN equipment to operate in markets not served by the current standards.
This 1s especially important for operation in the 5 GHz band because the use of those

frequencies differ widely from one country to another (especially where the 2.4-GHz

band is not available).

(iv) IEEE 802.11¢

The IEEE 802.11¢ Task Group [56] is working to provide quality of service (QoS)
characteristics and capabilities within 802.11 wireless LANs. The IEEE 802.11
Working Group realized that the original 802.11 standard and its amendments, a, b, and
g, don't provide an effective mechanism to prioritize traffic. Without such a mechanism,
there can't be any strong quality of service, which means that Wi-Fi can't optimize the

transmission of audio and video.
IEEE 802.11e revises the MAC layer to improve QoS and address MAC

enhancement. It accommodates time-scheduled and polled communication during null
periods when no other data is moving through the system. In addition, IEEE 802.11e
improves polling efficiency and channel robustness by employing a prioritized scheme
that can be used to ensure that high priority users get more bandwidth allocation than
low priority users. A QoS station is any base station implementing 802.11e. In a QoS
station, a hybrid coordination function (HCF) replaces modules for a distributed

coordination function (DCF) and point coordination function (PCF).The HCF consists
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of enhanced distributed-channel access (EDCA) and HCF-controlled channel access
(HCCA). EDCA extends the legacy DCF mechanism to include priorities. As with the

PCF, HCCA centrally manages medium access, but does so more efficiently and
flexibly. These enhancements should provide the necessary quality for services and
applications such as voice-over-IP (VoIP), audio and video over 802.11 wireless
networks, video conferencing, media stream distribution, enhanced security
applications, and mobile as well as nomadic access applications.

Since 802.11e falls within the MAC sub-layer, it will be common to all 802.11
PHY's standards (e.g. 802.11a, b, and g) and be backward compatible with all existing
wireless LANs based on the 802.11 series of standards. As a result, the lack of a
finalized 802.11e specification shouldn't impact a decision on which Wi-Fi flavour to
use when deploying a new WLAN. It should be relatively easy to upgrade any existing
access points to comply with 802.11e, once it is ratified, through relatively simple
firmware upgrades. Up to now, there have been innumerable delays, thanks to

arguments over how many classes of service should be provided and exactly how they

should be implemented. However, it appears as if most of the issues have been resolved

and that the 802.11e amendment will be ratified and be available very soon.

(v) IEEE 802.11f
IEEE 802.11f [58] addresses interoperability among access points from multiple

vendors. Actually, IEEE 802.11f is not a specification; instead, it's a “recommended
practice” document, meaning that vendor compliance is completely voluntary. The
document was drafted with the goal of improving the handover mechanism in Wi-Fi
networks, so that end-users can maintain a connection while roaming between two
different switched segments (radio channels), or between access points attached to two
different networks. Thus, an access point can function as a bridge that connects two
802.11 LANSs across another type of network, such as an Ethernet LAN or a wide area
network. In this way, IEEE 802.11f facilitates the roaming of a device from one access
point to another while ensuring transmission continuity. This 1s vital if Wi-Fi networks
are to offer the same mobility that cell phone users take for granted. The inclusion of
IEEE 802.11f in access point design will open up WLAN design options and add some

interoperability assurance when selecting access point vendors.
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(vi) IEEE 802.11¢
IEEE 802.11g [60] is another important extension of IEEE 802.11b. Just like IEEE

802.11a, IEEE 802.11g extends the OSI Model Physical Layer of 802.11b, by adopting
either single-carrier, trellis-coded, eightphase shift keying modulation or OFDM
schemes and achieves data rates higher than 22 Mb/s (theoretically up to 54 Mbit/s).
However, IEEE 802.11g has two advantages over 802.11a: it operates at the 2.4- GHz
band, which is now available worldwide, and it is backwards compatible with the
existing installed 802.11b products. In order to achieve the latter, IEEE 802.11g drops
the data rate to 11 Mbit/s (or even lower), while the IEEE 802.11a uses the 5 GHz radio
frequency and thus it is not interoperable with the 802.11b devices.

IEEE 802.11g brings high-speed wireless communication to the 2.4 GHz band,
while maintaining backward compatibility with 802.11b. This is accomplished on two
layers. First, 802.11g operates on the same 2.4-GHz frequency band as 802.11b, with
the same DSSS modulation types for speeds up to 11 Mbit/s. For 54 Mbit/s, 802.11g
uses the more efficient OFDM modulation types, still within the 2.4-GHz band. In
practice, an 802.11g network card will be able to work with an 802.11b access point,
and 802.11b devices will work with an 802.11g access point. In both of these scenarios,
the 802.11b component is the limiting factor, so the maximum speed is 11 Mbit/s. To
obtain the 54 Mbit/s speeds, both the network cards and access point have to be 802.11g
compliant. In all other aspects, such as network capacity and range, 802.11b and
802.11g are the same. To provide backwards compatibility with 802.11b, the
specification supports Complementary Code Keying (CCK) modulation (which 802.11b
also uses) and, as an option for faster link rates, it also allows packet binary
convolutional coding (PBCC) modulation. Both mandatory and optional aspects are
included in the 802.11g standard. The mandatory aspects include the use of OFDM to
support higher data rates and support for CCK to ensure backward compatibility with
existing 802.11b radios. The optional elements are CCK/OFDM and packet binary
convolutional coding (PBCC). Developers may elect to include either optional element
or omit both options entirely.

Since 802.11g offers the same speed as 802.11a, comparisons between them are
inevitable. And because they both use OFDM modulation, the main differences result

from their frequency ranges and corresponding bandwidth. The total available
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bandwidth at 2.4 GHz remains the same as with 802.11b. This results in lower capacity

for 802.11g WLANs when compared to 802.11a. In addition, fewer channels are

available, leading to a higher potential of conflicts. When we take into consideration the
backward compatibility that 802.11g has with 802.11b, 802.11g becomes an attractive
option for companies that have 802.11b installations. In fact, there is a lot of room for
debating on many issues about the IEEE 802.11g. In most cases, a 2.4 GHz installation
1s the way to go for common office applications, since 2.4 GHz products are
inexpensive and capable of supporting most application requirements. On the other
hand, there will always be situations that can strongly benefit from the use of 5 GHz,

e.g. heavily populated environments and networks that support multimedia applications.

(vii) IEEE 802.11h

IEEE 802.11h [57] aims at enhancing the control over transmission power and radio
channel selection of IEEE 802.11a in the 5 GHz band in order to make IEEE 802.11a
products compliant with European regulatory requirements. IEEE 802.11h covers
spectrum and power management. The standard includes a dynamic channel selection
mechanism to prevent selection of the frequency band’s restricted portion. The
standard’s transmit-power-control features adjust power to EU requirements. Although
European countries, such as the Netherlands and the U.K., currently allow the use of
8§02.11a under the condition that transmission power control (TPC) and dynamic
frequency selection (DFS) must also be present, pan-European approval of the 802.11h
standard (along with 802.11€) could be just the ticket to making 802.11a acceptable to

many, if not all, local regulatory bodies.

(viii) IEEE 802.11i

Originally focused on 802.11b systems, the IEEE 802.11i Task Group is developing
new dafa security protocols aiming at increasing security and authentication
mechanisms for use in all 802.11 systems. The original standard included a wired
equivalency protocol (WEP) with two key structures, 40 and 128 bits long. WEP 1s
essentially an encryption technique that incorporates none of the more advanced
security techniques known to the networking industry.

Many of the security issues have resulted from companies not using the WEP at all.

By implementing additional security mechanisms, corporations can ensure secure
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wireless communication. In addition, the 802.111 Task Group is working to develop

additional security levels for 802.11 WLANs. The developed standard aims at
addressing security deficiencies in the WEP algonthm by employing stronger

encryption and other security enhancements. Instead of WEP, a new

authentication/encryption algorithm based on the Advanced Encryption Standard (AES)

1S under preparation.

(viii) IEEE 802.11j

IEEE 802.11j [59] is a newly proposed standard. As it now stands, the 802.11j Task
Group is mandated to draft a specification that will meet international regulatory
requirements, specifically 4.9-5 GHz operation in Japan. Basically, 802.11j is the

equivalent of 802.11h, but it is designed for the Japanese regulatory environment.

(ix) IEEE 802.11k

WLAN QoS stands to benefit from another standard proposal, tentatively labelled
IEEE 802.11k. The new proposed standard would allow the gathering of detailed
information about the communications link between stations and clients. It would
standardize the way all 802.11 networks report radio and network performance
conditions to other parts of the network stack, to applications, as well as to

administrators and operators for the purpose of network management, fault finding and
other diagnostics. For example, if a network administrator had all the qualitative

information about a station, including its performance capabilities, he or she could then
know how to provision it downstream.

The general idea of 802.11k is to strengthen QoS of 802.11e by overlaying 802.11k
technology. The 802.11k Task Group only came into existence in early 2003, so its
work has just begun. The vision of the 802.11k Task Group is to let higher applications
see information about wireless access points and clients, even if they're on different
subnets. This is an important step in making an enterprise wireless LAN a unified,
consistent system, instead of a loose collection of individual subnets. The goal is to
make low-level measurements from the PHY and MAC layers of the wireless LAN
available to higher-level applications, which can then make decisions and take actions
based on this data. In practice, the protocol elements that will be specified in 802.11k
will be MAC and PHY extensions. The standard will also probably deal with protocol,
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not decision-making or algorithms. For example, a set of measurements may be defined,
but there will be no specific rule as to when these measurements should be made, or

how the results should be used.

(x) IEEE 802.11m
IEEE 802.11m is proposed as an IEEE 802.11 maintenance Task Group. The

group’s job is to maintain and correct any errors in any previous amendments to any

previously published 802.11 series of specifications like 802.11b, 802.11a, etc.

(xi) IEEE 802.11n
The IEEE 802.11n Task Group is studying various enhancements to the physical

and MAC layers to improve throughput. These enhancements include such items as
multiple antennas, smart antennas, changes to signal encoding schemes and changes to
MAC protocols. The Task Group’s current objective is a data rate of at least 100 Mbit/s,
as measured at the interface between the 802.11 MAC layer and higher layers. In
contrast, the 802.11 physical-layer standards measure data rate at the physical interface
to the wireless medium. The motivation for measuring at the upper interface to the
MAC layer is that a user can experience a data rate significantly less than that of the

physical layer. Overhead includes packet preambles, acknowledgments, contention
windows, and various interface spacing parameters. The result is that the data rate
coming out of the MAC layer could be about one-half of the physical-layer data rate. In
addition to improving throughput, 802.11n addresses other performance-related
requirements, including improved range at existing throughputs, increased resistance to

interference and more uniform coverage within an area.

2.4 Wireless issues and challenges

The unique properties of the wireless medium make the design of wireless protocols
very different and more challenging than wireline networks. Many important issues in
the protocol stack design have to be addressed differently if the wireless (either radio or
infrared) medium is utilized at the physical layer. Certain properties of wireless systems
and their challenges are discussed in detail as follows:

a) Duplexity: The duplexing mechanism refers to how the data transmission and the

data reception channels are multiplexed. They can be multiplexed in different time

32



slots or different frequency channels. Time division duplex (TDD) refers to

multiplexing of the transmission and reception in different time periods in the same

frequency band. Using different frequency bands for uplink and downlink is called
the frequency division duplex (FDD) mode of operation. In FDD mode it is feasible
for the station to transmit and receive data at the same time; this is not possible in
TDD. In IR wireless devices, it is very difficult for a station to receive data when it
sends data. The reason is that when a station is transmitting data, a large fraction of
the signal leaks into the reception circuit (referred to as self-interference). Usually,
the power of the transmitted signal is higher by orders of magnitude than the power
of the received signal. As a result, the leakage signal has higher power than the
received signal, making remote signal detection impossible while transmitting data.

However, half-duplex operation degrades the performance of infrared wireless links.

b) Minimum turn around time: When a station transmits, the leakage signal blinds its
own receiver such that it can not receive remote infrared pulses. After the
transmission ends, the receiving circuitry needs a minimum Turn Around Time
(TAT) to recover. Thus, a transmitting station is able to receive a TAT time period
after 1ts transmission ends. As a result, all participating stations must wait a TAT
after a transmission finishes before initiating a new packet transmission to ensure
that all stations (including the station that transmitted the previous packet) will be
able to receive the new packet. The TAT delay is high in infrared ports and should

be taken into account in the design of medium access and retransmission protocols.

c) Collision avoidance: Due to hardware constraints, a station can not immediately
detect collisions during its transmission. The inability to detect remote transmissions
while transmitting results in another implication if many stations compete for
medium access; a station can not determine a collision by monitoring channel
activity while transmitting, as in Ethernet type protocols. As a result, all stations
competing for medium access must implement another collision detection
mechanism and employ collision avoidance techniques to minimize the collision
probability. Obviously, the more the active stations in the range of a transmitter-

receiver pair, the more severe the collisions observed.

d) Interference and channel errors: Interference in wireless communications can be

caused by simultaneous transmissions (i.e. packet collisions when two or more
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sources share the same frequency band) or by transmission errors. Packet collisions

are typically the result of multiple stations waiting for the channel to become idle

and then begin transmission at the same time. Collisions are also caused by the
“hidden terminal” problem, where a station, believing the channel is idle, begins
transmission without successfully detecting the presence of a transmission already in
progress. Interference is also caused by multipath fading, which is characterized by

random amplitude and phase fluctuations at the receiver.

The reliability of the communications channel is typically measured by the average
bit error rate (BER). As a consequence of the time-varying channel and varying signal
strength, errors are more likely in wireless transmissions. In wired networks, the
probability of errors is very small (BER is typically less than 107%). In contrast, wireless
channels may have a BER as high as 10™ or higher, resulting in a much higher
transmission error probability. Packet loss due to errors can be minimized by using one
or more of the following three techniques:

» Smaller packets
* Forward Error Correcting (FEC) codes
» Retransmission methods (i.e. Automatic Repeat Request (ARQ) schemes)

To detect transmission errors, wireless link layer protocols may utilize an immediate
acknowledgement (ACK) packet, which follows every data packet transmission. If the
ACK packet is not received at the end of a transmission, the transmitter reschedules the
data packet for retransmission. ACK packet may result in significant overhead,
especially when followed by considerable Turn Around Time (TAT) delays, (i.e. mainly
in IR systems). In order to minimize the ACK packet overhead, infrared wireless link
layer protocols may choose to acknowledge a number of data packets using a single
ACK packet like in ItDA Alr protocol. They may also employ smaller packet sizes to
decrease the packet error probability. Another alternative is the implementation of
Forward Error Correcting (FEC) codes. Wireless link layer protocols should be

efficiently designed to minimize the total delay of data packet retransmissions, ACK

packets, packet overheads, TAT delays and FEC.

¢) Human safety: Research is ongoing to determine whether radio frequency (RF)
transmissions from radio and cellular phones are linked to human illness since there

are concerns raised, regarding the health risks of wireless use. To date, scientific
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studies have been unable to attribute adverse health effects to wireless transmissions.

Wireless technology should meet stringent government and industry standards for

safety and must be designed to minimize the power transmitted by network devices.
WLANSs should be safe to operate, especially regarding low radiation if used, e.g. in
hospitals. For infrared (IR) WLAN systems, optical transmitters must be designed to

prevent thermal burns and vision impairment [9].

f) Security: In a wired network, the transmission medium can be physically secured,
and access to the network is easily controlled. A wireless network using radio

2 is more difficult to secure, since the transmission medium

transmission techniques
is open to anyone within the geographical range of a transmitter being prone to the
dangers of eavesdropping. Wireless access must always include encryption and
authentication in order to accomplish data privacy. Efficient and simple-to-use
security schemes must be incorporated in wireless designs to minimize the chances
of unauthorized access or sabotage. While encryption of wireless traffic can be
achieved, it is usually at the expense of increased cost and decreased performance.
The insecurity of the wireless links has been identified in literature [46][111] and a

number of solutions have been proposed [101][147].

g) Location dependent carrier sensing: In the wireless medium, because of multipath
propagation, signal strength decays according to a power law with distance. Due to
the signal attenuation, data transmission and reception becomes location dependent,
function of the position of the receiver relative to the transmitter. Stations far away
from the transmitter may not be able to detect the presence of an ongoing
transmission. In addition, infrared transmissions are directed; only stations 1n the
reception cone may be able to detect an on-going infrared transmission if adequate
reflecting surfaces are not present. In fact, only stations within a specific radius of
the transmitter can detect the carrier on the channel. This location dependent carrier

sensing results in three possible situations in protocols that use carrier sensing:

eHidden Stations: A hidden station is one that is within the range of the
receiver but out of range of the transmitter [4][81]. Let’s consider the scenario

shown in figure 2.6. Station A transmits to station B. Station C cannot hear the

2 As the IR signal does not penetrate walls, being confined to the room of operation, information
exchange between infrared wireless devices is considered particularly secure.
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Figure 2.6 The hidden and exposed station problem

on-going transmission from A because it is out of the reception range of station
A. If station C wishes to transmit to station B, it listens to the medium and
falsely thinks that the channel is idle. Station C initiates transmission and
interferes with the transmission from A to B (causing a packet collision). In this
case, station C is hidden to station A. Hence, hidden stations may cause packet
collisions and, thus, reduce efficiency [78]. Generally, the probability of
successful packet transmission decreases as the distance between source and

destination increases and/or the traffic load increases [31].

e Exposed stations: Exposed stations are complementary to hidden stations. An
exposed station is one that is in the range of the transmitter, but out of range of
the receiver [4]. e.g. in figure 2.6, consider that B is transmitting a packet to A.
C senses the channel busy, and therefore defers transmission of any packet it
has, to avoid collisions. However, C could start its transmissions without
causing collisions since A is out of range of C (any transmission by station C
does not reach station A, and hence does not interfere with data reception at
station A). In theory, C can therefore have a parallel conversation with another
terminal out of range of B and in range of C. In this case, station C 1s an
exposed station to station B. The link utilization may be significantly impaired

due to the unnecessarily deferring stations from transmitting.
e Capture: Capture refers to the ability of a receiver to successfully receive a

transmission from a given station when multiple stations within range are

transmitting simultaneously [4][103]. In figure 2.6, when stations A and D
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transmit simultaneously to B, the signal strength received from D is much

higher than that from A (D is closer to B than A) and D’s transmission can be

decoded without errors in the presence of transmission from A. Capture effect
1s a favorable feature since it improves protocol performance [4], but it may
cause unfairness among mobile stations
To minimize collisions from hidden stations, the Request To Send / Clear To Send
(RTS/CTS) packet exchange was proposed in the Multiple Access with Collision
Avoidance (MACA) protocol [75]. According to MACA, the transmitter first reserves
the medium using an RTS packet. The RTS packet contains the reservation time period
in a special field. The receiver responds with a CTS packet that echoes the reservation
period. Upon receiving the CTS packet, the transmitter proceeds with the data packet
transmission. Thus, stations hearing only the RTS or the CTS packet are aware of the
medium busy condition and remain silent for the entire data transmission period even if
they are not able to hear the data packet [75]. Using the RTS/CTS packet exchange,
hidden stations do not result in data packet collisions; collisions can occur only on the
short RTS packets if two (or more) stations try to reserve the medium at the same time.
Both IEEE 802.11 and IrDA Alr protocols address the hidden station problem by
employing the RTS/CTS control packet exchange. Actually, in IEEE 802.11 the RTS
and CTS control packets are transmitted at a lower more robust rate whereas in Alr both
RTS and CTS packets are transmitted using the maximum Repetition Rate (RR) to
increase their transmission range. In order to minimize the RTS/CTS/TAT overhead, in
Alr every successful medium reservation may include the transmission of a number of
data packets. As the data packets may be transmitted using different RR to match
varying channel quality, the reservation time duration is not known when the RTS

packet is transmitted. As a result, a reservation is terminated using an End Of Burst /
End Of Burst Confirm (EOB/EOBC) control packet exchange.

2.5 Performance modelling of communication systems

As stated in chapter 1, data communications system, including both physical layer
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