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Abstract 

As the internet has become cheaper, faster, and more widely used, the amount of data 

generated by people has increased exponentially. Much of the data is provided by 

users’ activities, often mundane tasks, like making purchases, engaging in exercise 

routines, and consuming streaming content. In some cases, these tasks are leveraged 

by criminal actors; in others, these tasks include criminal activities. Using data to 

explore patterns of offending and victimization is critical to understanding crime trends 

in the digital age. This chapter explores how researchers have used open source data 

collection techniques and have solicited data using crowdsourcing to develop viable 

data sets to explore social scientific enquiries. These techniques illustrate that it is 

increasingly possible to gather and solicit information and analytical help to explore 

deviance, victimization, social taboos, and behaviors that are often kept out of public 

view but nonetheless impact society. 
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Data and the Social World 
In the twenty-first century, people around the world, even in developing economies 

and rural communities, have become increasingly connected to the internet (James, 2021). 

Most human-computer transactions generate data points. Data are generated whenever 

someone logs onto the internet, clicks on an ad, posts on social media, takes digital photos, 

calls using voice over IP (VOIP), uses digitally-connected services, or engages with internet-

of-things (IOT). Consequently, human beings generate petabytes of data on a daily basis, 

and this rate of data generation means that more data are created in any given year than 

any previous year, a trend that is likely to continue (DOMO, 2020). All of these data provide 

opportunities not only for entrepreneurs, who use data analytics to understand their clients’ 

behavior and preferences, but also for social scientists and practitioners, who study patterns 

of behavior of people who might be otherwise difficult to reach, including cybercriminals and 

their victims (An & Kim, 2018).  

 For the better part of the twenty-first century, social scientists such as criminologists 

have been using digital resources and methodologies to make their research more efficient 

and to explore new facets of deviant behavior (Powell et al., 2018; Smith et al., 2017). Digital 

strategies have allowed criminologists to assess deviance and crime in online and offline 



environments in terms of recruitment (Gundur, 2019; Wood et al., 2019), communication 

(Cheng, 2017), data collection (Dragiewicz et al., 2018; Giommoni & Gundur, 2018; 

Lavorgna & Sugiura, 2020; Lawson & Nesbit, 2013; Lynch, 2018; Poletti & Gray, 2019; 

Potter, 2017; Ramo & Prochaska, 2012), and criminal innovation with technology (Berry, 

2018; Cross & Gillett, 2020; Décary-Hétu & Bérubé, 2018; Gillett, 2018; Moule Jr et al., 

2013). Overwhelmingly, these methodologies focus on collecting and analyzing open source 

data, that is, “information derived from sources and by means openly available to and legally 

accessible and employable by the public” (Schaurer & Störger, 2013, p. 53). Some of these 

methodologies employ crowdsourcing to engage the public via the internet for the public’s 

input for a defined problem. By aggregating the collective efforts of many, researchers can 

collect data and/or solve problems efficiently (Brabham, 2013; Solymosi et al., 2018).  

Accordingly, this chapter discusses the collection and application of open source and 

crowdsourced data for criminological research and how researchers can collect and use 

these data to expand research capacity. This chapter proceeds as follows. First, it discusses 

the historic value of open source and crowdsourced data. Then, it describes common open 

source data collection tools, techniques, and technologies. Next, it discusses the analysis of 

open source and crowdsourced data. Finally, this chapter explores the potential to marry 

open source research with crowdsourcing as a means to further expand research capacity.  

Why are crowdsourced and open source data valuable? 
 At their core, crowdsourced and open source data are readily available to and 

efficiently accessed by anyone. Although these terms were coined in the twentieth century, 

the concepts predate their coinage. In 1879, James A.H. Murray, the first editor of the Oxford 

English Dictionary, crowdsourced information in his global appeal for help in chasing 

definitions and etymologies of specific words (Winchester, 2018). An early notable example 

of open source intelligence (OSINT) is also British. In 1939, the British government realized 

that secret knowledge was useful knowledge and, accordingly, asked the BBC to monitor the 

public media communications of foes, which could provide insight, regarding key actors, 

events, and strategies, without having a human resource embedded on site (Schaurer & 

Störger, 2013). OSINT continues to be a staple of intelligence, military, and policing 

communities who value the richness of information that adversaries and targets put into the 

public domain (Akhgar et al., 2016; Trottier, 2015). Likewise, open source data have long 

been of value to the academic community (Schaurer & Störger, 2013). Social scientists 

routinely draw on information from public records and datasets to inform the basis of their 

knowledge.  

For OSINT practitioners and academics, open source data are inexpensive 

compared to fieldwork and can provide access to spaces that would be impractical or difficult 

to access personally. Accordingly, intelligence, policing, and academic applications will 

continue to use open source data indefinitely and will expand its use to reach under-

researched communities as members of those communities become more internet 

connected. Nonetheless, the increasing volume of data means how data can be collected 

and analyzed at scale will evolve. The digitization of communication has increased the 

volume of information that is publicly available, thereby requiring, in some cases, automated 

or technically-advanced techniques of data collection and analysis to engage in efficient 

OSINT (Hribar et al., 2014).  

Besides OSINT applications, there are purposeful compilations of information 

presented for the public good without the expectation of direct monetary gain. Several 



examples exist which can aid cybercriminological and cybersecurity research, such as the 

cataloging of malware and ransomware (Roth, 2020), the documentation of scams in 

scamwatching forums (e.g., ScamWarners, 2021), and the sharing of public data sets (e.g. 

those provided by the Cambridge Cybercrime Centre (2020) or the CARE lab at Temple 

University (2020)). 

Before proceeding, a quick aside on the ethics of open source data collection and 

analysis is necessary. The systematic collection and analysis of open source data are now 

easier than ever. This fact has raised some ethical concerns among institutional review 

boards (ethics committees), especially those that view the collection and analysis of open 

source information without the express consent of the posters to be ethically problematic 

(Gearon & Parsons, 2019; Hribar et al., 2014). However, the de-privatized nature of posting 

to public or ungated spaces on the internet assumes that posters should be, at a minimum, 

aware that whatever they post is public information and can be surveilled by state agents 

(Higgs, 2001; Reidenberg, 2014). The imposition of hurdles, which researchers must 

overcome to collect and use open source data, is antithetical to the production of knowledge.  

Open source information is valuable to researchers because it is, by its very nature, 

not stolen, not classified at its origin, and not proprietary (except for copyright); it is 

information that is public and can be legally accessed freely without clandestine tactics. 

These characteristics are important especially as individuals who are currently 

underrepresented both in academic and practitioner circles – often as a result of resource 

limitations – make notable contributions to the understanding of crime and deviance within 

their communities (Carrington et al., 2018). At the same time, certain skills, techniques, and 

technologies keep this process possible as the booming volumes of digital data require more 

efficient and accurate assessments. 

Skills, techniques, and tools for open source data collection in a digital age 

 The digitalization of the social world sometimes causes students, teachers, and 

researchers to forget that basic, less-technical strategies are often the most effective and 

that knowledgeable analysts are necessary to make sense of the vast amounts of 

information that OSINT can potentially collect (Hribar et al., 2014). OSINT predates internet 

communication technologies both in terms of existence and wide-spread usefulness. 

Certainly, the digitization of resources has made what used to be manual, labor-intensive 

processes easier and faster to execute. Thus, much information can be extracted from 

traditional media sources, such as media broadcasts and periodicals, and from 

administrative records, which include sentencing comments, and the National Registry of 

Exonerations, all of which are often cataloged in databases (Bright et al., 2012; Hassan, 

2019; Lynch, 2018). The use of focused search terms on databases and search engines for 

text- and image-based information deployed using Boolean operators (e.g. AND, OR, NOT) 

allows for large-scale searching of pertinent information and continues to be a cornerstone of 

threat assessments, government reports, and academic research (Neri & Geraci, 2009; 

Williams & Blum, 2018).  

 Nonetheless, the contemporary digital world (and, for that matter, the digital world of 

the future) offers new data collection and analysis opportunities. Although textual information 

offered online across various services is often chaotic, unstructured, and vast, it is readily 

accessible. Non-text data, such as images, videos, geospatial data, and digital forensic data, 

given the advances in consumer electronics, can be readily collected, shared, and analyzed 

without special equipment or access. However, advances in technology and data generation 



will always pose new questions which will present their own, sometimes unforeseeable, 

difficulties in answering them. Accordingly, the fundamental research strategies that 

underwrite open source techniques to collect data must be adapted and expanded to 

investigate the vast volume and diverse types of open source and crowdsourced data. Two 

notable techniques that help in the collection of this vast data are data scraping and 

crowdsourcing, both of which have open-source applications and are capable of collecting 

various types of data.  

 

Data Scraping 
Data scraping, which involves using an automated program to harvest data that 

others have collected or posted to form a data set, is a technique commonly deployed to 

collect text-based data in digital spaces, such as clear and darkweb websites, forums, and 

social media accounts (Lynch, 2018; Mitchell, 2018; Turk et al., 2020); additionally, it can be 

used to collect any machine-readable data, such as geospatial or technical data (Ensari & 

Kobaş, 2018) – see also Chapters N & N. Data scraping may be achieved via automated 

scraping programs, many of which are open source or can be coded from open source 

materials (Lynch, 2018). Data can also be mined using shell scripts, a computer program 

designed to run in the command-line interpreter (Copeland et al., 2020). Scraping can 

provide a snapshot of a website at a given point in time, can be used to systematically 

document a website over time, or can monitor data leaks from a website (Ball et al., 2019; 

Décary-Hétu & Aldridge, 2015; Turk et al., 2020). While some companies, such as Twitter, 

provide tools to facilitate the collection of data within them, via their application programming 

interfaces (APIs), others expressly ban the scraping of their content (Burnap & Williams, 

2015). Collection from sites that bar data scraping, by definition, would not result in open 

source data and may fall afoul of institutional review boards (Martin & Christin, 2016); those 

considerations, however, may not deter intelligence and law enforcement officials who may 

not face such constraints (Sampson, 2016).  

 Data scraping, nonetheless, has been used to collect significant amounts of open 

source data for academic studies. Its ability to collect large swathes of data, efficiently and 

quickly, has made it useful in examining several criminogenic problems. Moreover, data 

scraping has many applications and, when done well, results in the structured collection of 

data (Décary-Hétu & Aldridge, 2015). For instance, scraped data have provided several 

insights into illicit markets, which may be otherwise difficult, risky, or time consuming to 

obtain via fieldwork (de Souza Santos, 2018; Wong, 2015). Studies of illicit markets have 

used scraped open source law enforcement data and press releases to explore relationships 

between drug trafficking and serious organized crime (Hughes et al., 2020); job 

advertisements targeting women in Romania to identify possible human trafficking 

recruitment (McAlister, 2015); advertisements and listings on darknet marketplaces to 

illuminate drug pricing (Červený & van Ours, 2019; Frank & Mikhaylov, 2020); 

advertisements and images on the dark web to illuminate the dark web firearms trade 

(Copeland et al., 2020), and user posts and comments on carding forums to identify 

customer dynamics in those forums (Kigerl, 2018).  

In addition, scraped data have been used to identify scam and fraud patterns, 

providing insights beyond victimization surveys or officially collected data, which result in 

time-delays in terms of reporting new problems and how known problems evolve (Schoepfer 

& Piquero, 2009). For instance, scraped data from Twitter and Instagram posts have been 

used to understand the sale of false COVID-19 products (Mackey et al., 2020). Scraped data 



from geotagged Tweets have identified location spoofing and spoofing strategies undertaken 

by possible trolls and bots (Zhao & Sui, 2017). And scraped data from forum posts have 

determined scam posts from advance fee scammers and illuminated the scams’ mechanics 

(Mba et al., 2017). 

  Researchers have also used scraped social media data to evaluate communication 

trends and to identify the existence of poorly reported events or phenomena, thereby 

allowing researchers to engage with settings to which they may not have physical access. 

Scraped blog data have identified hate groups and their members (Chau & Xu, 2007). 

Scraped data from Google Trends and Twitter have allowed researchers to explore how the 

public perceives serious crime (Kostakos, 2018). Scraped Tweets have shown how hate 

speech spreads and influences audiences on Twitter (Ball et al., 2019; Burnap & Williams, 

2015; Ozalp et al., 2020). Scraped data from Twitter and Facebook reports have been used 

to detect terrorist events in the developing world where there may be less reliable journalistic 

reporting (Kolajo & Daramola, 2017; Oleji et al., 2008). 

 Moreover, there are numerous tools that facilitate the bulk collection of various types 

of machine-readable data. Some of these tools are open source while others are paid or 

government proprietary solutions that use open source data. Among these tools are Foca, 

which finds metadata and hidden information in documents; Spiderfoot, which amalgamates 

information relevant for cyber threat intelligence assessments, such as suspicious IP and e-

mail addresses and links to phishing campaigns; and 4NSEEK, an EU-funded tool, used by 

law enforcement practitioners, that scrapes and compares images of child sexual abuse to 

identify victims of child sexual exploitation (Al-Nabki et al., 2020; Pastor-Galindo et al., 

2020). (N.B. Data, such as images, behind paywalls in illicit marketplaces do not constitute 

opensource data. However, this application is useful for law enforcement, who will develop 

digital assets in order to get behind paywalls of such businesses.) Common scraping 

strategies have also yielded results. These strategies include the scraping of geospatial 

data, such as location reports of neighborhood disorder, to create maps of crime hotspots or 

to document the geography of a problem (Solymosi & Bowers, 2018), and the scraping of 

technical data from the clearweb (Cascavilla et al., 2018) and the darkweb (see, for 

example: Lewis, n.d.) to reveal flaws in operational security by identifying information leaks 

despite attempts to keep that information private and secure.    

 Evidently, data scraping is a versatile and powerful strategy that can be used to 

collect large quantities of data systematically. It has clear advantages: it offers free or 

inexpensive research resources to the research community; it shortens the time arcs 

required to collect and process data, and it provides insights into communities that might be 

time-consuming or difficult to access. Nonetheless, it has limitations, especially in academic 

contexts: researchers cannot ethically scrape online properties that explicitly bar the practice 

in their terms and conditions, and scraping cannot be used with data not freely offered online 

nor with proprietary datasets to which researchers lack access. Researchers have 

sometimes overcome these limitations with crowdsourcing strategies.  

 

Crowdsourcing Data and Solutions  
Not all information of criminological interest is accessible via publicly available data. 

Consequently, some researchers have used crowdsourcing to solicit private data or to solicit 

help in conducting analysis or solving problems from the public (Estellés-Arolas, 2020). 

Crowdsourcing data or solutions allow researchers and practitioners to have participants opt 

into contributing data or participating in solving a problem or investigation (Powell et al., 



2018). Crowdsourcing initiatives typically have a clear crowdsourcer who initiates the project, 

which has a clear goal, with an open call to a crowd who must carry out the task (Estellés-

Arolas, 2020; Estellés-Arolas & González-Ladrón-de-Guevara, 2012). While crowdsourcing 

can be open to whomever wants to participate, some crowdsourcing efforts, such as those 

conducted via online contract labor portals, resemble surveys as they are geared towards 

specific populations (Behrend et al., 2011; Litman et al., 2017).  

Within a criminal justice context, there are crowdsourcing platforms deployed by 

researchers and practitioners designed to respond to specific initiatives, namely collecting 

data, analyzing data, or solving problems (Estellés-Arolas, 2020). Data collection 

applications include crime reporting mechanisms, like the Australian Competition & 

Consumer Commission’s (n.d.) Scamwatch and the UK’s ActionFraud’s (n.d.) online scam 

reporting tool. These mechanisms seek to collect reports of scams in the immediate 

aftermath of victimization, rather than relying on recollection as traditional victimization 

surveys do.  

In addition, there are platforms that allow users to submit data. For example, 

FixMyStreet (Society Works, n.d.) allows UK-based users to report the geospatial data of 

potholes, broken streetlights, and other blights in their area. Price of Weed (2019), a website 

not affiliated with researchers or government agencies, allows cannabis users in the US, 

Canada, Europe, and Australia to submit the price of cannabis, in an effort to create a semi-

global index of the street value of cannabis prices (Wang, 2016). Both FixMyStreet and Price 

of Weed register submissions on a regular basis, thereby providing data, apart from official 

estimates on these issues (local disorder and retail drug pricing), which are not always 

publicly available. The data collected by FixMyStreet have been used to assess locals’ 

perceptions of disorder (Solymosi et al., 2018) and fear of crime (Solymosi et al., 2020). 

Likewise, researchers have used the data collected by the Price of Weed (often through 

scraping the website) to determine price responses to law enforcement and decriminalization 

(Larson et al., 2015; Lawson & Nesbit, 2013; Malivert & Hall, 2013), price shifts across a 

geographic market (Giommoni & Gundur, 2018), and demand and price elasticity 

(Halcoussis et al., 2017).    

In addition to these open data collection mechanisms, there are online contract labor 

portals, such as Mechanical Turk, TurkPrime, or Qualtrics, which have become commonly-

used participant pools for behavioral science researchers (Litman et al., 2017), including 

criminologists (Ozkan, 2019). These mechanisms have established pools of participants; 

through these pools, researchers can identify the participant attributes appropriate for 

completing the assigned task. Moreover, links to the collection tool can be independently 

distributed (Graham et al., 2020). These tools, however, are not necessarily accessed by 

relevant populations, particularly in underserved or underconnected communities. Thus, 

crowdsourced data may show only the direction of variables rather than their magnitude, 

thereby limiting the ability to generalize from the results (Thompson & Pickett, 2019).   

Sometimes, researchers have established their own data collection tools, with 

variable success. To be successful, tools need to be known to a large crowd of willing 

participants. Connecting to that crowd, particularly in criminogenic settings, may be difficult, 

particularly if there is no immediate benefit for the participants. For instance, the now defunct 

drugsource.io was a platform set up in Europe to emulate the Price of Weed; in addition to 

cannabis, drugsource.io included several other controlled substances to report. The tool did 

not gain traction with potential contributors and failed to receive enough submissions to 

undertake any meaningful analysis. Likewise, one of the authors of this chapter set up an 

email address to have victims of scams forward their scams. That effort was only moderately 



successful due to a lack of visibility and temporal duration. Accordingly, it must be noted that 

new crowdsourcing efforts likely need resources, such as advertisements, to target a 

potential crowd, and those resources need to be commensurate to the geographic scope of 

the project (Estellés-Arolas, 2020). In cases where the generation of information through 

collective reporting is the primary benefit, compensation of early contributors likely needs to 

occur until a critical mass is achieved. Nonetheless, crowdsourcing platforms show that 

systems can be built to collect nearly any kind of data.  

Crowdsourcing can be used to analyze data and solve problems (Estellés-Arolas, 

2020). Analysis includes identifying people, objects, or patterns in images. Social media has 

been used to identify specific people responsible for crimes whose likenesses were captured 

by CCTV. Social media allows potentially millions of users to view these images and then 

identify the subjects in them. In the case of searching for perpetrators of crimes, these efforts 

often identify assailants, such as the Boston Marathon bomber or members of hate groups 

(Douglas, 2020; Gray & Benning, 2019; Nhan et al., 2017). However, these efforts 

sometimes become an exercise in vigilantism and deviate from true crowdsourced efforts as 

they lack a clear crowdsourcer or a clear criminal justice purpose; moreover, if the target is 

misidentified, there is no clear response to remedy the error (Chang & Poon, 2017; Douglas, 

2020; Loveluck, 2019).  

There are, however, dedicated operational platforms set up to solicit crowdsourced 

analysis. For instance, the UK’s Crimestoppers platform seeks crowdsourced help to identify 

suspects or missing people (Estellés-Arolas, 2020). Another example of an operational 

crowdsourced analysis platform is GlobalXplorer°, a platform that invites the public to search 

through satellite imagery to identify images with evidence of looting of cultural property. The 

platform trains volunteers by establishing the task as a game and then provides the over 

66,000 volunteers with snippets from areas at risk of looting (Yates, 2018). These platforms 

show that large analytical jobs to answer unknown questions (e.g., to solve problems) can 

be crowdsourced in various digital and digitized criminological contexts.  

Beyond the platforms in use, there are several platforms that have been 

conceptualized, particularly for security and safety applications, to make use of 

crowdsourced data. These platforms reflect the potential crowdsourcing offers to problem 

solving. For instance, there is MissingFound, a platform that would use various open source 

datapoints to track missing people (Liu et al., 2016). There are also conceptualized platforms 

to crowdsource surveillance, by making certain CCTV footage public to allow for the real-

time monitoring of spaces (Trottier, 2014); to crowdsource investigation, by providing 

collected evidence related to child abuse available to the public to help with its examination 

(Açar, 2018), and to crowdsource digital vulnerability identification, by having kernel reports 

served to analysts who can determine malware execution patterns to better identify threat 

vectors (Burguera et al., 2011).  

Analysis of open source and crowdsourced data 

A lot of analysis, however, requires professional knowledge. Subject expertise and 

methodological training are critical to making sense of data collected from public sources. 

Subject expertise helps researchers to identify points of interest, anomalies, and misdirection 

within the data; to make informed assumptions when the data is incomplete; and to interpret 

the data vis-à-vis its context (Nichols, 2017). No tool or technology can completely replace a 

researcher’s ability to understand the implications of settings and context. Likewise, 

methodological training, which teaches the fundamentals of research design and analysis, 



allows researchers to ensure that the established questions are worth answering and to 

confirm that the answers offered correspond with the questions posed. 

To make sense of the data collected, various approaches have been used, 

depending on the type and the quality of the data. Qualitative methods have been used to 

analyze open source and crowdsourced data much in the same way that qualitative methods 

are used to analyze qualitative data collected via fieldwork. Qualitative methods have been 

used to conduct content analysis on text-based data to analyze posters’ perceptions and 

behaviors (Holt, 2010; Lynch, 2018; Williams et al., 2017).  

Additionally, quantitative methodologies have been employed to analyze open source 

and crowdsourced datasets (Tompson et al., 2015). One notable analytical technique is 

Social Network Analysis (SNA) (see also Chapter N). Pioneered in criminology by the late 

Carlo Morselli (2009), SNA has been used to show how various actors are connected in a 

network (Bright et al., 2018) and how drugs flow across and within borders (Berlusconi et al., 

2017; Giommoni & Gundur, 2018). Another technique involves the mapping of geospatial 

data to predict accident and disorder hotspots (dos Santos et al., 2017; Solymosi et al., 

2020). Geospatial data are used extensively in crime mapping software and military 

geographical intelligence (GEOINT) to provide “actionable knowledge” on specific events 

(US Geospatial Intelligence Foundation, 2015, p. p11). The data can be used to identify 

crime hotspots, understand crime distribution, assess the impact of crime reduction 

programs, and communicate crime statistics to a wide audience (Chainey & Ratcliffe, 2013). 

Researchers have also recognized that big data sets, with sometimes millions of 

entries, and non-text based data present their own challenges (Solymosi & Bowers, 2018; 

Williams et al., 2017). Accordingly, researchers have developed tools and methodologies to 

go beyond what traditional analytical processes have been able to illuminate using modest 

data sets, particularly when evaluating big data sets and non-text-based open source data. 

One notable example is with the analysis of malware or ransomware. Once malware is 

“released” to infect members of the public, its code becomes a piece of open source data 

which then can be subjected to digital forensics. Digital forensics involves the examination of 

digital devices and systems to assess the cause of a particular event, which may be criminal 

in nature. It uses a variety of scientific techniques on the “validation, identification, analysis, 

interpretation, documentation, and presentation of digital evidence” (Delp et al., 2009, p. 14). 

Various tools are available to help researchers collect data and conduct analysis of that 

data. Autopsy, for example, is a tool used to perform data analysis on imaged and live 

systems and to recover deleted data (Kävrestad, 2018). Other tools facilitate open source 

investigations into the actors behind cyberattacks. For instance, Maltego facilitates data 

mining and link analysis, using open source records, such as WhoIs, domain name system 

(DNS), and other digital records.  

Open source data analysis – particularly when considering digital forensic data – 

often may be too complex for the computing power of one machine alone. As a result, data 

collection may require a networked computing system, like the Hapdoop ecosystem, to 

aggregate computing power, and a distributed, networked approach, including machine 

learning, to aid in the analysis (Landset et al., 2015). Machine learning, which is a subset of 

artificial intelligence, enables computers to improve automatically through experience. 

Computers can detect complex patterns that are often unpredictable to humans (Chhabra et 

al., 2020; Pastor-Galindo et al., 2020). Machine learning has been used in the field of 

cybersecurity to resolve vulnerabilities from hacking and malware. From a technical 

viewpoint, machine learning has been also used to detect vulnerabilities in systems by 

analyzing code mined from open source projects (Bilgin et al., 2020). Moreover, machine 



learning algorithms can facilitate various types of cybercrime detection and prevention 

efforts, such as identifying hate speech (Burnap & Williams, 2015; Ozalp et al., 2020) and 

responding to cyber bullying and cyber stalking (Ghasem et al., 2015). The potential for 

machine learning to speed up analysis and trigger real-time responses makes it an important 

analytical strategy for big data. 

Collaboration: The Future Direction in Digital Data Collection and Analysis  

 The collection and analysis of open source data will continue, and the production of 

available digital data will increase. This is also true in criminogenic settings as deviant 

behavior will increasingly leverage technology (Berry, 2018). This rich and diverse digital 

data will provide researchers, studying deviant and other social behaviors, with opportunities 

to ask questions that have been previously difficult or impossible to answer. Human-

computer interactions will create an increasingly large part of the data generated. 

Accordingly, social and technical research questions must be combined, and, to answer 

these questions, academics of different disciplines, researchers, practitioners, and the public 

must work together to find agile, collaborative solutions to data collection and analysis. 

Collaboration will allow researchers with distinct strengths to develop research 

programs with the potential to better pose questions in the social world and to examine 

them. The increase in digital data, and digital connectivity, means that researchers will need 

to continue to innovate in their data collection techniques, particularly if various terms and 

conditions of content providers bar them from using presently successful strategies. The 

increased penetration of internet-connected devices provides an increasing opportunity to 

ask members of the public to collect and contribute to crowdsourced efforts. Relevant efforts 

are already underway with the collection of geospatial data via smartphone apps (Moore et 

al., 2017)  

Finally, researchers may find marrying various types of data helpful in painting 

nuanced and accurate pictures of social phenomena. By pushing past the limitations of using 

only one or two data types, which, when used singularly, can produce abstract, static, and 

simplified pictures of criminal activity, researchers will be able to present a more complex 

analysis which portrays the often chaotic nature of criminal activity (Hobbs, 2014). The 

evolution of data collection, however, will necessitate careful consideration of the ethical 

implications of data collection and use, particularly when the data collected are identifiable.  
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