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Abstract: Fusing the infrared and visible images has many advantages and can be applied to 

applications such as target detection and recognition. Colors can give more accurate and distinct 

features, but the low resolution and low contrast of fused images make this a challenge task. In this 

paper we proposed a method based on parallel GANs to address the challenge. We considered 

infrared image, visible image and fusion image as chroma and luminance of the Lab color model. 

Then we constructed three parallel GANs to generate luminance and chroma data of the Lab model. 

The Lab data were then converted to RGB image. Experiment results have demonstrated that the 

proposed approach is able to achieve better performance against existing methods. 

 

1、Introduction 

In recent years, the infrared and visible 

image fusion technology has been widely used in 

target detection and recognition. Especially under 

the low-light and obstacles obstruction, the 

fusion image combines the advantages of the two 

kinds of images, which can not only detect the 

hidden target, but also provide rich detailed 

information [1~6]. Color information can 

improve the visual perception and make the area 

and target of the scene clearer, but there is no 

color information in the IR image and visible 

image in low light condition such as Fig. 1. 

Therefore, the color restoration of fusion image 

is very important for scene recognition and target 

detection under that condition. 

 

 

 

 
Fig.1.  IR image and low-light image 

For the fusion of IR image and visible 

image, many scholars have proposed many 

excellent methods which based on deep learning 

(DL). Xu, et.al. [7] proposed a new unsupervised 

and unified densely connected network for 

different types of image fusion under elastic 

weight consolidation. Xu, et.al [8] proposed a 

unified and unsupervised end-to-end network to 

address different fusion problems. Ma, et.al. [9] 

proposed dual-discriminator conditional 

generative adversarial network to fuse infrared 

and visible images of different resolutions. Ma, 

et.al. [10] proposed an end-to-end model for 

infrared and visible image fusion based on detail 

preserving adversarial learning. Ma, et.al. [11] 

presented a novel IR and visible image fusion 

algorithm, FusionGAN, based on a generative 

adversarial network (GAN). Through comparison 

and analysis of the approaches mentioned above, 

in this paper we have selected the fusion results 

of FusionGAN as our target to color. 

The result of color restoration of gray-scale 

images could be ambiguous as there may be a 

variety of color attributes for a gray-scale object. 

Nevertheless, many approaches have been 

proposed over the past decade [12~17].The 

fusion image of infrared and visible is very 

different from the gray-scale image, having low 

resolution and contrast. Moreover, only the 

chroma of the image needs to be considered for 

gray-scale image colorization. For fusion image, 

not only the chroma but also the luminance of the 

image should be considered in the process of 

colorization. More importantly, the colorization 

of gray-scale images have ground-truth image in 

the training process, while the IR and low-light 

images obtained under low-light conditions don’t 



have color images. All these factors render the 

difficulty of colorization of the fusion image. 

Recently, convolutional neural network 

(CNN) has set off a wave of research in the field 

of image. Inspired by GAN, we designed parallel 

GANs based on the Lab color model to color the 

fusion image. We assign the infrared, 

low-light-level and fusion images to the Lab 

model reasonably, which sets up luminance 

reference and chromaticity reference of GAN 

model, and achieves good coloring effect by 

designing reasonable anti-loss function. 

Among the remaining sections of this paper, 

Section 2 reviews traditional and DL-based 

colorization methods. Section 3 presents the 

proposed method, including the network 

structure and loss function. Section 4 gives our 

experimental results, including qualitative 

illustration and quantitative analysis and 

comparison to the state-of-arts. Section 5 

concludes the paper with future work. 

 

2、Related work 

In recent years, many researchers have 

proposed many gray-scale image coloring 

methods, which can be divided into two 

categories: one is traditional method, and the 

other is DL-based method. The tradition method 

needs human intervention and guidance to 

generate the image’s color. It includes some 

approaches such as the manual selection of  area 

color [18], the labeling of the image [19], the 

extraction of image features to generate semantic 

images [20], and the assignment of similar scene 

color image as reference to realize color coloring 

[21~23]. These methods can achieve gray-scale 

image coloring to some extent, but they have 

some limitations. They not only need human 

intervention, but also require the basic color 

information of each area or the understanding of 

the semantic and scene information of the image. 

Moreover, there is no way to achieve end-to-end 

automatic coloring. 

With the increasingly extensive application 

of DL, many scholars have proposed CNN-based 

coloring algorithms. Cheng, et.al. used patch 

technology to automatically color images with 

similar patches in vast of color image data sets 

[24]. However, this method needs a large number 

of color image data sets, and can only achieve a 

certain extent when there are no similar patches 

in the data set. Ye, et.al. proposed a mixed image 

coloring method which contains two modules 

[25]. First, it used the Mask R-CNN model to 

segment the image, and then match reference 

color image. Second, it used U-Net model and 

VGG model to color each region. Finally, it used 

Poisson technology to fuse all the color images to 

get the final image. G, et.al. proposed an 

approach to leverage recent advances in deep 

networks, exploiting both low-level and semantic 

representations during colorization [26]. S et.al. 

proposed to integrate local small image 

information based on CNN to calculate the 

global priors, and then train the model by using 

the large-scale scene data set after the label 

operation [27]. The category label can be used to 

learn the global priors effectively and 

discriminatively. R, et.al. proposed to use many 

color data sets to train the feed forward CNN 

[28], and finally decompose the color image into 

the Lab color image model to generate color.  

There are many other CNN-based 

gray-scale image coloring methods. Larsson, et.al. 

proposed that color images could be generated 

automatically by using a trained model to predict 

the per-pixel color histogram [26]. Su, et.al. 

proposed two neural networks which were used 

to gain the components of U and V in the YUV 

color model [29], and then two losses were used 

to suppress errors in the training. These methods 

have achieved some success, but they need a 

large number of data sets to train the model while 

building the model and network. 

With the rise of the GAN, researchers have 

introduced it into the field of image coloring. 

Kamyar, et.al. proposed to use Conditional Deep 

Convolution Generated Adversarial Network 

(DCGAN) to color gray-scale images [30]. 

Patricia, et.al proposed to use semantic 



information to infer the color information [31]. 

Quentin, et.al. proposed to use DRANGAN to 

achieve the color mapping of gray-scale aerial 

photos [32]. Mohammad, et.al. proposed to use 

parallel loops to generate a consistent 

confrontation network, and use color images with 

similar context to train the network, and finally 

use it to generate image color. Raggi, et.al. 

proposed to use capsule network instead of CNN 

in GAN to color gray image [33]. 

 The methods above mainly target images 

with high resolution. Recently, some scholars 

have also proposed coloring methods for 

low-resolution images. For example, Gu, et.al. 

proposed an algorithm for coloring thermal 

radiation images [34]. First, the thermal radiation 

images are segmented and each area is classified 

and labeled, then Markov decision process is 

introduced to deal with color estimation. Kuang, 

et.al. adds compound loss based on traditional 

GAN [35], which includes content, antagonism, 

perception and total variation loss for processing 

infrared image colorization. But these methods 

need the ground truth for training. 

Our goal is to color the fusion image with 

low resolution and low contrast without the need 

of ground truth. We aim to get the colorful image 

which rich in color and distinct regional color 

differences. Therefore, this paper proposes to 

construct Lab color model using infrared, visible 

and fusion images, and then construct parallel 

GANs model to conduct adversarial training for 

luminance and chromaticity respectively. 

 

3、Proposed method 

  

Lab color model composed of three 

elements, one element is luminance (L), and ‘a’ 

and ‘b’ are two color channels. The ‘a’ channel 

represents the color range from dark green to 

gray to bright pink. The ‘b’ channel represents 

the color range from bright blue to gray to yellow. 

The Lab model has wide color gamut, and can 

expressed all colors that human eyes may 

perceive. The fusion image combines the 

advantages of infrared and visible light, and can 

reflect the luminance of the whole scene, so it 

can use as the reference of L. The infrared 

image is the thermal radiation information of 

various substances in the scene, which can reflect 

the information of channel ‘a’, while visible light 

can add the information of channel ‘b’ in the Lab 

model. Inspired by Lab color model and GAN, 

we designed ‘a’ parallel GANs algorithm for 

complex luminance and chromaticity on the basis 

of existing fused images. 

3.1. The structure of the parallel 

GANs 

Our GAN model has three parallel GANs 

that have the similar structure as shown below in 

Fig. 2. 
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 Fig. 2.  The framework of the parallel GANs 

 

 
Fig. 3.  The structure of the generator 

 

Fig. 4.  The network structure of the discriminator 

 The first GAN is to generate the luminance 

data using the fused image as the ground truth. 

The second and third are to generate the chroma 

data in the Lab model using IR and low-light 

images as the ground truth respectively. After the 

three parallel GANs training, our network can 

generate the luminance and chroma data at the 

same time. Finally, the Lab model is converted to 

RGB format image. 

Our model has three generators that have 

Generator Discriminator 

 VGG-19 
𝓛𝒑𝒂 

ℒ𝑐𝑎 

Fake a 𝓛𝒂𝒅𝒗𝒂 

F

𝑰𝑰𝑹 

Generator 

VGG-19  
𝓛𝒑𝒃 𝓛𝒄𝒃 

Fake b 𝓛𝒂𝒅𝒗𝒃 

F Discriminator 

𝑰𝒗𝒊𝒔𝒊𝒃𝒍𝒆 



the same structure as shown in Fig. 3. The 

structure follows the one proposed by Johnson 

[36]. Our model has three discriminators that 

have the same structure as shown in Fig. 4. 

The discriminator is a simple five-layer 

CNN, the first four layers have 3×3 filters. The 

stride in each layer set as 2, and there is no 

padding during convolution operation. This is 

different from the generator, for the D is using 

feature map extracts from the source image to 

identify whether is true or false. We do not pad 

the input image for avoiding introduces noise. 

3.2. The Loss Function 

Based on the traditional GAN loss function, 

we introduce the perceptual loss, which can 

increase the detail of the generated image. So our 

loss function contains three losses which include 

content, adversarial and perceptual losses. 

Content loss:   

ℒca = 𝔼a~IIR
[||G(Fz) − IIR||2

2]  (1) 

ℒcb = 𝔼b~Ivisible
[||G(Fz) − Ivisible||2

2](2) 

ℒcl = 𝔼l~Ifusion
[||G(Fz) − Ifusion||2

2] (3) 

Where ℒca represents the content loss of 

channel a in LAB color model, ℒcb represents 

the content loss of channel b in LAB color 

model, ℒcl represents the content loss of channel 

L in LAB color model.  IIR,Ivisible  and Ifusion 

denotes the infrared image, visible light image 

and fusion image respectively. || ∙ ||2  denotes 

the Euclidean norm. 

Adversarial loss:    

ℒadva = 𝔼a[−log (D(G(Fz)) − IIR]  (4)

ℒadvb = 𝔼b[−log (D(G(Fz)) − Ivisible](5) 

ℒadvl = 𝔼l[−log (D(G(Fz)) − Ifusion](6) 

Where ℒadva  represents the adversarial 

loss of a channel, ℒadvb  represents the 

adversarial loss of b channel,  ℒadvl represents 

the adversarial loss of L channel. Fz denotes the 

input noise image. 

Perceptual loss: 

Adversarial loss is easy to produce 

deformed texture in our work. To mitigate the 

modification problem, we used the ReLU 

function of VGG-19 in [37] to activate the 

perceptual loss, which is beneficial for the 

texture to remain in the high level space. 

ℒ𝑝 =
1

𝑠𝑘
∑

1

𝐻𝑘𝑊𝑘

𝑛

𝑚=1

∑ ∑ ||𝜓𝑘(𝑦𝑖,𝑗)
𝑚

𝑊𝑘

𝑗=1

𝐻𝑘

𝑖=1

− 𝜓𝑘(𝐺(𝑥𝑖,𝑗))
𝑚

||1           (7) 

Where 𝜓𝑘(∙)  represents feature 

representation of the KTH maxpooling layer in 

VGG-19, 𝐻𝑘 and 𝑊𝑘 represents the length and 

width of the feature image, sk  represents the 

number of feature images. 

Total loss: 

ℒ𝑡 = 𝜆𝑐ℒ𝑐 + 𝜆𝑎ℒ𝑎 + 𝜆𝑝ℒ𝑝    (8) 

In the formula, ℒc  represents one of the 

content losses, i.e., ℒca 、 ℒcb  or ℒcl . ℒa 

represents one of the adversarial losses, i.e., 

ℒadva 、ℒadvb  or ℒadvl . λc 、 λa  and λp  are 

weight coefficients of content loss, adversarial 

loss and perceptual loss respectively, which are 

used to control the share of each loss function in 

the overall loss function. 

 

4、Experiment 

To evaluate our method, we use TNO 

dataset [38] and RoadScene dataset [8]. We gain 

three images per group: visible image, infrared 

image and fusion image in low light. Then we 

divided them into two groups, one containing 33 

images for training the network, and the other 

containing 8 images for testing. The training 

network data of 33 groups of images is not 

enough, so we clipped the images of each group 

into 120×120 image blocks and moved at a pace 

of 12. In this way, we gained 44,691 training 

image patches, which ensured the adequacy of 

training data. 

In the first layer convolution between the 

generator and the discriminator in our GAN 

structure, total 32 layers are used. The parameters 

m and n in the Generator are set to 3 and 9, 

respectively. The weight coefficients λc、λa and 



λp  are set to 1, 0.06 and 1, respectively. We 

calculate the perceptual losses ψ6、ψ11、ψ17 and 

ψ23. During the process we use the method [39] 

to optimize the discriminator. 

To elaborate and compare the effects clearly, 

we obtained the colorization results by 3 different 

methods of 8 pairs as show in Fig. 5 and Fig. 6. 

The comparing methods in our experiment 

include Larsson G’s method [26], Iizuka S’ 

method [27] and Zhang R’s method [28]. We 

obtained the results from the net.. 
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Fig.5. The coloring results for TNO dataset. (a) IR image, (b) visible image, (c) fused image,  

(d) from Iizuka S’ method, (e) from Larsson G’s method (f) from Zhang R’s method, (g) from OURS 
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Fig. 6. The coloring results for RoadScene dataset. (a) IR image, (b) visible image, (c)fusion image,  

(d) from Iizuka S’ method, (e) from Larsson G’s method (f) from Zhang R’s method, (g) from OURS 

 

4.1. Qualitative evaluation 

From the experimental results, we can see 

Iizuka S' method not well realize the generation 

of color, as the images in column 1 and 2 of d in 

Fig. 5 and column 2 of d in Fig. 6 show basically 

no color change between the coloring results and 

the fused image. The images in column 3 and 4 

of d in Fig. 5 only show some light blue color. 

The images in column 3 and 4 of d in Fig. 6 

show certain color but it's a long way from being 

colorful. Only the image of column 2 of d in Fig. 

6 of each region implements a simple color to 

distinguish, but not quite clear. 

Compared with Iizuka S' method, Larsson 

G’s method generates better color. The images in 

column 3 and 4 of e in Fig. 5 and column 1 of e 

in Fig. 6 blue fill the entire picture, color 

distinctions are not implemented. The images in 

column 1 and 2 of e in Fig. 5 and column 2 of e 

in Fig. 6 only generate some rich color, but the 

background color of the whole image is fuzzy 

chaos. The colors of the images in column 3 and 

4 of e in Fig. 6 are basically the same, without a 

good regional color distinction. 

Zhang R’s method achieves better results 

than Larsson G’s method and Iizuka S' method. 

The color in the image does not reflect the 

regional differences, and there is no significant 



change of color at the edges of the region. The 

coloring results still look unrealistic. The houses, 

trees, cars and smoke in the pictures are very 

fuzzy, lacking fine texture. The main reason is 

that the fusion image combines the 

characteristics of low-light-level and IR, which 

leads to low contrast and low resolution. So 

using high resolution and high contrast color 

image is not effective on training network for the 

fusion image. 

Our method is superior to the other methods 

and achieves the coloring results that reflect the 

information of low-light and IR. Different areas 

in the image are clearly segmented by different 

colors. In the image of column 1 of g in Fig. 5, 

the three parts of the forest, the soldier and the 

smoke are clearly differentiated by different 

colors. The area covered by smoke and the jungle 

that is not covered in the image of column 3 of g 

in Fig. 5 are distinguished by dark green, light 

green and yellow, respectively. The 

representation of the light in column 4 of g in Fig. 

5 is particularly accurate, represented in red, 

which reflects the high heat of the IR and the 

distinction between the range of heat coverage 

and that of no heat coverage. In the image of 

column 2 of g in Fig. 6 is there a part of the dark 

green range that is very abrupt. In fact, this is the 

reflection of the part of the low-light image 

where the luminance is particularly prominent. 

Overall, the generated color realizes the 

distinction of different regions, with the IR and 

low light information clearly reflected in the 

color image. There is no blurring in the image, 

and the fine texture information is also clearly 

reflected. 

4.2. Quantitative evaluation 

It is difficult to evaluate the coloring quality 

of fused images, especially when there is no 

ground truth for reference in our task. In this 

paper we select the peak signal-to-noise ratio 

(PSNR) [40] and Color saturation (CS) to 

objectively evaluates the richness in color and the 

distinct regional color differences, as shown in 

Table 1. 

Table 1. The average values of two data set   

Clearly it can be seen that our method 

outperforms Larsson G’s method, Iizuka S' 

method and Zhang R’s on both criteria. This 

shows that our method performs well in terms of 

global quality and local perception as well as 

chromaticity. 

 

5、Conclusion 

In this paper, we propose a parallel GANs 

approach to color the fusion images of infrared 

image and low light level image. Making full use 

of the information from three images, we apply 

the complex loss of content, confrontation and 

perception to realize the simultaneous generation 

of Lab channels in GAN network. Quantitative 

and qualitative evaluations from experiments 

show that our method is superior to the most 

advanced deep learning-based methods [26~28]. 

In the future we will study new approaches to 

add semantic information into the fusion color 

generation, thus achieving more accurate color. 
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