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Abstract  

Resting-state functional magnetic resonance imaging (fMRI) has provided solid evidence that 

the default-mode network (DMN) is implicated in self-referential processing. The functional 

connectivity of the DMN has also been observed in tasks where self-referential processing leads 

to self-prioritization (SPE) in perception and decision-making. However, we are less certain 

about whether (i) SPE solely depends on the interplay within parts of the DMN or is driven by 

multiple brain networks; and (ii) whether SPE is associated with a unique component of 

interconnected networks or can be explained by related effects such as emotion prioritization. 

We addressed these questions by identifying and comparing topological clusters of networks 

involved in self-and emotion prioritization effects generated in an associative-matching task. 

Using network-based statistics, we found that SPE controlled by emotion is supported by a 

unique component of interacting networks, including the medial prefrontal part of the DMN 

(MPFC), Frontoparietal network (FPN) and insular Salience network (SN). This component 

emerged as a result of a focal effect confined to few connections, indicating that interaction 

between DMN, FPC and SN is critical to cognitive operations for the SPE. This result was 

validated on a separate data set. In contrast, prioritization of happy emotion was associated with 

a component formed by interactions between the rostral prefrontal part of SN, posterior parietal 

part of FPN and the MPFC, while sad emotion reveals a cluster of the DMN, Dorsal Attention 

Network (DAN) and Visual Medial Network (VMN). We discussed theoretical and 

methodological aspects of these findings within the more general domain of social cognition. 
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Introduction 

The question of how the brain computes information related to ourselves has been of 

research interest for over three decades (see for review Northoff, 2016, Frewen et al., 2020). 

Despite substantial recent progress in disentangling neural substrates involved in self-

prioritisation effects (for review, see Sui & Humphreys, 2017), our understanding of the 

connectivity of these substrates underlying this complex brain function remains uncertain. This 

study makes the step forward in discovering neural properties of information processing biases 

for self compared to other social entities using a large-scale brain network approach.  

The way self-relevant stimuli guide us through everyday perception is consistently 

described in the literature as effects gaining quicker access to visual awareness (Macrae, 

Visokomogilski, Golubickis, Cunningham, & Sahraie, 2017), habit (Verplanken & Sui, 2019), 

engaging attention (Sui & Rotshtein, 2019), driving behaviours (Desebrock, Sui, & Spense, 

2018), and facilitating performance (Golubrickis, Sahraie, Visokomogilski, Cunningham, Sui & 

Macrae, 2017). These effects are conceptualised in ‘self-prioritisation’ as an umbrella term 

indicating biased information processing flow for items associated with self compared to items 

related to familiar or unfamiliar others. The self-prioritisation effect (SPE) is robust and well-

replicated in multiple independent research using various experimental paradigms (Cunningham 

& Turk, 2017; Klein, 2012; Lee, Martin, & Sui, 2021; Sun, Fuentes, Humphreys, & Sui, 2016).  

A large body of task-based fMRI research has been devoted to studying the neural basis 

of the SPE, mainly focusing on brain regions. For example, it was suggested that the causal 

coupling between the MPFC and the left posterior superior temporal sulcus (LpSTS) facilitates 

information flow between regions sensitive to self-relevant features (Sui, Rotshtein, & 

Humphreys, 2013; Yin, Bi, Chen, & Egner, 2021; Liang, Zhang, Fu, Sui, & Wang, 2021). There 

is also evidence that besides the MPFC and adjacent areas, processing of self-relevant 

information is associated with activity in lateral posterior areas, such as the inferior parietal 

lobule (van der Meer, Costafreda, Aleman, & David, 2010), posterior cingulate cortex, bilateral 

angular gyrus (Yaoi, Osaka, & Osaka, 2015), and anterior insular cortex (Perini, et al., 2018; 

Molnar-Szakacs & Uddin, 2013).  
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The profusion of findings indicates that the neural substrates of self-relatedness engage 

broad brain regions. However, understanding the connectivity of these regions and the critical 

principles underlying brain responses across studies relating the processing of self-relatedness 

to brain activity is a challenging task for two reasons. First, fMRI experiments on self-

relatedness are often crafted to single out a specific psychological process (e.g., evaluating 

personality traits, social comparison), and the correspondence across different experiments are 

largely unknown. Second, most studies used standard brain-mapping analyses that enable 

conclusions on the involvement of specific brain regions in a task or stimuli processing. Still, the 

magnitude of the signal does not necessarily correlate with the importance of the respective 

region for the task of interest and cannot be standardised to quantify differences between brain 

regions (Huber, 2009). Additionally, while several studies have shown that task information 

representations are distributed throughout the brain, such studies have yet to reveal how these 

distributed representations are coordinated and how other brain regions use information in any 

one brain region to produce cognitive computations (Ito et al., 2017).  

A recently emerged approach, which conceptualises the brain as a complex, hierarchical 

network of functionally connected regions, has offered a new perspective in studying the neural 

substrates of self-relatedness (Bressler & Menon, 2010 for review). Using this network 

approach, studies have consistently reported that processing of self-relevant information is 

associated with a set of corresponding regions, including the MPFC and posteromedial cortices, 

which activity has also been observed in the absence of a specific task or stimulus during a 

resting state (Northoff & Bermpohl, 2004). This finding led to the suggestion that the resting 

state networks, particularly the Default Mode Network (DMN), might be particularly implicated in 

supporting self-referential processes (Qin & Northoff, 2011; Whitfield-Gabrieli et al., 2011; 

Scalabrini, Xu & Northoff, 2021 for review). It was also proposed that the interaction between 

resting state and self-relatedness is not limited to the DMN but may be linked to their balance to 

other networks such as central executive network (CEN), and posterior parietal cortex (PPC) 

and sensorimotor network (Northoff, 2016b). 
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The idea that interaction between the DMN and other brain networks may serve as a 

substrate for maintaining self-referential processing opens an interesting perspective. However, 

while it is generally accepted that self-referential processes are prominent at rest, the 

involvement of other resting-state networks and their interaction remain to be characterised. In 

particular, recent evidence indicated that there are at least three other networks involved in the 

SPE: (i) right frontoparietal network (rFPN), which is thought to be vital for generating self-

awareness (Uddin, Iacoboni, Lange & Keenan, 2007); (ii) salience network (SN) contributing to 

self-awareness, subjective salience of stimuli and attention allocation toward intrinsically 

relevant information (Uddin, 2015; Uddin, Nomi, Hébert-Seropian, Ghaziri, & Boucher, 2017), 

and (iii) cognitive control network (CCN) which is necessary when tasks require both internally 

and externally directed attention, as active self- or other-referential tasks do (Finlayson-Short et 

al., 2020). In line, a recent review proposed a neural framework defining the key networks 

supporting information flow for self-referential processing (Sui & Gu, 2017). According to this 

framework, self-referential processing is supported by the interaction between the ‘core self’ 

where the functional gradient between ventromedial and dorsomedial prefrontal cortices 

(vmPFC and dmPFC) is linked to self-other-related judgments and cognitive control that 

regulate the processing flow in bottom-up and top-down manner contributes to a form of ‘social 

saliency’ in the presence of self-related stimuli. The interaction between the ‘core self’ and the 

salience network, particularly between the vmPFC and insular cortex, has been associated with 

the magnitude of self-biases in perception and memory (Sui & Gu, 2017).  

Taken together, the work mentioned above points toward multiple networks involved in the 

generation of the SPE. However, this assumption has not been tested directly yet. As such, 

some important questions remain unanswered. Is the SPE, for instance, generated by 

interactions between several networks or supported by the DMN only? If the former is true, 

which networks are crucial for the SPE and what is the nature of interactions between them? 

Furthermore, although the link between self-referential effects and DMN received extensive 

empirical investigations, it is still unclear which part of the DMN contributes to the ‘core self’. For 

example, some studies suggested that the vmPFC is a self-representation hub related to the 
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functions of self-anchor in decision making, self-binding and representing the personal value of 

self-related information (Sui et al., 2013; Sui & Humphreys, 2017; D’Argembeau, 2013; Wagner, 

Haxby & Heatherton, 2012 for review). In contrast, other studies endorsed a tripartite core-self 

model (MPFC, PCC, left IPL) in which self-relatedness is thought to be driven via PCC as a 

region coordinating mental representation and exerting its influence on MPFC and IPL (Davey, 

Pijol, & Harrison, 2016) via its unique anatomical position as a brain-wide connectivity hub 

(Tomasi & Volkow, 2011).  

In the present study, we aim to shed light on these questions using a novel approach in 

which neuroimaging data of the human brain are modelled as a set of networks. The underlying 

assumption of this approach is that neural responses to a stimulus or task are associated with 

changes in neural activity in some areas of the brain and a global reorganisation of connectivity 

patterns (Bressler & Menon, 2010). A recent line of research demonstrated that cognitive 

performance relies on the coordination of large-scale networks of brain regions that show highly 

correlated spontaneous activity during a task-free state (Cole, Ito, Bassett & Schults, 2016, 

Kieliba, Madugula, Filippini, Duff, & Makin, 2019; Ito et al., 2017; Cole, Bassett, Power, Braver & 

Petersen, 2014). It was suggested that the functional network architecture identified using 

resting-state FC could plausibly reflect the routes by which activity flows during cognitive task 

performance (Cole et al., 2014; van den Heuvel et al., 2009; Smith et al., 2009; Thomason et 

al., 2008). Following these findings, exploring the cognitive relevance of task-relevant neural 

topology in self-referential processing may provide new insights into information flow across the 

brain and underlying group structure in large-scale networks to shape the SPE.  

Our primary hypothesis is motivated by the proposition that interactions between the 

ventromedial part of the DMN, cognitive control and saliency networks support the processing of 

self-relevant information (Sui & Gu, 2017). On the other hand, the SPE may emerge from an 

interaction between parts of the DMN such as PCC, MPFC and IPL. The plausibility of this 

hypothesis is determined by fMRI evidence of the involvement of these areas in self-related 

processes and their broader associations with a goal-directed behaviour (Davey et al., 2016; 

Tomasi & Volkow, 2011). We tested these hypotheses by examining the changes in large-scale 
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brain networks for self versus others using a network-based statistics approach (NBS). The 

NBS is a validated statistical method to assess the whole set of interactions of brain networks 

by identifying topological clusters among the set of all connections (Zalesky et al., 2010; Fornito, 

Zalesky, & Breakspear, 2015; Zhu, Li, et al., 2021). Importantly, in NBS, the most basic 

equivalent of a cluster is a connected graph component sounds to represent any putative 

experimental effect. A component's presence can be considered as evidence of an 

interconnected configuration of networks rather than being confined to a single connection or 

distributed over several connections that are in isolation of each other. Therefore, identifying a 

component including the frontal part of the DMN, cognitive control, and salience networks for 

shapes associated with self compared to shapes associated with others would provide support 

for our primary hypothesis.  

An interesting question then would be whether self-prioritisation is associated with a 

unique component of interconnected networks or can be explained mainly by related effects 

such as emotion prioritisation. Evidence from behavioural, electrophysiological and imaging 

studies demonstrated that people prioritise emotionally valences information compared to 

emotionally neutral, and the emotion-prioritisation effects are compatible with those generated 

by self-relatedness. For example, both of them can generate robust facilitation effects on visual 

attention selection (Fields & Kuperberg, 2016), perceptual learning (McIvor, Sui, Malhotra, 

Drury, & Kumar, 2021) and carryover effects (Wang, Humphreys, & Sui, 2016). Based on this 

evidence, it is not surprising that many neuroimaging studies reported neural overlap between 

self-referential and emotion processing in the MPFC, anterior and posterior cingulate cortices 

(ACC, PCC) (Northoff et al., 2009; Gutchess & Kensinger, 2018). However, whether self- and 

emotion processing shares some neural substrates is under continuing debate (Daley et al., 

2020; Oosterwijk, Snoek, Rotteveel, Feldman Barrett, & Scholte, 2017). We aim to contribute to 

the debate by identifying whether the brain forms the same components of interconnected 

networks for prioritising self (controlling for emotion) and emotion-relevant information. 

 
Method 
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Datasets and tasks 

We employed fMRI datasets from a previously reported study where healthy young adults 

performed two associative matching tasks using personal and emotion associations 

(Yankouskaya & Sui, 2021, Study 1). In the personal task, participants learned associations 

between simple geometrical shapes (e.g., square, circle, triangle) and personal labels (e.g., 

square – you, circle – friend, triangle – stranger). After learning these associations, they 

performed ‘shape-label’ matching, indicating whether a presented shape-label pair matched or 

mismatched associations learned earlier. The procedure for the emotion task was identical, 

differing only in stimuli (schematic emotional expressions depicting sadness, happiness and 

neutral and different geometrical shapes (e.g., diamond, pentagon, rectangle). To validate our 

primary hypothesis, we used a separate data set reported in Yankouskaya et al., 2017 (Study 2) 

where participants performed the personal task with two-item associations (e.g., squire – you, 

triangle – friend).  

Procedures, stimuli and stimuli presentation were identical in Study 1 and Study 2. 

Geometric shapes (circle, hexagon, square, rectangle, diamond and triangle) were randomly 

assigned to conditions in each task. The stimulus display contained a fixation cross (0.8°×0.8°) 

at the center of the screen with a shape (3.8°×3.8°) and a label on either side of fixation. The 

distance between shape and label was 10°. Presentations of the shapes and labels were 

counterbalanced across trials. Each trial started with a fixation cross for 200 ms, followed by the 

stimulus display for 100 ms and a blank interval which remained for 1000 ms. Trials were 

separated by a jittered interstimulus interval (ranging between 2000-6000 ms). In each study, 

before entering the scanner, participants performed a short practice with the task (12 trials per 

task). Feedback on accuracy (words ‘Correct!’ or ‘Incorrect!’) and overall response time was 

provided after each trial during the practice. 

Imaging data acquisition for each dataset and behavioural performance are summarised 

in Supplementary Materials (Table S1). Both studies were approved by the Central University of 

Oxford Research Ethics Committee (CUREC). All participants provided written informed 

consent. 
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fMRI data preprocessing 

Raw data from both studies were preprocessed and analysed separately using SPM12 

(Wellcome Trust Centre for Neuroimaging, London, UK; www.fil.ion.ucl.ac.uk/spm) running in 

Matlab R2020b (Mathworks, Inc., Natick, MA, USA). The preprocessing steps included slice-

timing correction, functional realignment and unwarp, segmentation and normalisation. First, all 

scans were corrected for differences in slice acquisition times to make the data on each slice 

correspond to the same point in time. Next, slice timing correction was performed using the slice 

acquired at the middle of the TR as reference. Then the data were aligned across and within 

functional sessions and unwarped (estimation and removal of movement-by-susceptibility 

induced variance in fMRI time series). This routine realigns a time-series of images acquired 

from the same subject using a least squares approach and a 6 parameter (rigid body) spatial 

transformation. Structural data were registered to the first functional frame and spatially 

normalized to Montreal Neurological Institute (MNI) space using SPM12 unified segmentation–

normalization algorithm (Ashburner & Friston, 2005). Finally, functional data were resampled to 

a 91x109x91 bounding box with 2mm isotropic voxels. No additional spatial smoothing was 

applied in order to minimize artificial local spatial correlations in the whole-brain analysis.  

After the initial preprocessing in SPM12, each of the data were submitted separately to 

the CONN toolbox (version 20a) for additional denoising steps and FC analyses. First, we used 

the ART procedure implemented in CONN for artifact detection. The results of gross head 

movements detection indicated that our sample did not contain participants with a head 

displacement exceeding 3mm in more than 5% of volumes in any sessions. It has been 

suggested that functional connectivity can also be influenced by small volume-to-volume ’micro’ 

head movements (Van Dijk, Sabuncu, & Buckner, 2012). To ensure that micro-head movement 

artifacts did not contaminate our findings, functional data with frame-to-frame displacements 

greater than 0.40 mm were censored (Power et al., 2014). 

Recent studies showed that FC results can be severely affected by physiological noise 

(Birn et al., 2014). To address this issue, we used an anatomical Component based noise 

Correction method (aCompCor, Behzadi et al. 2007) that derives potential physiological and 

https://onlinelibrary.wiley.com/doi/full/10.1002/hbm.24528#hbm24528-bib-0001
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movement effects on the BOLD timeseries by evaluating the signal within white matter and CSF 

areas. It was suggested that this method does not suffer severely from systematic introduction 

of negative correlation (Murphy, 2009) while retaining some of the advantages of global signal 

regression (GSR) (Chai et al., 2012). The principal components of the signal from eroded white 

matter and CSF masks were regressed out. In the main text, we reported the results without 

GSR. The reason behind this decision was that our analysis focuses on the interactions across 

the whole set of brain networks and therefore preserving global fluctuations across these 

networks would be beneficial for capturing the interactions (Scalabrini et al., 2020). However, 

due to the ongoing controversy associated with GSR (Caballero-Gaudes & Reynolds, 2017), we 

also report key findings with GSR in Supplementary Materials (Table S2). The noise 

components from white matter and CSF, estimated subject-motion parameters (three rotation, 

three translation parameters plus their associated first-order derivatives) and outlier scans were 

regressed out as potential confounding effects. We also included session and task effects as 

additional noise components to reduce the influence of slow trends and constant task-induced 

responses in the BOLD signal. Finally, a high-pass filter (e.g. [0.008 inf] which implements the 

standard 128 seconds high-pass used in SPM for regular task analyses) as an acceptable 

compromise between minimizing cross-talk/spillage of the BOLD signal between 

session/conditions while still benefiting from the increased SNR afforded by filtering was applied 

to functional data.  

For quality assurance, we evaluated denoising outputs for each participant and each 

functional run using Quality-Control Functional Connectivity (QC-FC) method (Ciric et al., 2017). 

This method computes functional connectivity between randomly-selected pairs of points 

withing the brain and evaluates whether these connectivity values are correlated with other QC 

measures such as subject-motion parameters). Distributions of between-subject correlations 

between FC values and QC measures after denoising indicated lack of noticeable QC-FC 

associations in both data sets. 

Network analysis 
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After the preprocessing and denoising steps, the residual time series from each 

session/task within each study were concatenated to form a condition-specific time series of 

interest, in each brain region. For the first-level analysis, we used ROI-to-ROI  connectivity 

(RRC) measures of large-scale networks. The large-scale networks ROIs were defined from 

default CONN's networks atlas (derived from ICA analyses based on the Human Connectome 

Project (HCP) dataset of 497 subjects). The networks atlas delineates an extended set of 

classical networks: Default Mode Network (4 ROIs), SensoriMotor (2 ROIs), Visual (4 ROIs), 

Salience / Cingulo-Opercular (7 ROIs), DorsalAttention (4 ROIs), FrontoParietal / Central 

Executive (4 ROIs), Language (4 ROIs), Cerebellar (2 ROIs). The Cerebellar ROIs were not 

included as it only had partial coverage in the participants. In total, we analysed 30 ROIs. 

However, rather than focusing on any of these networks in isolation, we treated all ROIs as 

“nodes” within a whole-brain network.  

To assess changes in whole-brain connectivity between conditions we used the network 

based statistic analysis (Zalesky et al., 2010). First, we defined condition-specific functional 

connectivity strength (i.e., functional connectivity during each task/condition), by computing 

weighted RRC matrices using a weighted Least Squares linear model with temporal weights 

identifying each individual experimental condition. The weights were defined as a condition-

specific boxcar timeseries convolved with a canonical hemodynamic response function. 

Weighted RRC matrices of Fisher-transformed bivariate correlation coefficients between all 

ROIs/nodes (30x30) were calculated for each task/condition/participant. These matrices were 

submitted to the second-level analysis where the differences between conditions constituting 

self-prioritization (self > stranger) and emotion-prioritization (happy > neutral, sad > neutral) 

were calculated for every edge/connection using a General Linear Model (GLM). 

The resulting statistical parametric map for each contrast was thresholded using a priory 

‘height’ threshold (uncorrected p<.001) to construct a set of suprathreshold links among all 

ROIs/nodes of between-condition differences. It has to be noted that this ‘height’ threshold is a 

user-determined parameter in NBS analysis. It was suggested that sensitivity to the test statistic 

threshold might reveal useful information about the nature of the effect (Zalesky et al., 2010). 
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For example, effects presented at only conservative threshold (e.g. p < 0.001) are likely to be 

characterised by strong, topologically focal differences. Effects presented only at relatively 

liberal threshold (e.g. p < 0.05) are likely to be subtle yet topologically extended. Effects 

presented at both thresholds combine features of topologically focal and distributed differences. 

Although our analysis focused on the former threshold, we also explored changes in 

connectivity using the lower threshold. 

Next, in the set of suprathreshold links, we identified any connected components 

(topological clusters) and defined the size of each component as the sum of T-squared statistics 

overt all connections within each component. The critical assumption inherent to the NBS here 

is that connections for which the null hypothesis is false are arranged in an interconnected 

configuration, rather than being confined to a single connection or distributed over several 

connections that are in isolation of each other. In other words, the presence of a component 

may be evidence of a non-chance structure for which the null hypothesis can be rejected at the 

level of the structure as a whole, but not for any individual connection alone (Fornito et al., 

2015).  Finally, a FWE-corrected p-value for each component were computed using permutation 

testing. The basic assumption of the permutation procedure is that under the null hypothesis, 

random rearranging correspondence between data points and their labels does not affect the 

test statistics. This would not be the case if the null hypothesis were false. The labels for each 

tested contrast (e.g., self > stranger) were randomly rearranged for corresponding data points 

according to a permutation vector of integers from 1 to the total number of data points. The 

same permutation vector was used for every connection (830 in total) to preserve any 

interdependencies between connections and constrained to remain within the same participant. 

The size of the largest component was recorded for each permutation yielding an empirical null 

distribution for the size of the largest component size. This procedure was performed 1,000 

times. A FWE-corrected p-value for a component of given size was then estimated as the 

proportion of permutations for which the largest component was of the same size or greater 

and, thus, representing the likelihood under the null hypothesis of finding one of more 

components with this or larger mass across the entire set of networks.  
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To characterise the properties of each component, we report ‘size’ as the number of 

suprathreshold connections, ‘intensity’ (mass) measures as their overall strength (i.e., sum of 

absolute T-values over these suprathreshold connections) and p-values associated with these 

measures. In addition, we provide complementary statistics for each connection such as effect 

size for significant components calculated by averaging the test statistic values across 

significant connections and dividing by the square root of the number of subjects and between-

subject variability for each connection within a component to gain more insight into contrasts of 

interest.  

In sum, we first assessed changes in whole-brain connectivity between conditions forming 

self-prioritization and emotion-prioritization effects through four contrasts of interest: [self > 

stranger], [self > friend], [happy > neutral], [sad > neutral]. Next, we refined our account of self 

and emotion prioritization effects, we assessed changes in whole brain connectivity by 

contrasting self and emotion prioritization effects. Finally, to validate our finding that processing 

of self-related information was associated with temporal correlation across multiple neural 

networks we carried out NBS analysis using separate data set (see details in section 2.1).  

Results 

Self prioritization effect 

Connections between MPFC and insular/DLPFC explained self-prioritization 

Contrast [self > stranger] using p < .001 ‘height’ threshold revealed one topological cluster 

(mass = 90.64, p-FWE = .009; size = 4; Cohen’s d = 0.41, 90%CI [0.29, 0.53]) comprising 

connections between the DMN (MPFC) and Salience network (bilateral anterior insula), and  

Frontoparietal network (bilateral lateral prefrontal cortex) (Fig 1, A). Although NBS concerns with 

the interconnected configuration of networks, we also extracted connectivity values for the 

connections comprising the component to visualise the relative contribution of each connection 

to the effect size of the component (Fig. 2, contrast self > stranger). No significant components 

were found when we decreased the threshold to p < .05. Systematic increasing the threshold by 

10% showed that the effect occurred at only conservative threshold (starting from .007 to .001) 
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(Supplementary Materials, Table S3) indicating that the contrast self > stranger is likely to be 

characterised by strong, topologically focal differences in functional connectivity.  

Contrast [self > friend] using p < .001 ‘height’ threshold did not pass significance using p-

FWE threshold (observed p-FWE value = .058). However, we report this contrast as the results 

are important for understanding the nature of the self-prioritization effect. We found one 

topological cluster that resembles contrast [self > stranger] by indicating interconnection 

between the DMN (MPFC), Frontoparietal network (left LPFC) and Salience network (left 

anterior insula) (mass = 48.99, p-FDR = .048, p-FWE = .058; size = 2, p-FWE = .32) (Fig. 1, B; 

Fig.2, contrast self > friend). No significant components were found when we systematically 

decreased the threshold up to p < .05 (Supplementary Materials, Table S4). 

Positivity and negativity effects 

Connections between MPFC and FEF explained the negativity effect 

Negative emotion bias (contrast [sad > neutral]) showed one significant component 

including the DMN (MPFC), Dorsal Attention network (bilateral frontal eye fields) and Visual 

Medial network (mass = 82.91, p-FWE = .013; size = 4; Cohen’s d = 0.37, 90%CI [0.19, 0.51]) 

(Fig.1, C; Fig.2, contrast sad > neutral). It has to be noted that the component size displayed in 

Fig.1 (C) is determined by positive functional connectivity in both directions (DMN.MPFC to 

Visual.Medial and Visual.Medial to DMN.MPFC). Systematic varying the ‘height’ threshold 

indicated that this effect occurred only at more conservative threshold (p<.004 - .0006) 

(Supplementary Material, Table S5).  

Connections between MPFC and RPFC/PPC explained the positivity effect 

Positive emotion-prioritization defined by contrast [happy > neutral] reveal one topological 

cluster comprising the MPFC of DMN network, Frontoparietal network (left posterior parietal 

cortex, PPC) and Salience network (left rostral prefrontal cortex, RPFC) (p < .001, mass = 

56.50, p-FWE = .034; size = 2; Cohen’s d = 0.32, 90%CI [0.15, 0.48]) (Fig 1, D; Fig.2, contrast 

happy > neutral). Decreasing the ‘height’ threshold (p <.003) showed slightly larger component 

by additional connection between the DMN (MPFC) and Language network (posterior superior 

temporal gyrus, p-STG) yielding in total statistics with mass = 78.93, p-FWE = .032; size = 3; 
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Cohen’s d = 0.32, 90%CI [0.15, 0.48]). Further decreasing the ‘height’ threshold revealed no 

significant results (Supplementary Materials, Table S6).  

------------------------------------ 

Insert Figure 1 about here 

------------------------------------ 

------------------------------------ 

Insert Figure 2 about here 

------------------------------------ 

Differences between self and emotion prioritization effects 

Positive connections between MPFC/r-FPN/SN and negative connections between 

MPFC/FEF, LP/l-FPN explained the self-negativity effect 

Contrasting self- and sad-prioritization effects (defined as [[self > stranger] – [sad > 

neutral]) revealed a large component comprising eight connections between the DMN, Salience 

network (bilateral anterior insula), Frontoparietal network (bilateral lateral prefrontal cortex) and 

Dorsal Attention network (bilateral frontal eye field) (‘height’ threshold p<.001; mass = 198.91, p-

FWE <.001, size = 8; Cohen’s d = 0.37 90% CI [0.20, 0.51]). Furthermore, the NBS indicated 

that the difference between self- and sad- prioritization effects is determined by interplay 

between DMN and left Frontoparietal and bilateral Dorsal Attention networks (negative 

correlation), and positive correlations between the medial part of the DMN, Salience and right 

Frontoparietal networks (Fig. 3, A). Interestingly, applying a lower cluster-forming threshold 

(p<.05) identified a large and spatially extended component comprising 66 connections (mass = 

615.64, size = 66, p-FWE = .024) (Fig.3, B). Gradual increasing the threshold (up to p<.008) 

supported the identification of this component but spatially restricted (Supplementary Materials, 

Table S7). As this component presents across a range of threshold, it is likely to be 

characterised by a combination of both subtle yet topologically extended differences and strong, 

but topologically focal differences.  

Positive connections between MPFC/SN/PPC/DLPFC explained the self-positivity effect  
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The differences between self- and positive emotion biases defined by the contrast [[self > 

stranger] – [happy > neutral]] at conservative thresholds (p<.001-p<.003) yielded in a 

component comprising connections between DMN (MPFC) and Salience network (left anterior 

insula and left rostral prefrontal cortex), and Frontoparietal network (left posterior parietal cortex 

and left lateral prefrontal cortex) (mass = 99.21, size = 4, p-FWE = .007; Cohen’s d = 0.49, 

90%CI [0.42, 0.55]). This effect was diminished at more liberal thresholds  indicating strong, 

topologically focal differences (Supplementary Materials, Table S8). 

Validation of the topological cluster for self prioritization 

Similar to contrast [self > stranger] in the former data set, contrast [self > friend] using p < 

.001 ‘height’ threshold revealed one topological cluster (mass = 220.92, p-FWE < .001; size = 4; 

Cohen’s d = 0.60, 90%CI [0.23, 0.96]) comprising connections between the DMN (MPFC) and 

Salience network (bilateral anterior insula), and Frontoparietal network (bilateral lateral 

prefrontal cortex) (Fig 4, A, B). Systematic increasing the threshold by 10% showed that the 

effect occurred at both, more liberal threshold (.02) and conservative threshold (starting from 

.009 to .00006) (Supplementary Materials, Table S9).  

  

------------------------------------ 

Insert Figure 3 about here 

------------------------------------ 

------------------------------------ 

Insert Figure 4 about here 

------------------------------------ 

 
Discussion 

 
The involvement of the default mode network in the processing of self-related information 

is well established and often used as a synonym of self-referential mental activity (Davey et al., 

2016).  However, it remains unclear whether prioritization of self-related information solely 

depends on the interplay between parts of the DMN or is supported by a unique community of 
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multiple brain networks. In the present study, we addressed this question by identifying 

topological clusters of networks involved in the SPE through two task-based fMRI studies. 

Previous studies examining the neural substrates of self-referential processing used 

functional connectivity between brain regions during task performance (Qin & Northoff, 2011) or 

resting state (Sheline et al., 2010), or both (Davey et al., 2016). Although these approaches 

have shown undeniable merits in revealing neural correlates of self-referential processing, they 

are limited in inferences of how self-relatedness is mapped into a large-scale functional 

architecture of the brain. The present study addressed this limitation by testing the changes in 

the intrinsic functional organisation during a task that robustly generates the self-prioritization 

effect.   

4.1 Topological cluster for the self-prioritisation effect 

Our results provided evidence that the processing of self-related information was 

associated with temporal correlation across multiple neural networks, including the medial 

frontal part of the DMN (MPFC-DMN), insular part of the Salience Network (AI-SN) and lateral 

prefrontal cortex of the Frontoparietal network (LPFC-FPN). One important observation in the 

previous studies is that the part of the FPN which corresponds to the LPFC-FPN in the present 

study exhibited positive correlations with the DMN across various tasks, including self-referential 

processing (Dixon et al., 2018; Crittenden, Mitchell, & Duncan, 2015). For example, it was 

suggested that the LPFC-FPN might preferentially contribute to executive control in the context 

of introspective processes and emotion, exerting a general constraint that keeps one’s focus on 

task-relevant material. In addition, the DMN plays a role in bringing conceptual–associative 

knowledge to bear on current thought and perception (Dixon et al., 2018). The positive coupling 

between these networks for self and negative coupling for non-self (as follows from the contrast 

[stranger > self]) indicate some forms of cognitive control to facilitate self-representation or 

suppress non-self representation context in the MPFC. This interpretation aligns with recent 

evidence that FPN can flexibly adjust connectivity to DMN exhibiting differential coupling 

patterns in every task condition (Dixon et al., 2018). Interestingly,  evidence from evolutionary 

and developmental studies suggests that the LPFC comprises some human-specific efferent 
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connections with the caudal part of the MPFC (Badre & D’Esposito, 2009).  Exploring the 

strengthened links between the LPFC and the MPFC and their role in maintaining the SPE may 

bring new ideas on the nature of self-prioritization.   

Interactions between the DMN, FPN and insular cortex within the SN have been well 

documented in FC studies in healthy individuals (van Buuren et al., 2020; Modinos, Ormel, & 

Aleman, 2009, Finlayson-Short et al., 2020) and patients (Garrity et al., 2007). For example, it 

was suggested that the interplay between the DMN and anterior insula responded to the degree 

of subjective salience (Menon & Uddin, 2010). Furthermore, there is evidence of causal 

interactions between the FPN, DMN and SN where the anterior insula plays a coordinating role 

in switching the FPN and DMN across task paradigms and stimuli (Sridharan et al., 2008). The 

switching function of the SN was linked to facilitating access to attention and working memory 

resources when a salient event is detected and rapid access to the motor system (Menon & 

Uddin, 2010). The proposed mechanisms can explain behavioural results in the present study 

and in line with other work using the associative matching task (Schäfer, Wentura, & Frings, 

2015; Wang et al., 2016; Yankouskaya, Palmer, Stolte, Sui, & Humphreys, 2017; Desebrock et 

al., 2018). 

Building upon this knowledge, our finding of a component of interacting networks (DMN, 

FPN and SN) suggests that the self-related processing requires control of information 

processing and generating the ‘salience map’ to motivate the information processing (Shi et al., 

2021). This finding is in line with a recently proposed neural model of the self as an object (Sui 

& Gu, 2017). However, it places some constraints on the view that self-reference is an 

automatic mechanism (Soares et al., 2019). While it is generally accepted that self-relatedness 

is associated with functional connectivity within the DMN, which activity is more prominent at 

rest, the effortlessness of self-referential mental processes is limited when decision-making is 

required (Vatansever, Menon, & Stamatakis, 2017; Hugdahl, Raichle, Mitra, & Specht, 2015).  

The network-based statistics indicate that the component of networks associated with the 

SPE emerged as a result of a strong focal effect confined to relatively few connections. 

Although specific characteristics of focal vs distributed network connectivity and its relation to 
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behavioural effect remain largely unknown, evidence from fundamental neuroscience indicates 

that pooling together information from more neurons does not improve behavioural sensitivity 

(Shadlen et al., 1996; Bouton et al., 2018; Kok, Jehee, & de Lange, 2012). For example, it was 

demonstrated that damage of these focal regions dramatically disrupted task performance, 

while distributed lesions did not impair task performance (Bouton et al., 2018). The authors 

suggested that focal activity is critical for cognitive processes such as perceptual decisions, 

while distributed activations across regions could reflect the reuse of sensory information for 

higher-level operations, such as extraction of meaning. Hinging on these findings, we interpret 

the focal effect of connectivity between DMN, FPC and SN as critical to cognitive operations for 

the SPE. 

Validation of the topological cluster for SPE 

The NBS analysis using our validation data set confirmed that SPE is associated with the 

interaction between DMN, FPC and SN. However, in contrast to our former finding that the 

interaction between the three networks was confined to a strong focal effect, we observed both 

focal and distributed effects. The difference between these findings reflects the nature of 

contrasts we assessed (i.e., self > stranger in the former data set and self > friend in the 

validation set). Previous behavioural and fMRI studies using the shape-label matching task 

consistently reported that both associations with self and associations with friend bias 

perception compared to associations formed with a stranger (Macrae et al., 2017; Sun et al., 

2016). However, the magnitude of other-associations depends on personal closeness to the self 

(Oyserman, Elmore, & Smith, 2012; Yankouskaya, Bührle, Lugt, Stolte, & Sui, 2020), identity 

relevance (Golubickis et al., 2020), and culture (Jiang et al., 2019). From this perspective, it is 

unsurprising that these factors could add a distributed effect to the interaction between 

networks. The most important finding is that the same topological component of interconnected 

networks was observed in both self > stranger and self > friend contrasts in separate data sets. 

The consistency of this finding suggests that SPE is a product of information flow between 

DMN, FPN and SN, and these three networks' involvement is critical for generating this effect. 

What remains to be seen, however, is how the information flows. In particular, the DMN has 
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been suggested as a ‘global hub’ or ‘integrator’ exerting its influence over the FPN during 

conscious processing of information (Hugdahl et al., 2015; Sui, 2016; Vatansever et al., 2017). 

In line with this notion, our findings showed increased positive connectivity between the MPFC 

of the DMN and two other networks (FPN and SN) for self > other. However, the topological 

component does not reveal temporal correlations between the FPN and SN. Although we 

cannot rule out that the interaction between these networks is orchestrated by the DMN, the 

limitations of NBS in exploring the directionality of information flow call for future research.  

The uniqueness of topological cluster for the SPE 

Our results demonstrated that the SPE could not be explained by related prioritization 

effects such as emotion. Instead, we found that happy emotion was associated with a distinct 

component formed by interactions between the left rostral prefrontal part of SN (RPFC), 

posterior parietal part of FPN and MPFC of DMN, while sad emotion reveals a cluster of the 

DMN, Dorsal Attention Network (DAN) and Visual Medial Network (VMN). These findings are in 

line with the broad literature on organizational principles of the human brain functional 

connectome during the processing of affective information (Iordan & Dolcos, 2017; Zhang, Li, & 

Pan, 2015; Sheline et al., 2010). For example, it was proposed that the RPFC is coupled with 

the DMN and posterior parietal cortices during emotion processing in healthy individuals. 

However, in aberrant functional connectivity within nodes of the DMN, FPN and SN, the RPFC 

‘hot-wires’ the tree networks together, leading to various depressive symptoms (Sheline et al., 

2010; Fadel et al., 2021; Scalabrini et al., 2020).  

Our finding that the SPE is associated with a distinct set of interacted networks highlights 

two important points. One of them is theoretical and reflects the longstanding debates about the 

relationship between the self and emotion processing within the more general domain of social 

perception (Heinzel & Northoff, 2014; Sui & Gu, 2017). A large body of research, including our 

previous work, reported overlapped neural substrates for emotion- and self-prioritisation effects 

(Kim et al., 2016; Smith et al., 2018). In particular, the effects of positive emotion resemble 

those triggered by self-relatedness (Yankouskaya & Sui, 2021). Most of the work used a seed-

to-voxel connectivity analysis with the MPFC as a seed commonly reported in both self-
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referential and emotion processing. Although this approach can provide us with valuable 

information about the functional network of a particular region, it cannot capture the complexity 

of interactions between intrinsic brain networks that may be functionally relevant. Our results 

demonstrated that the MPFC is involved in either positive emotion prioritisation and self-

prioritisation. However, the difference between these two effects reflects the interaction between 

the MPFC as part of the DMN and other networks such as SN and FPN. In particular, self 

prioritisation is associated with positive coupling between the MPFC, SN (anterior insula) and 

FPN (lateral prefrontal cortex) and negative coupling between the MPFC, the rostral prefrontal 

cortex of the SN and the posterior parietal part of the FPN. The second point is methodological. 

The network-based approach allowed us to pin down some properties of perceiving sad emotion 

and its relation to self that other existing techniques cannot easily capture. Previous attempts to 

localise areas involved in the processing of sad emotional expression provided highly 

inconsistent results reporting activity in the orbitofrontal areas, amygdala, insula, frontoparietal 

areas, ACC and MPFC (for review, see Linquist et al., 2012; Touroutoglou et al., 2015). Our 

finding of a distributed component for perceiving a sad emotional expression at the lower 

threshold commonly reported for statistical inferences (FWE <.05) may partly explain this 

inconsistency. However, we also found a strong focal component where the DMN (MPFC) 

showed positive interaction with bilateral Dorsal Attention Network (DAN) and Visual Medial 

network for sad vs neutral expression. The DAN comprises areas of the ‘dorsal attention” 

system, which is typically engaged in the appraisal of arousing information (Sander et al., 2018). 

According to recent research, emotion schemas are embedded in the visual system reflecting 

top-down modulations from higher cortical areas (Kragel et al., 2019). The coupling between the 

DMN, DAN and Visual Medial network may indicate the mainstream of information flow for 

processing sad emotion and contribute to our understanding of the neural basis of its carryover 

effects (Qiao-Tasserit et al., 2017). 

Two models of ‘core-self’ system 

Recently, two neural models of ‘core-self’ system were proposed (Davey et al., 2016; Sui 

& Gu, 2017). One of them includes the MPFC, PCC and left IPL as key nodes operating within 
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the DMN (Davey et al., 2016). According to this model, self-related processes are driven via 

PCC, which had a positive influence on activity in MPFC and IPL, and MPFC had a moderating 

influence on PCC. The coordinating role of the PCC is thought to be driven by rich anatomical 

and functional connections between the PCC and the rest of the brain that places this region as 

a good candidate to orchestrate mental representations such as self-reference (Davey et al., 

2016). The second model put forward the hypothesis that the integrative property of the self is 

associated with the functions of the MPFC as part of the DMN and how this region is coupled 

with the Salience Network and regions involved in cognitive control such as DLPFC (Sui & Gu, 

2017; Guan, Liu, et al., 2021). The results of the network-based statistics in the present study 

support the integrative ‘core-self’ model (Sui & Gu, 2017) by demonstrating that the SRE is 

generated via interactions between the MPFC and areas outside the DMN such as LPFC and 

AI. Furthermore, our findings indicate that the MPFC may play the hub role in this interaction. 

Measures of directed influence based on multivariate fMRI time series such as conditional 

Grander Causality analysis (Zhou et al., 2009) and transfer entropy (Ursino, Ricci, & Magosso, 

2020) may provide a precise estimation of the directionality and the strength of connectivity 

between neural populations within the component of interacting networks supporting the SPE. 

However, our finding that the FPN and SN are linked to the MPFC but not to each other points 

toward the integrative role of the MPFC that is supported by mounting evidence from the 

literature (D’Argembeau, 2013; Northoff, 2016; Wagner et al., 2012; Meyer & Lieberman, 2018). 

It has to be noted that recent large-scale meta-analysis (Qin, Wang & Northoff, 2020) 

indicates that the contradiction between two models of the ‘core-self’ system can be explained if 

self is considered as nested hierarchically organised layers of different aspects of self such as 

interoceptive self, extero-proprioceptive self and mental (cognitive) self. According to this meta-

analysis,  each of the hierarchical levels of self recruits both overlapping and separate regions 

depending on which aspect of self is engaged. For example, embodied self (extero-

proprioceptive self) which is close to our task, recruits regions associated with the MPFC-node 

of the DMN, while cognitive self may recruit parietal nodes of FPN. Our results of the self-

related processing (e.g., MPFC and insula) are consistent with this meta-analysis. However, our 
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results indicate that the MPFC rather than the insula was a connection hub for emotion-related 

processing when self-referential information was absent.  

Limitations 

The literature is highly inconsistent in the precision mapping of brain networks. This 

inconsistency stems from different approaches to anatomical and functional parcellations 

(Blessler & Menon, 2010; Power et al., 2011; Arslan et al., 2018), related controversies about 

isomorphism between anatomical and functional spaces (Eickhoff et al., 2018; Cole et al., 2014; 

Petersen & Sporns, 2015), and the lack of consistent naming conventions and the number of 

large-scale networks (Uddin, Yeo & Spreng, 2019). The substantial disparity in parcellation 

scales and nomenclature across different studies limits comparisons between our study and 

previous work. 

Conclusion 

We found that the processing of self-related information is a product of information flow 

between DMN (MPFC as a hub), FPN and SN, suggesting that the SPE requires control of 

information flow and generating the ‘salience map’ to motivate the information processing. Our 

findings indicate that the MPFC may play the hub role in orchestrating interactions between 

these networks. The self-prioritization effect could not be explained by related effects such as 

prioritization of positive or negative emotions. We found that happy emotion was associated with 

a distinct component formed by interactions between the left rostral prefrontal part of SN, 

posterior parietal part of FPN and MPFC, while processing of sad emotion formed a cluster of 

the DMN, DAN and VMN. These findings contribute to theoretical debates about the relationship 

between the self and emotion processing within the more general domain of social cognition 

and mood disorders. 

Abbreviation list 
 
 
ACC – Anterior Cingulate Cortex 
aCompCor - anatomical Component based noise Correction method 
AI – Anterior Insula 
ART – Artifact Detection Toolbox 
BOLD - Blood Oxygenation Level Dependent 
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CCN - Cognitive Control Network 
CEN – Central Executive Network 
CONN – functional connectivity toolbox 
CSF - Cerebrospinal Fluid 
DAN - Dorsal Attention Network 
DLPFC – DorsoLateral Prefrontal cortex 
DMN – Default Mode Network 
dmPFC -dorsomedial Prefrontal Cortex 
FC- Functional Connectivity 
FEF - Frontal Eye Field 
fMRI – functional Magnetic Resonance Imaging 
FPN - Frontoparietal Network 
FWE -  FamilyWise Error 
GLM - General Linear Model 
GSR - Global Signal Regression 
HCP - Human Connectome Project 
ICA – Independent Component Analysis 
IPL – Inferior Parietal Lobule 
lFPN – left Frontoparietal Network 
LP – Lateral Parietal 
LPFC – Lateral Prefrontal Cortex 
LpSTS - left posterior superior temporal sulcus 
MNI - Montreal Neurological Institute 
MPFC – Medial Prefrontal Cortex 
NBS - Network-Based Statistics 
PCC – Posterior Cingulate Cortex 
PPC- Posterior Parietal Cortex 
QC-FC - Quality-Control Functional Connectivity 
rFPN – right Frontoparietal Network 
ROI – Region-Of-Interest 
RPFC – Rostral Prefrontal Cortex 
RRC – Region-of-interest to Region-of-interest Connectivity 
SN - Salience Network 
SNR – Signal-To-Noise ratio 
SPE - Self-Prioritization Effect 
SPM12 – Statistical Parametric Mapping, version 12 
VMN - Visual Medial Network 
vmPFC- ventromedial Prefrontal Cortex 
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Fig. 1. Connectogram representation of changes in pairwise network functional connectivity for 

contrasts [self > stranger] (A), [self > friend] (B), [sad > neutral] (C) and [happy > neutral] (D) 

and p-statistics associated with a topological component and FWE-corrected at network level. 

Glass brain visualises spatial location of connections comprising each component. Vertical 

colorbars indicate T-test statistics for individual connections.  
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Fig. 2. Effect sizes of individual connections (Fig.1) in contrasts defining prioritization effects in 

the Personal task (self > stranger, self > friend) and Emotion task (sad > neutral, happy > 

neutral).  The Y axis represents Pearson correlation values where the sign indicates the 

direction of the effect. Individual dots correspond to subjects difference in connectivity values 

the conditions in each contrast. Means are denoted as X, medians as horizontal lines within 

each box.  
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Fig. 3. Connectogram representation of changes in pairwise network functional connectivity for 

contrasts [self-bias > sad-bias] (A, B) and [self-bias > happy-bias] (C). Self-bias was defined as 

contrast [self > stranger]; happy-bias and sad-bias were defined by contrasting happy and sad 

emotional with neutral expression. Glass brain visualises spatial location of connections. 

Vertical colorbars indicate T-test statistics for individual connections. Panel D reports effect size 

of each connection within the components.  
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Fig. 4. (A) Connectogram representation of changes in pairwise network functional connectivity 

for contrasts [self > friend] in separate data set (p-FWE < .001). Panel B reports effect size of 

each connection within the components.  

Supplementary Materials 
 

Self-prioritization is supported by interactions between large-scale brain networks 

Table S1. Summary of datasets and behavioural results. 
Study 1 (Yankouskaya & Sui, 2021*) Study 2 (Yankouskaya et al., 2017**) 

Participants 
In both studies, participants reported no use of psychotropic medications or past 
diagnoses for psychiatric, neurological disorders and have normal or corrected-to-normal 
vision size. 
Twenty-one young, healthy adults aged 
between 21-26 (10 males, age M=23.6, SD 
=2.8). As a part of the pre-screening 
procedure, participants performed Mood 
and Anxiety Symptom Questionnaire 
(MASQ), a 77-items self-report 
questionnaire that assesses depressive, 
anxious and mixed symptomatology. Only 
participants with low scores on each of 5 
subscales were invited to the scanning 
session.  

Sixteen healthy volunteers aged between 
22-34 (8 males, age M = 26.1, SD = 7.5).  

Stimuli 
Six geometric shapes (circle, hexagon, square, rectangle, diamond and triangle) were 
randomly assigned to three conditions in each task. A stimulus display contained a fixation 
cross (0.7°×0.7°) on the center of the screen with a shape (covering 3.5° × 3.5° of visual 
angle) and label (or a schematic face) covering 1.76°/ 2.52° × 1.76° (3.5° × 3.5°) of visual 
angle on either side of fixation. The distance between the shape and the label (or a 
schematic face) was 10 degrees. Left-right presentations of the shapes and 
labels/schematic faces were counterbalanced across trials. Each trial started with a 
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fixation cross for 200 ms, followed by the stimulus display for 100 ms and a blank interval 
which remained for 1000 ms or until the participant responded. Trials were separated by a 
jittered interstimulus interval (ranging between 2500-6000 ms). 

Trial number 
Five runs of 72 trials in each task Four runs of 48 trials 

Imaging data acquisition 
Structural and functional images were 
acquired at Nuffield Department of Clinical 
Neurosciences (FMRIB, Oxford, UK) on a 
3-Tesla whole-body scanner (Siemens 
Magnetom Prisma) and a standard 32 
channel coil. Tasks functional volumes 
were acquired using an interleaved, 
gradient-echo echo-planar pulse sequence 
with the following parameters with a 
gradient echo T2*-weighted echo-planar 
sequence (TR 2040 ms, TE 30 ms, flip 
angle 80, 64 × 64 matrix, field of view 192 
mm, voxel size 3x3x3mm, parallel imaging 
GRAPPA, bandwidth = 1628 Hz/Px, PE = 2, 
and interleaved slice ordering). A total of 36 
axial slices (3 mm thick, no gap) were 
sampled for whole-brain coverage 
excluding the cerebellum. Data were 
acquired in five runs of 180 volumes each. 
Each run lasted approximately 5 min 10 
sec. Whole-brain anatomical images were 
acquired using a T1-weighted high-
resolution magnetization prepared gradient 
echo (MPRAGE) sequence: TR = 1900 ms, 
TE = 3.97 ms, flip angle = 8°; field of view 
(FOV) = 192 mm, voxel size 1 × 1 × 1 mm. 

Structural and functional images were 
acquired at the Nuffield Department of 
Clinical Neurosciences (FMRIB, Oxford, 
UK) on a 3T scanner (Trio, Siemens) using 
a 24-channel head coil. Task functional 
images were acquired with a gradient echo 
T2*-weighted echo-planar sequence (TR 
2000 ms, TE 30 ms, flip angle 70, 64x64 
matrix, field of view 19.22 mm, voxel size 
3x3x3mm). A total of 36 axial slices (3 mm 
thick, no gap) were sampled for whole-brain 
coverage excluding the cerebellum. 
Imaging data were acquired in four 
separate 120-volume runs of 4 min 02 s 
each. A high-resolution T1-weighted 
anatomical scan of the whole brain was 
acquired (256 x 256 matrix, voxel size 1 x 1 
x 1 mm, TR = 1900 ms, TE = 3.97 ms, flip 
angle = 8°). 
 

Main behavioural results 
In both studies, participants were accurate in responding to stimuli (percent of correct 
responses varied from 82 to 94). The task associative task generated robust self-
prioritization effects. 
In the personal task, participants were 
faster (F(2,40)= 27.62, p<0.001) in 
responding to stimuli associated with self 
and friend compared to stranger (t(20)= -
7.32, p<0.001, MD= -88.24, 95% CI [-100.1; 
-72.71]; t(20)= -4.78, p < 0.001, MD= -
57.66, 95% CI [-82.98; -32.33] 
respectively). The difference between self 
and friend was also significant (t(20) = -
2.54, p=0.02, MD = -30.58, 95%CI [-60.37,-
2.84]. 
In the emotion task, reaction times for 
happy and sad associations were faster 
compared to associations with neutral 
emotional expression (F(2,40)=29.70, 
p<0.001; t(20)= -6.83, p<0.001, MD = -
69.38, 95%CI [-84.93, -47.35]); t(20)= -6.51, 
p<0.001, MD= -66.14, 95% CI [-82.97; -

In the personal task, participants were 
faster for stimuli associated with self 
compared to stimuli associated with friend 
(t(15) =-4.44, p<.001. MD = -101.99, 95% 
CI [=151.31, -52.62], Cohen’s d = -1.15. 
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47.78]). The difference between happy and 
sad associations were not significant (t(20)= 
-0.32, p=0.75). 

* Yankouskaya, A., & Sui, J. (2021). Self-Positivity or Self-Negativity as a Function of the Medial Prefrontal 

Cortex. Brain sciences, 11(2), 264. https://doi.org/10.3390/brainsci11020264 
**Yankouskaya, A., Humphreys, G., Stolte, M., Stokes, M., Moradi, Z., & Sui, J. (2017). An anterior-posterior axis 

within the ventromedial prefrontal cortex separates self and reward. Social cognitive and affective 
neuroscience, 12(12), 1859–1868. https://doi.org/10.1093/scan/nsx112 

 

Table S2. Comparison key findings* with** and without Global Signal regression (GSR). All 
contrasts were defined using ‘height’ threshold of p < .001 (uncorrected) and cluster-corrected 
p-FWE < .05 

NBS without GSR NBS with GSR 

Self-prioritization effect (contrast [self 
> stranger]: mass 90.64, p-FWE = 
.009, size 4 (DMN.MPFC, SN.AI_left, 
SN.AI_right, FPN.LPFC 

Self-prioritization effect (contrast [self > stranger]: 
mass 84.65, p-FWE = .01, size 4 

 
The cluster retained the same connections. 
However, the effects sizes for individual 
connections was reduces (especially, for 
connectivity between DMN.MPFC and 
SN.AI_right 

Self-prioritization effect, contrast [self 
> friend]: mass = 48.99, p-FDR = 
.048, p-FWE = .058; size = 2 

mass = 23.12, p-FDR = .07, p-FWE = .09; size = 
2 

Negative emotion bias (contrast [sad 
> neutral]): mass = 82.91, p-FWE = 
.013; size = 4 (DMN.MPFC, 
VisMedial, DAN.FEF_left, 
DAN.FEF_right 
 

mass = 76.22, p-FWE = .024; size = 3 
Compared to the results without GSR, the cluster 
was reduced in size. Reducing in size was due to 
instead of bidirectional connections between 
DMN.MPFC and VisMedia, here we observed 
only connection from VisMed to DMN.MPFC. The 
effect size for this connection was reduced to 
negligible (EZ=0.03) 

Positive emotion-prioritization, 
contrast [happy > neutral]: mass = 
56.50, p-FWE = .034; size = 2 
(DMN.MPFC, SN.RPFC_left, 
FPN.PPC_left) 

mass = 52.50, p-FWE = .046; size = 2 
(DMN.MPFC, SN.RPFC_left, FPN.PPC_left). 
There was no reduction in size of the cluster. 
However the effect sizes decreased for all 
individual connections 

Contrast [self-prioritization > sad-
prioritization]: mass = 198.91, p-FEW 
<.001, size = 8 (DMN.MPFC, 
FPN.PPC_left, FPN.PPC_right, 
DAN_FEF_left, DAN.FEF_right, 
SN.AI_left, SN.AI_right, DMN.LP_left 

Contrast [self-prioritization > sad-prioritization]: 
mass = 147.81, p-FEW <.001, size = 7. There 
was reduction in mass associated with reduction 
in individual connections effect sizes. Also, one 
connection (between DMN.MPFC and 
DMN.LP_left) was not longer identified withing the 
cluster 

https://doi.org/10.1093/scan/nsx112
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Contrast [self-prioritization > happy-
prioritization]: mass = 99.21, size = 4, 
p-FWE = .007 (DMN.MPFC, 
FPN.LPFC_left, FPN.PPC_left, 
SN.RPFC_left, SN.AI_left) 

Contrast [self-prioritization > happy-prioritization]: 
mass = 64.03, size = 4, p-FWE = .01 
(DMN.MPFC, FPN.LPFC_left, FPN.PPC_left, 
SN.RPFC_left, SN.AI_left). 
There was no reduction in the cluster size. 
However, there was a reduction in effect sizes of 
individual connections 

 
 

Discussion 

Overall, the functional connectivity results with GSR were close to our original results. 
Although we did not tested the effect of pre-processing type on functional connectivity, the 
result in Table 2 indicate general decrease in connectivity when GSR was applied. The 
reduction in effect sizes in the present study indicates GSR affected within-node 
connectivity. This finding is in line with multiple studies showing that the connectivity 
decreases after GSR (Chang & Glover, 2009; Fox et al., 2009; Weissenbacjer et al., 
2009).  

*The results of Network Based Statistics (NBS) analysis 
**To estimate functional connectivity with GSR, we added a new ROI that encompass the entire 

brain and entered this ROI into the confounds list in the preprocessing step. The CompCor 
procedure implemented in CONN as an alternative to GSR was not used in this case. 

 

 
Table S3. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [self > stranger] (p-value for each component was FWE corrected). NS denotes that a 
component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 

mass size p-FWE 
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value 

.05 - .01 NS    

.009 - .004 NS    

.003 - .001 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Salience.A-INS(R) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC->Frontoparietal.LPFC(R) 

90.64 4 .029 - .009 

.0009 - .0007 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Salience.A-INS(R) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC->Frontoparietal.LPFC(R) 

90.64 4 .006 -.004 

.0006 - .0001 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Frontoparietal.LPFC(L) 

58.04 2 .025 - .013 

.00009 - .00006 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Frontoparietal.LPFC(L) 

58.04 2 .013 -.014 

.00005 - .00002 DMN.MPFC->Frontoparietal.LPFC(L) 32.10 1 .021 - .024 

.00001 NS    

 
Table S4. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [self > friend] (p-value for each component was FWE corrected). NS denotes that a 
component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 

mass size p-FWE 
value 

.05 - .01 NS    

.009 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC-> Frontoparietal.LPFC(R) 
Salience.STG(R) -> Frontoparietal.PPC(R) 
Frontoparietal.PPC(R)-> Salience.STG(R) 
Frontoparietal.PPC(R)->Salience.RFPC(R) 
Salience.RFPC(R)-> Frontoparietal.PPC(R) 
Salience.RFPC(R)-> Frontoparietal.LPFC(R) 
Frontoparietal.LPFC(R)-> Salience.RFPC(R) 
Salience.A-INS(L)-> Frontoparietal.PPC(R) 
Frontoparietal.PPC(R)-> Salience.A-INS(L) 

130.65 11 .049 

.008 - .002 NS    

.001 - .0001 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Frontoparietal.LPFC(L) 

48.99 2 .050 - .015 

.00009  DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Frontoparietal.LPFC(L) 

58.04 2 .025 

.00008 DMN.MPFC->Salience.A-INS(L) 24.69 1 .034 

.00007 - .00001 NS    

 
Table S5. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [sad > neutral] (p-value for each component was FWE corrected). NS denotes that a 
component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 
mass size p-FWE 

value 
.05 - .01 NS    
.009 - .005 NS    

.004 - .0006 DMN.MPFC->DorsalAttention.FEF(L) 
DMN.MPFC->DorsalAttention.FEF(R) 

82.91 4 .006 
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DMN.MPFC->Visual.Media 
Visual.Media-> DMN.MPFC 

.0005 - .0001 DMN.MPFC->DorsalAttention.FEF(L) 
DMN.MPFC->DorsalAttention.FEF(R) 

54.13 2 .022 

.00009 - .00003 DMN.MPFC->DorsalAttention.FEF(L) 
DMN.MPFC->DorsalAttention.FEF(R) 

54.13 2 .007 

.00002 DMN.MPFC->DorsalAttention.FEF(L) 
 

48.32 1 .007 

.00001 NS    

 
 
Table S6. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [happy > neutral] (p-value for each component was FWE corrected). NS denotes that 
a component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 
mass size p-FWE 

value 
.05 - .01 NS    
.009 - .004 NS    

.003 - .002 DMN.MPFC->Salience.RPFC(L) 
DMN.MPFC-> Frontoparietal.PPC(L) 
DMN.MPFC->Language.pSTG(R) 

78.93 2 .032 

.001 - .0001 DMN.MPFC->Salience.RPFC(L) 
DMN.MPFC-> Frontoparietal.PPC(L) 

56.50 2 .034 

.00009 - .00003 DMN.MPFC->Salience.RPFC(L) 
DMN.MPFC-> Frontoparietal.PPC(L) 

58.04 2 .034 

.00002 DMN.MPFC-> Frontoparietal.PPC(L) 29.90 1 .008 

.00001 NS    

 
Table S7. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [self-bias > sad-bias] (p-value for each component was FWE corrected). NS denotes 
that a component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 
mass size p-FWE 

value 

.05 Widely distributed components (detailed 
information can be found in 
p<.05_threshold_self-bas>sad_bias.txt 

615.64 66 .024 

.04 Widely distributed components (detailed 
information can be found in 
p<.04_threshold_self-bas>sad_bias.txt 

551.70 54 .026 

.03 Widely distributed components (detailed 
information can be found in 
p<.03_threshold_self-bas>sad_bias.txt 

510.17 46 .016 

.02 Widely distributed components (detailed 
information can be found in 
p<.02_threshold_self-bas>sad_bias.txt 

462.65 38 .007 

.01 Widely distributed components (detailed 
information can be found in 
p<.01_threshold_self-bas>sad_bias.txt 

335.93 22 .005 

.009 - .003 DMN.MPFC-> Frontoparietal.LPFC(L) 
Frontoparietal.LPFC(L) -> DMN.MPFC 
DMN.LP(L) ->Frontoparietal.LPFC(L) 
Frontoparietal.LPFC(L)-> DMN.LP(L) 

246.08 12 .013 



41 
 

DMN.LP(L) -> Frontoparietal.PPC(L) 
Frontoparietal.PPC(L)-> DMN.LP(L) 
DMN.MPFC->Salience.AInsula(L) 
DMN.MPFC->Dorsal Attention.FEF(L) 
DMN.MPFC->Dorsal Attention.FEF(R) 
DMN.MPFC->Salience.AInsula(R) 
DMN.MPFC-> Frontoparietal.LPFC(R) 

.002 - .0008 DMN.LP(L)-> Frontoparietal.LPFC(L) 
Frontoparietal.LPFC(L) -> DMN.LP(R) 
DMN.LP(L) ->Frontoparietal.LPFC(L) 
DMN.MPFC->Salience.AInsula(L) 
DMN.MPFC->Dorsal Attention.FEF(L) 
DMN.MPFC->Dorsal Attention.FEF(R) 
DMN.MPFC-> Frontoparietal.LPFC(R) 
DMN.MPFC->Salience.AInsula(R) 

198.91 8 <.001 

.0007 - .0006 DMN.LP(L)-> Frontoparietal.LPFC(L) 
Frontoparietal.LPFC(L) -> DMN.LP(R) 
DMN.LP(L) ->Frontoparietal.LPFC(L) 
DMN.MPFC->Salience.AInsula(L) 
DMN.MPFC->Dorsal Attention.FEF(L) 
DMN.MPFC->Dorsal Attention.FEF(R) 
DMN.MPFC-> Frontoparietal.LPFC(R) 

183.38 7 .0006 

.0005 -.00004 DMN.LP(L)-> Frontoparietal.LPFC(L) 
Frontoparietal.LPFC(L) -> DMN.LP(R) 
DMN.LP(L) ->Frontoparietal.LPFC(L) 
DMN.MPFC->Salience.AInsula(L) 
DMN.MPFC->Dorsal Attention.FEF(L) 
DMN.MPFC->Dorsal Attention.FEF(R) 

166.48 6 .001 

.00005 DMN.LP(L)-> Frontoparietal.LPFC(L) 
Frontoparietal.LPFC(L) -> DMN.LP(R) 
DMN.MPFC->Salience.AInsula(L) 
DMN.MPFC->Dorsal Attention.FEF(R) 
DMN.MPFC-> Frontoparietal.LPFC(R) 

140.96 5 .002 

.00001 NS    

 
Table S8. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [self-bias > happy-bias] (p-value for each component was FWE corrected). NS 
denotes that a component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 
mass size p-FWE 

value 

.05 - .005 NS    

.004 - .002     

.003 - .002 DMN.MPFC-> Frontoparietal.LPFC(L) 
DMN.MPFC-> Frontoparietal.PPC(L) 
DMN.MPFC->Salience.RPFC(L) 
DMN.MPFC->Salience.AInsula(L) 
DMN.MPFC-> Frontoparietal.LPFC(R) 

113.36 5 .010 

.001 - .0002 DMN.MPFC-> Frontoparietal.LPFC(L) 
DMN.MPFC-> Frontoparietal.PPC(L) 
DMN.MPFC->Salience.RPFC(L) 
DMN.MPFC->Salience.AInsula(L) 

99.21 4 .007 

.00001  DMN.MPFC-> Frontoparietal.LPFC(L) 35.08 1 .042 

.000009 NS    
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Table S9. The results of Network Based Statistic analysis with varied ‘height’ thresholds for 
contrast [self > friend] in validation data set (p-value for each component was FWE corrected). 
NS denotes that a component did not survive the FWE correction.  

Height threshold 
(p< ) 

Connections comprising a component Component statistics 

mass size p-FWE 
value 

.05 - .03 NS    

.02 - .01 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Salience.A-INS(R) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC->Frontoparietal.LPFC(R) 

220.92 4 .025-.01 

.009 - .001 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Salience.A-INS(R) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC->Frontoparietal.LPFC(R) 

220.92 4 <.001 

.0009 - .0004 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Salience.A-INS(R) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC->Frontoparietal.LPFC(R) 

220.92 4 <.001 

.0003 - .0001 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Frontoparietal.LPFC(L) 
DMN.MPFC->Salience.A-INS(R) 

199.44 3 .0003-
.0008 

.00009 - .00006 DMN.MPFC->Salience.A-INS(L) 
DMN.MPFC->Salience.A-INS(R) 

169.38 2 .0006- 

.00005 - 

.000009 
DMN.MPFC->Salience.A-INS(L) 
 

48.11 1 .0003 - .02 

.000001 NS    

 


