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Yellow journalism has increased the spread of hyperpartisan news on the internet. It is very difficult for online 
news article readers to distinguish hyperpartisan news articles from mainstream news articles. There is a need 
for an automated model that can detect hyperpartisan news on the internet and tag them as hyperpartisan so 
that it is very easy for readers to avoid that news. A hyperpartisan news detection article was developed by using 
three different natural language processing techniques named BERT, ELMo, and Word2vec. This research used 
the bi-article dataset published at SEMEVAL-2019. The ELMo word embeddings which are trained on a Random 

forest classifier has got an accuracy of 0.88, which is much better than other state of art models. The BERT and 
Word2vec models have got the same accuracy of 0.83. This research tried different sentence input lengths to 
BERT and proved that BERT can extract context from local words. Evidenced from the described ML models, this 
study will assist the governments, news’ readers, and other political stakeholders to detect any hyperpartisan 
news, and also helps policy to track, and regulate, misinformation about the political parties and their leaders. 
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. Introduction 

Hyperpartisan news is an extreme right or left biased version of par-
icular political news, which is intended to favor or defame a politician.
here is a rapid growth in yellow journalism in the era of social me-
ia. The three main threats on social media nowadays are fake news,
lickbait, and hyperpartisan news. Fake news is unreal news. There was
uch fake news spread about Covid-19 throughout the pandemic which

aused unnecessary fear among the people. Unlike fake news, Click baits
re very short news or URL links that are intended to grab the attention
f internet users to make them go through a particular website or news.
hese click baits are less harmful compared to fake news, as these are
ainly focused on the entertainment sector. Hyperpartisan news is po-

itical news that is extremely left or right biased. This hyperpartisan
ews is often used in times of elections to favor or defame a particu-
ar politician. There were so many speculations spread around Brexit
 Bastos & Mercea, 2019 ) and the US president election which spread
rong perceptions among people. 

There is a rapid growth in the usage of social media platforms in rural
reas as well. This makes it easy for the yellow journalist to spread false
ews through social media because people in rural areas are unaware of
nowing the ground truth. The spread of hyperpartisan news misshapes
ublic opinion and also spoils the credibility of journalism. Nowadays,
ews that is more hyper partitioned is spreading more quickly than gen-
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ine news. So, there is a need for an automated system that can detect
his hyperpartisan news on the internet. The news that is detected as fake
ill be marked as hyperpartisan on the internet, which is very helpful

or readers to avoid reading that news. 
The evolution of Artificial intelligence (AI) over the years have made

esearchers use it in HCI (Human-computer interface) systems. Natu-
al language processing (NLP) is a sub-stream of Artificial intelligence.
hese language processing models will perform tasks like classification
 Pal & Patel, 2020 ), question and answer, fill in the blanks, and weather
orecast ( Fan et al., 2018 ) etc. BERT ( Devlin, Chang, Lee & Toutanova,
019 ), ELMo ( Huang & Lee, 2019 ), Word2vec ( Ji, Satish, Li & Dubey,
019 ) are emerging neural networks in the field of natural language
rocessing. These neural networks are very efficient in contextual text
rocessing. Before the introduction of these deep neural networks ma-
hine learning algorithms ( Pal & Patel, 2020 ) like Naïve Bayes, Logistic
egression, Random forest classifier etc. to perform language process-
ng. These machine learning algorithms are not capable of extracting
he syntactic and semantic meaning of words used in the text. These
achine learning models can be used along with neural networks to
erform language processing more accurately. 

This research makes use of the above stated natural language pro-
essing models to detect hyperpartisan news articles. Deep neural net-
orks will be used in conjunction with machine learning algorithms to
erform the prediction (binary classification). The model will predict
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hether a news article is hyperpartisan or not. Thus, this research aims
o build a natural language processing model that can be used to detect
yperpartisan news or articles found on the internet. The research aims
o include more context while processing text. There are several natu-
al language processing models that can perform contextual language
rocessing. These processes will make use of language processers such
s BERT, ELMo, and Word2vec to detect hyperpartisan news articles.
s ELMo and Word2vec are not prediction models, the Random Forest
lassifier can be used to make predictions. 

In the present world of digitalization, there is a rapid growth in the
umber of online news publishers, who are taking sides of political par-
ies and spreading biased news to support them. It is very difficult for a
eader to get to know whether the news article he is reading is biased
r not, so there is a need for an automated model to detect such type of
iased one-sided political news. Also, the rise of social media enabled
ndividuals to disseminate information at little expense, with minimal
xamination and fewer restrictions on what is being disseminated. This
xacerbated the longstanding problem of false news, which has been a
ig worry in recent years owing to the bad impact it has on the commu-
ities and countries. To combat the emergence and transmission of false
ews, researchers have developed automatic detection algorithms based
n machine learning and artificial intelligence. Deep learning meth-
ds’ recent breakthroughs in complicated natural language processing
asks make them a possible answer for false news identification as well.
ence, this research aims to support the previous studies in a bid to an
utomated model that can be used to detect hyperpartisan news without
uman intervention. 

. Literature review 

.1. Sources and effects of hyperpartisan news 

The main source of hyperpartisan news is online blog writers. Those
ho are adopted to yellow journalism are spreading biased or fake news

o earn money. These articles are mainly intended to favor or defame a
articular person. 

Nowadays, Bots are more often used to spread hyperpartisan news.
ots ( Dukic, Keca & Stipic, 2020 ) are intelligent systems or software’s
hat can interact with people on the internet. The research of Bastos and
ercea (2019) gives us clear evidence of how efficiently Twitter bots
ere used to spread hyperpartisan news during Brexit and the US pres-

dential election. Around 10 million tweets are from 39 hashtags which
re about the Brexit referendum were collected by Bastos and Mer-
ea (2019) , and used filtering and thresholding techniques to identify
ots from real persons. This research found that 40% of the accounts out
f 794,949 accounts has deactivated or changed profiles, which means
ll these 40% of accounts used were bots to spread fake news. But there
as no proper evidence of spreading fake news by using political bots. 

The research of was about how fake news influenced voters dur-
ng the US presidential election in 2016. Out of 171 M tweets that are
weeted during the election, 25% of the tweets are fake which were
ntended to influence voters. The effects of Russian Twitter trolls on
he US presidential election was studied by Badawy, Ferrara and Ler-
an (2018) . Around 5.7 million tweets from Russian accounts that were

weeted during the US election campaign 2016 were collected by Fer-
ara and Lerman (2018) and used data analytic algorithms to find the
nfluence of tweets on voters and also to find how many of these Twitter
ccounts are bots. Badawy, Ferrara and Lerman also found that around
–6% of Twitter accounts were handled by automatic bots to propagate
iased news during the election campaign. 

.2. Features of hyperpartisan news 

The structural, linguistic, and temporal characteristics of the text to
dentify the text features of hyperpartisan news that are different from
eal news were examined by Kwon, Cha, Jung, Chen and Wang (2013) .
2 
ccording to Kwon et al. (2013) , titles are the more prominent factor
hat differs between biased and real news, biased news will use more
ttractive titles. The use of more proper nouns and repetitive content in
he body of the article is also the salient features that differentiate hyper-
artisan news from the real news. Also found is that biased news draws
ttention through heuristics, while real news is through arguments. 

The importance of contextual and linguistic features of the text in
he identification of misinformation was studied by George, Skariah and
avier (2020) . George, Skariah and Aleena Xavier used several machine

earning algorithms like Naïve Bayes, random forest, and KNN; and neu-
al networks like hybrid CNN and LSTM’s on different datasets like Face-
ook, Twitter and LIAR datasets. Machine learning algorithms can pro-
ess only linguistic characteristics of text, so hybrid CNN and LSTM’s
ere used to analyze the contextual features of the text. The poor per-

ormance of hybrid CNN with 27% accuracy on the LIAR dataset proves
hat the sequential order of contextual features affects the accuracy of
he model. 

According to Hlaing and Kham (2020) , news content only is insuffi-
ient to define the authenticity of the news, social context of news is also
equired. Misinformation detection based on social context and news
ontent on a multidimensional dataset by using a new approach of syn-
nym based feature extraction and classification was done by Hlaing and
ham (2020) . Decision trees, a random forest classifier, and a boosted
lassifier were used to classify the news articles. The use of social con-
ext along with the news content has boosted the performance of all
hree classifiers. Contextual clues applied to news headlines are not
lways helpful for readers in finding misinformation, further in some
ases they might mislead readers ( Caramancion, 2020 ). The source and
ackground of the news also mislead users in detecting misinformation.
aramancion also proved that fake news will be aided by the use of fake
ideos or images in it. 

.3. Hyperpartisan, clickbait, and fake news detection using natural 

anguage processing techniques 

Hyperpatisan news, fake news, and clickbait are related to each
ther. Fake news is unreal news, whereas hyperpartisan news is biased
olitical news. Clickbait is short news or hyperlinks that are intended to
ttract the attention of internet users. The following section focuses on
he literature related to addressing these three problems. 

.3.1. Fake news detection using NLP techniques 

An automated model called SPOTFAKE was developed by
iachanou, Zhang and Rosso (2020) to detect fake news spread-

ng across social media. Twitter and Weibo datasets were used to train
nd validate the model. Accuracy, precision, recall and F1-score were
sed as evaluation metrics. BERT was used to exploit the textual feature
f data, whereas VGG- 19 was used to exploit the image features present
n the data. This research proved that image features used along with
extual features improved the accuracy of SPOTFAKE by 6% compared
o other models that only used textual features for classification. This
POTFAKE model still needs improvement to efficiently work with
onger length articles. 

Two different approaches were used by
adhusudhan, Mahurkar and Nagarajan (2020) to build a multi-
odal fake news detection system. In the first approach, BERT and

BERT were trained with textual features and ResNet-18 was trained
ith image features. Visual Attention for fake news detection was used
s the second approach. It was found that BERT extracted more context
han SBERT and this multimodal system was very effective in capturing
requency-based relations. 

A similar model like SPOTFAKE ( Giachanou et al., 2020 ) was de-
eloped. This model used both textual and visual information to detect
ake news like SPOTFAKE ( Giachanou et al., 2020 ). The textual features
ere trained on BERT, and the visual features were trained on VGG-16
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nstead of VGG-19 that was used in SPOTFAKE. A baseline model was de-
eloped by training only textual features on BERT and the second model
sed BERT to train textual features and vgg-16 to train visual features.
his multi model fake news detection system outperformed the baseline
ERT that was trained with only textual features by 4.19% in terms of
ccuracy proving that the visual information present in the news adds
xtra advantage while making prediction. This multi modal fake news
etection system also outperformed the state of art SPOTFAKE model
y 5.39% in terms of accuracy. 

SPOTFAKE ( Giachanou et al., 2020 ) and the multi-modal fake
ews detection system by Shivangi Singhal, Shah, Chakraborty, Ku-
araguru and Satoh (2019) showed that the textual features along with

he visual information in the news were used to train deep neural net-
orks to improve the accuracy of the models. 

A dataset consisting of 200 tweets on Hillary Clinton was prepared by
ey, Rafi, Hasan Parash, Arko and Chakrabarty (2019) , and an analysis
f linguistic features of news was done to find fake news spread about
he US presidential election 2016. Features in the news were extracted
y extracting bag-of-words, and a further k-nearest neighbor algorithm
as applied for the classification of features. 

.3.2. Automatic clickbait detection 

Clickbait and hyperpartisan news are less explored compared to fake
ews. Clickbait is a short attractive headline or hyperlink intended to
rab the attention of the reader to click on it. Machining learning algo-
ithms were used by Genc et al. (2019) to detect clickbait. This research
sed the dataset consisting of twitter headlines in the Turkish language.
he accuracy of the model was around 0.91 and the F1-score is also
.91. Machine learning models treat words as bag-of-words and does
ot take into account, the context of words while processing, thereby
ausing lower accuracy of machine learning models in predictions. 

To improve the accuracy of the model built by Genc et al. (2019),
hich used machine learning algorithms for prediction, built a model
y using deep neural networks, that can detect clickbait in the Thai
anguage. This model used three different neural networks called Feed-
orward neural network, long short-term memory (LSTM), and gate re-
urring unit was trained with two types of word embeddings i.e., one is
haracter level embedding and the second one is word-level embedding.
ccuracy, recall, precision, F1-score, and ROC-AUC were used as eval-
ation metrics with 10-fold cross-validation. BiLSTM with word-level
mbedding performs very well achieving accuracy rate of 0.98, f1-score
f 0.98. BiLSTM with word embedding got the best result compared to
ther model architectures. This research also found that deep neural
etworks can detect clickbait effectively without knowing the context
f words in the language. 

RCNN (Recurrent Convolutional Neural Networks) was used by
hawda, Patil, Singh and Save (2019) to predict clickbait. LSTM (long
hort-term memory) and GRU (Gated Recurrent Unit) were also used
long RCNN. The model with RCNN + LSTM + GRU gave almost 4% ex-
ra accuracy when compared with the standard SVM (Support Vector
achine) classifier. This research used only the content of titles while
aking a prediction. In future, there is a scope of including article body

s well for making predictions. 

.3.3. Hyperpartisan news detection 

In SEMEVAL-2019, Palic et al. (2019) presents several approaches
sed to perform hyperpartisan news articles. This research used ap-
roaches like deep learning Giachanou et al. (2020) , machine learning
Palic et al., 2019), ELMo ( Jiang, Petrak, Song, Bontcheva & Maynard,
019 ), and BERT case ( Huang & Lee, 2019 ) to detect hyperpartisan news
y using by-article and by-publisher datasets. This research proved that
eep learning models are more accurate in the prediction of hyperpar-
isan news and failed to utilize BERT more efficiently. 

An automated model using a Support Vector Machine (SVM) and
F-IDF tokens for detecting hyperpartisan news was developed by Alab-
dulkarim and Alhindi (2019). Textual features like word count, para-
3 
raph count, and hyperlink count of 645 hyperpartisan and mainstream
rticles were used to train SVM. This methodology used SVD to do di-
ension reduction and SVM with default settings for doing prediction.
he accuracy (0.742) of the model is very low as SVM failed to grab the
ontextual meaning of words. The dataset that was used is very small
nd very much imbalanced because the number of mainstream articles
s far greater than the number of hyperpartisan news articles. 

BERT can take a maximum of 512 tokens or words of a sentence
t a time as its input Drissi, Sandoval, Ojha and Medero (2019) . var-
ed the input sentence length of articles imputed into BERT to find the
ptimum sentence length that yields greater accuracy. BERT-CASE and
ERT-LARGE were trained with 80% of the bi-article Palic et al. (2019)
ataset and the remaining 20% was used to test the model while the F-1
core was used as an evaluation metric. The outcome of the research
roved that the accuracy of the BERT model depends on the imputed
ord count of a sentence. It also showed that BERT does not need the
hole sentence as input, sometimes 100 words give better accuracy over
00 words of a sentence. That means BERT is getting context from local
ords. 

According to Celena, Park, Dwyer and Medero (2019) , the accuracy
f any bag-of-words model can be increased by using features of the
rticle’s titles and sentiment analysis Celena et al. (2019) . used spaCy
o tokenize the text and to sentence segmentation. A python standard
ibrary called TextBlob worked very efficiently in sentiment analysis
f articles and their titles. Feature section along with optimized clas-
ifier would give more significant insight into the classification of hy-
erpartisan news articles. The naïve bayers classifier trained with the
okens extracted by spaCy performed very poor when compared to base-
ine models developed by Drissi et al. (2019) and Alabdulkarim and Al-
indi (2019) . The same bag-of-words approach ( Celena et al., 2019 ) was
sed by Bestgen (2019) . Uni-gram tokens to train the logistic regression
lassifier was used by Bestgen (2019) , whereas Celena et al. (2019) used
i-gram tokens to train the naïve bayers classifier. The use of uni-gram
okens improved the accuracy of the model over bi-gram tokens. 

Word embedding’s trained on deep neural networks will perform
ore contextually when compared to the bag of words approach fol-

owed by Celena et al. (2019) and Bestgen (2019) . ELMo was used to
enerate the word embeddings for the text and these word embeddings
ere used to train a deep contextualized neural network to make pre-
ictions. This approach worked very well on the bi-article (Palic et al.,
019) dataset with an accuracy of 80% but failed to make the predic-
ions accurately with by-publisher dataset. The longer length of articles
nd the unavailability of the source of articles in the by-publisher dataset
ight be the reason for the poor performance of the ELMo model to de-

ect hyperpartisan news. 
Rather than using tokens extracted from articles and titles of the

rticles for the classification of biased news, Kwon et al. (2013) focused
n the temporal and textual features of articles for predicting biased
ews. In this approach, first feature selection was done and, secondly,
VM was trained with the selected features. 2-fold cross-validation was
erformed 100 times to calculate the performance metrics like F1-score,
recision, and recall. The accuracy of this feature selection and SVM
odel was very much high when compared with the models developed

y Bestgen (2019) . According to Kwon et al. (2013) in a biased news
rticle, the content will be used more repeatedly and more proper nouns
ill be used compared to real news. 

A similar approach to Jiang et al. (2019) was followed by Huang and
ee (2019) to detect hyperpartisan news articles. Huang and Lee also
sed the BERT case version along with ELMo for generating word em-
eddings and the BERT classifier for prediction. The accuracies of BERT
nd ELMo were 68.4% and 60.8%, respectively on validation data and
hese accuracies were achieved after fine-tuning both the models. Before
ne-tuning, the models achieved accuracies below 40%. This research
oncluded that the writing style of articles contributes more towards
he detection of articles than the title of the articles. Huang and Lee
lso tested several lengths of articles as input to BERT like Drissi et al.
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2019), to find the optimum length of articles that yields higher accu-
acy as BERT can take a maximum of 512 tokens of an article as input.
uang and Lee also tried different combinations like the first 100 words
f the article, last 100 words of the article, and middle 100 words of the
rticle as input to BERT and concluded that BERT can extract context
rom local words, and does not need to train with the entire sentence
or doing predictions. 

A new approach of calculating the bias score of online articles was
one by Patankar and Bose (2017) . Patankar and Bose have developed a
eb browser extension that is capable of calculating bias scores. When
 user opens an online news article, the browser extension will cal-
ulate the biased score and displays it to the user. An article with a
igh biased score means it contains hyperpartisan news, and the reader
an avoid the article without reading it. The word vectors of the arti-
les were compared with the words in Wikipedia Neutral point of view
NPOV) and generated a biased score based on the similarity. According
o Patankar and Bose (2017) , Wikipedia articles and opinion articles has
ot less biased score than news articles. 

Furthermore, a similar approach, such as calculating bias score
 Patankar & Bose, 2017 ) was followed by to detect politically biased
ews on the internet. Patankar, Bose and Khanna calculated the biased
core for each article and displayed it with the article so that the ar-
icle with a very high biased score could be avoided by the readers.

hen calculating the bias scores, Word2vec was to find the number of
ords in the news article that are matching with the biased words in

he NPOV lexicon. The biased score was mainly based on the number
f biased words present in the articles, and also the number of similar
rticles found on the internet. 

A lightweight neural network named WiSARD classifier was tested
nd compared against machine learning algorithms, such as naïve bay-
rs, logistic regression, and SVM by Cavalcanti et al. (2017) . WiSARD
erformed extremely well in extracting the context of words in online
ews articles. The WiSARD classifier and all the machine learning al-
orithms were trained with unigram, bigram, and trigram tokens. The
ccuracy of trigram models is very high compared to unigram and bi-
ram models. A 4-bit trigram WiSARD classifier outperformed the SVM
y 5% of accuracy. Whatsapp is a major source of fake news prop-
gation as there was no authority to control the bulk messages sent
hrough it. An LSTM based approach was proposed by Gaglani, Gandhi,
ogate and Halbe (2020) to detect the fake news spreading on What-

App. The authenticity of the news will be verified by comparing What-
App news with the real sources of news. Sentiment analysis of tweets
uring the 2019 India elections was done by Hitesh, Vaibhav, Kalki,
amtam and Kumari (2019) , which is similar to the approach fol-

owed by Alabdulkarim and Alhindi (2019) Hitesh et al. (2019) . used
ord2vec word embeddings to train random forest classifier, whereas
labdulkarim and Alhindi (2019) used TF-IDF vectors trained on SVM.
ccording to Hitesh et al. (2019) , the use of more contextualized word
epresentations has improved the accuracy of the model compared to
he prediction model by using bag-of-words representation. 

.4. Empirical review of other related past studies aside hypertisans news 

rticles 

More additionally, Aswani, Kar and Ilavarasan (2018) employed hy-
rid methods, modified K-means -integrated Levy flight Firefly Algo-
ithm LFA, and chaotic map as an extension with Firefly algorithms –
nd Fuzzy C-Means clustering algorithms to spam profiles using Twit-
er media analytics. The outcome revealed that out of a total of over
84,000 tweets from 14,200 profiles analyzed, 13 significant factors,
hich is Fuzzy C-Means further identified into two categories – spam-
ers vs non-spammers, were derived from the Twitter media analyt-

cs. The result also showed that FA works as the fastest means of de-
ecting the spams while LFA works better to give the best accuracy
ajendran and Sundarraj (2021) . finds different categories of user pref-
rences the Latent Dirichlet Allocation on Wikipedia data to extract
4 
rowsing topics – movies and restaurants in specific. In a bid to ex-
mine the factors that contribute to the rapid spread of misinformation
n the Twitter domain Aswani, Kar and Ilavarasan (2019) investigated
n average of about 1.5 million tweets involving misinformation. 

According to the research results, tweet sentimentality and polar-
zability play an important role in assessing whether or not the posts
s credible. A deeper investigation reveals that such tweets contain a
igher level of astonishment, along with other emotions. Furthermore,
hen it comes to misleading information, tweets with case-neutral

ontent frequently lack viral potential Ghosh and Sanyal (2021) . em-
loyed different machine learning approaches, such as gradient boost-
ng, LSTM, deep neural network, and extra tree regression to analyze
arket volatility returns and uncertainty using India VIX and NIFTRY

eturns as case study timelining it on the coronavirus outbreak, the re-
ult suggested that both target studies can be effectively projected to
erve actionable visions for the governments and policymakers. 

For false news classification, Nasir, Khan and Varlamis (2021) also
ntroduces a unique hybrid deep learning model that blends convolu-
ional and recurrent neural networks. The model was successfully ver-
fied on two misinformation databases (ISO and FA-KES), yielding de-
ection accuracy that is much better than existing non-hybrid baseline
echniques. Further studies on the applicability of the suggested model
cross diverse datasets yielded encouraging results Rathore, Kar and
lavarasan (2017) . did an empirical review of social media analytics for
usiness purposes, they conclude that different methods such as tag de-
ections, cross-media data classification, geospatial data processing, and
ignatures of tweet activities could be used as novel methods to gain
eaningful insights from media analytics to improve business strategy
hn, Son and Chung (2021) . also used regression model analysis to ana-

yze collected tweets Ridgecrest earthquake in Southern California that
appened in July 2019. The tweets were from some targeted organiza-
ions such as media companies, research groups, government agencies,
nd nonprofit organizations. The result revealed a positive and signifi-
ant relationship between the topics from media outlets and the number
f favourite retweets messages, although the topics do not include topics
rom the Twitter users in the targeted organization. 

.5. Benchmark datasets for hyperpartisan news detection 

As hyperpartisan news detection was less explored there were very
ew datasets available when compared with the number of datasets
vailable for fake news detection. A benchmark dataset named “Liar,
iar Pants on Fire ” for hyperpartisan news detection was developed by
ang (2017) . This dataset was prepared by collecting and manually la-

eling 12.8 K short news articles from politifact.com. This dataset can
e used to train machine learning models, such as SVM, random for-
st, logistic regression etc. and also proved that the combination of text
nd meta-data yields greater performance. The organizers of SEMEVAL-
019 (Palic et al., 2019) also developed a dataset that can be used to
etect hyperpartisan news. The bi-article dataset consists of 1273 man-
ally labelled articles and the by-publisher dataset consists of 754,000
rticles. Both these datasets are in HTML format as these are collected
rom online articles. 

There are two datasets developed by Palic et al. (2019). One is the
y-article dataset, and the second one is the by-publisher dataset. This
esearch will make use of the 1273 by-article datasets of which 645
rticles will be used to train the model, and the remaining 628 articles
ill be used for validation. The validation dataset would be very well
alanced with 50% of biased articles and 50% of unbiased articles. 

. Methodology 

To detect hyperpartisan news articles, three different machine learn-
ng models, which are explained below, were employed. This research
akes use of the by-article dataset published at SEMEVAL-2019 (Palic

t al., 2019). The bi-article dataset consists of 1273 news articles, out of
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Fig. 1. architecture and input format of BERT. 
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hich 645 articles were used for training the model and the remaining
28 articles were used to validate the model. The training and the val-
dation data has no overlap. The news articles contain HTML tags and
lements as these were extracted from online news sources. In prepro-
essing of data all the HTML links, hash, and tags were removed. The
rowser error messages and the advertisements were also removed. All
he punctuations and special characters were preserved because the hy-
erpartisan news predictions are based on the style of writing of news. 

To run the pre-trained BERT model in the TensorFlow interface,
ransformers ( Wolf et al., 2019 ) from the Hugging Face library were
nstalled. Hugging Face library is the most widely PyTorch and Tensor-
ow interface to implement BERT. BERT can be used for our classifi-
ation purpose as this library included task-specific pre-built classes for
ext classification, question and answering, and next word or sentence
rediction. 

The “uncased ” version of the BERT tokenizer was used to convert
he text into tokens as BERT takes only tokens as input. A special token
alled [CLS] was used at the beginning of every sentence, and sentences
ere separated by using a special token called [SEP]. The architecture
nd the input format to BERT were shown in Fig. 1 . 

.1. Padding and attention mask 

Sentences that are given as input to BERT must have the same length
ith a maximum of 512 sentences, which were either padded or trun-

ated to have a fixed input sentence length. Since the articles in the
ataset have different lengths, padding or attention masks were used
o convert all the articles to be of the same length. Since the maxi-
um length of the sentence will affect the training size and test accu-

acy, three different article lengths (100, 250, and 512) were achieved,
adding or attention masks, to find the optimum length of articles that
ields the maximum accuracy. A special token called [PAD] was used to
erform padding. By default, all the tokens are generated by the BERT
okenizer which is “1 ″ . [PAD] will, then, change the token id of a token
rom “1 ″ to “0 ″ . This makes the real tokens to be distinguished from
added tokens by observing the token id. That is, if the token id is “0 ″
hen it is a padded token, otherwise, it is a real token. 

The pre-trained BERT model was trained with 80% of the training
ataset, and the remaining 20% was used to test the model. The se-
uence of tokens given as input to BERT would be processed in the
ransformers neural network and produces word embeddings or vectors
5 
or each token based on the context of the text. These word embed-
ings were used to train the BERT classifier present in the output layer
f BERT to perform the prediction task. After training the model with
0% of the training data in the by-article dataset, the BERT model was
ested with 20% of the dataset and performance metrics, such as preci-
ion, recall and F1-Score were calculated to analyze the performance of
he model. This process was repeated by training BERT with different
rticle lengths and performance metrics were noted. 

Finally, the trained BERT model was validated with some unseen
ata. The validation dataset consists of 628 news articles. The per-
ormance metrics were calculated by validating the BERT model. Tra-
itional natural language processing models perform basic tasks effi-
iently. Their performance is poor when they have to follow the context
f the text. The contextual meaning of the text must be followed while
erforming classification or prediction to obtain good accuracy. In this
esearch, ELMo was used to detect hyperpartisan news articles based on
heir content. ELMo stands for Embeddings from Language Models and
as developed by AllenNLP. ELMo represents words in vector space as

mbeddings which are useful in achieving better results in NLP tasks. 
ELMo represents words as vectors that are computed by using a

i-directional long short-term memory (LSTM). Each layer in the bi-
irectional LSTM will have two passes, one is the forward pass and the
ther one is the backward pass. The architecture of ELMo is shown in
ig. 2 . 

ELMo uses a convolutional neural network called bi-LSTM, a bi-
irectional two-layer neural network, to generate word embeddings for
ext. The first layer in the bi-LSTM takes raw text as input. In the forward
ass, the context of a particular word i retrieved based on the context
rovided by its previous neighbourhood words. In the backward pass,
he context of a particular word is retrieved based on the words which
re next to it. By using the information from these pairs of passes, inter-
ediate word embeddings or vectors will be formed. The second layer

n the bi-LSTM will be fed with these intermediate word embeddings.
inally, word embeddings are the weighted average of the intermediate
ord embeddings and the raw text words. 

.2. Preparing ELMo word embeddings for the dataset 

A pre-trained ELMo model, above 350 mb in size, was loaded. Then
o get the ELMo vectors, which is a three-dimensional tensor, for an arti-
le, a list of strings were passed into the object “Elmo ”, and also printed



N.R. Naredla and F.F. Adedoyin International Journal of Information Management Data Insights 2 (2022) 100064 

Fig. 2. ELMo architecture. 
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he shape of ELMo word embeddings. The first dimension in the ten-
or corresponds to the number of training samples in the dataset. The
econd dimension in the tensor corresponds to the maximum length of
he longest string in the input list of strings. The third dimension in
he tensor is the length of the ELMo vector. A user-defined function
amed elmo_vectors () was used to extract word embeddings of the en-
ire dataset. However, to get the vector representation of the entire news
rticle, the mean of the ELMo vectors of constituent words of the news
rticle was calculated. 

Since the dataset consists of 645 news articles and the length of each
rticle is very high, the computational time to calculate the word em-
eddings of all the news articles in a single go is very high. Hence, the
ataset was split into batches of 100 news articles and passed each batch
o the elmo_vectors () function to calculate the vectors. This process was
epeated through all the batches of news articles in the dataset to extract
he ELMo word embeddings. Once extracted vectors for all the batches
ere concatenated as a single array of vectors. As the computational

ime to generate word embeddings for the entire dataset is very high
ecause of the large number of news articles in the dataset, the word
mbeddings were saved in a pickle file to use in future. 

.3. Training and validation 

The ELMo vectors of the news articles were used to build a classifi-
ation model that can predict hyperpartisan news articles. Since ELMo
lone cannot classify text, a classifier has to be added to the output
ayer of the ELMo model. So Random Forest classifier was added to the
LMo output layer to detect hyperpartisan news articles. The dataset
as divided into two parts, the training dataset with 80% of news ar-

icles and the test dataset with 20% of news articles from the training
ataset. Random Forest classifier was loaded from sklearn.linear_model
nd f1_score from sklearn metrics. To build a classification model using
he ELMo word vectors, the Random Forest classifier was fit with the
LMo vectors and labels. Since the training dataset which was used is
argely imbalanced, the class weight parameter was set as “balance ” in
he Random Forest classifier. The Random Forest classifier was trained
ith the word embeddings generated for the news articles using ELMo.
6 
he contextual features of genuine and hyperpartisan news articles
ere trained to the Random Forest classifier. After that, the prediction
odel was tested by using the test dataset which is 20% of the training
ataset. 

After training and testing, the ELMo and Random Forest prediction
odels were tested with the unseen validation data. The validation
ataset consists of 628 news articles, out of which 50% of news articles
re tagged as hyperpartisan and the remaining 50% are tagged as non-
yperpartisan. The validation dataset is very well balanced. Five-fold
ross-validation was used to validate the model and the performance
etrics were calculated. The performance metrics that are used to eval-
ate the model are F1 score, precision, and recall. 

.4. Hyperpartisan article detection using Word2vec and random forest 

lassifier 

This model makes use of word embeddings generated using
ord2vec to train the Random Forest classifier to predict hyperparti-

an news articles. The methodology and analysis are detailed below.
ord2vec model requires removing noise and unwanted characters.

top words such as “a ”, “an ”, “the ”, “as ” were removed from the dataset
s these do not contribute to the context of the news article and also
onverted the text to lowercase and removed white spaces. Google’s
ord2vec gensim pre-trained model was used to generate word embed-
ings for 645 news articles in the dataset. This pre-trained model which
as trained on three billion running words was used to generate word

mbeddings for the news articles which are of dimension 300. These
ord vectors were used to train the Random Forest classifier to detect
yperpartisan news articles. 

Random Forest classifier is an ensemble of decision trees. A group of
ecision trees works together and each decision tree in the group con-
ributes to the class prediction. The ensemble decision of all the decision
rees in the Random Forest classifier is the final prediction. Random For-
st classifier is very accurate in prediction as the ensemble prediction
s accurate than individual prediction. Predictions of some of the trees
ight be wrong but as a group, they protect each other and produces a
ore accurate class prediction. The accuracy of the Random Forest clas-
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Fig. 3. Accuracies of BERT for different input lengths. 
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Fig. 4. Accuracies of BERT, ELMo, and Word2vec. 
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ifier depends on the number of decision trees it uses. As the number of
ecision trees is high, greater is the correlation between them which
ontributes towards greater accuracy. 

The word2vec word vectors extracted for the news articles and the
abels were used to train the Random Forest classifier. The word vectors
nd their labels were split in an 80:20 ratio i.e. 80% of the data is used to
rain the Random Forest classifier and 20% is used to test the classifier.
fter training the model with the training dataset, it was tested with

he test data. Random Forest classifier has a built-in function to han-
le largely imbalanced classes. The class weight parameter can be used
o make sure the training data consists of balanced classes. To do this
he class weight parameter was set as “balance ” in the Random Forest
lassifier as the training dataset is imbalanced. 

After completion of training and testing, the Word2vec and Random
orest classifier model was validated on an unseen validation dataset.
he validation dataset consists of 628 news articles. The validation
ataset is very well balanced as it contains equal proportions of each
lass. Five-fold cross-validation was performed on validation data to
alculate the performance metrics. Precision, Recall, and F1-score were
sed as performance metrics to compare with the other state-of-art
odels. 

. Results 

The word embeddings generated using BERT are trained on the in-
uilt BERT classifier present on the output layer of BERT. The maximum
entence length that BERT can take is 512. To find the optimum length
f the article that can fetch more accuracy out of BERT, different lengths
f articles were used to train and test BERT. The different article lengths
hat were used are 150, 250, 400, and 512. BERT model with input sen-
ence length 400 got the least accuracy of 0.75, where are remaining all
entence lengths achieved almost equal accuracies of 0.83. This shows
nough evidence that BERT can achieve context from local words, and it
oes not need the entire article to make predictions. The bar chart show-
ng the accuracies of the BERT model for different sentence lengths are
hown in Fig. 3 . 

The Word2vec model along with the Random forest classifier got
n accuracy of 0.83 which is almost equal to the accuracy of the BERT
odel. Despite being a non-contextual model Word2vec performed very
ell compared to BERT. The ELMo and Random forest classifier got an
ccuracy of 0.88, which is par better than BERT and Word2vec. The
ccuracies of the three different models were compared by using the
ar chart in Fig. 4 . 
7 
. Discussion 

.1. Contributions to literature 

The word embeddings for news articles in the bi-article dataset were
enerated by using the BERT base version which has 12 transformer
ayers. The word embeddings for all the 645 articles in the bi-article
ataset were developed by using the BERT base, and these embeddings
ere used to train the in-built BERT classifier to make the predictions.
he dataset was divided into two parts, 80% for training the model and
he remaining 20% to test the model. The training dataset was further
plit into two parts, 20% of the training dataset was used to validate
he model. The maximum sentence length that BERT can take as input
s 512, but the maximum length of the article in the dataset is 2700,
nd the average length of all articles is 1600. As BERT cannot take arti-
les having more than 512 words, different input lengths to BERT were
ested. Different article lengths like 150, 250, 400, and 512 were used
o train and test the BERT model to find the optimum input length to
ERT that can yield maximum accuracy. BERT models with 150, 250,
nd 512 input sentence lengths have got almost equal accuracy of 83%,
ut the BERT model with input sentence length has got only 75%. The
erformance of this model is compared with the other state of art models
n the below paragraphs. 

The bi-article dataset used in this research has only text features, it
oes not have any images. Thus only the BERT Base model was used
o extract text features, whereas the SPOTFAKE model developed by
iachanou et al. (2020) to detect fake news spreading across social
edia has used both textual features and image features to make the

lassification. BERT was used in SPOTFAKE to analyze textual features,
nd VGG- 19 was used to analyze image feature. The SPOTFAKE model
ailed to deal with longer length articles, but the BERT model developed
n this research to detect hyperpartisan news articles has experimented
ith different article lengths and proved that BERT can extract context

rom local words, and we do not need to give the entire article as in-
ut to BERT. There is no evidence found on the optimum length of the
rticle as input to BERT that can yield maximum accuracy. The BERT
odel with 400 words maximum sentence length has got 8% less accu-

ate when compared with other sentence lengths 150, 250, and 512. The
ifficulty of handling higher length articles in SPOTFAKE developed by
iachanou et al. (2020) was overcome in this research by setting the

nput length to BERT. 
A similar model like SPOTFAKE ( Giachanou et al., 2020 ) was devel-

ped by Singhal, Shah, Chakraborty, Kumaraguru and Satoh (2019) . A
aseline BERT model was developed by Singhal et al. (2019) by training
he textual features, later VGG-16 was used to train visual information
long with textual features using BERT. This multi-model fake news de-
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ection system outperformed the baseline BERT that was trained with
nly textual features by 4.19% in terms of accuracy proving that the vi-
ual information present in the news adds extra advantage while making
he prediction. As the bi-article dataset used in this research to detect
yperpartisan news has no visual information only BERT was used to
rain textual features, but the performance of the model is as good as
he fake news detection system developed by Singhal et al. (2019) . The
ake news detection system developed by Singhal et al. (2019) has not
ocused on training the BERT model with different sentence lengths,
hereas the hyperpartisan news detection system has trained and tested
ith different input article lengths and different sentence lengths. The
yperpartisan news detection system has got 8% less accuracy when
ompared with SPOTFAKE. 

Clickbait is a short attractive headline or hyperlink intended to grab
he attention of the reader to click on it. A machine learning model was
sed by Genç (2019) to detect clickbait in the Twitter dataset in the
urkish language. The accuracy and F1-score of the clickbait detection
odel developed by Genç (2019) are a bit more than the hyperparti-

an news detection system because Genç (2019) has only used article
eadings to train the model, not the entire article. When dealing with
rticles with huge text BERT and ELMo should be preferred as they are
ore contextual compared to machine learning models which treat text

s a bag of words. 
This research to detect hyperpartisan news articles has outperformed

ll the machine learning and neural networks that are used to detect
yperpartisan news in SEMEVAL-2019 by Pali ć et al. (2019) . SEMEVAL-
019 has proved that neural networks work more effectively in detecting
yperpartisan news articles than machine learning models, but failed to
mplement BERT more effectively. 

The machine learning model developed by Alabdulkarim and Al-
indi (2019) using a Support vector machine (SVM) has failed to pro-
ess the text contextually. The accuracy of the model developed by
labdulkarim and Alhindi (2019) is only 0.742 as SVM failed to grab

he contextual meaning of words, whereas the accuracy of the hyperpar-
isan news detection model that was developed by using BERT in this
tudy work is 0.83. This gives enough evidence that neural networks are
ore suitable to handle more complex datasets. 

The accuracy of the hyperpartisan article detection model developed
y Huang and Lee (2019) using BERT was 0.68, whereas the accuracy of
he hyperpartisan detection model developed in this research by using
ERT is 0.83 with the same dataset, which is 20% higher. Huang and
ee tried with different lengths of input to BERT and also concluded that
ERT can extract context from local words. The BERT model developed

n this research calculated weights and adjusted the learning rate of
ERT efficiently when compared to the model developed by Huang and
ee, which is the key reason for improving the accuracy of the model.
he research by Huang and Lee (2019) also tried different combinations

ike first 100 words of the article, the last 100 words of the article, and
he middle 100 words of the article as input to BERT, whereas the BERT
odel developed in this research used only starting 150, 250, 400, or
12 words of the news article. 

The hyperpartisan news article detection model developed in this
esearch used word embeddings of the news articles to train the classi-
er, where as Patankar and Bose (2017) used these word embeddings
o compare with words in Wikipedia Neutral point of view (NPOV) and
enerated bias scores for the articles. Though Patankar and Bose have
ot accuracy same as the hyperpartisan news detection model developed
n this research, it is very difficult to implement and develop a web ex-
ension because the web extension has to compare word vectors every
rticle with the words in NPOV. 

The 12 - layer transformer network of BERT developed in this re-
earch outperformed the light weight WISARD classifier developed by
avalcanti, Lima, De Gregorio and Menasche (2017) . Both BERT and
ISARD classifier has worked very well compared with the machine

earning algorithms like na ve bayers, logistic regression, and support
ector machine. WiSARD performed extremely well in extracting the
8 
ontext of words in online news articles. The WiSARD classifier and all
he machine learning algorithms were trained with unigram, bigram,
nd trigram tokens. The accuracy of trigram models is very high com-
ared to unigram and bigram models. A 4-bit trigram WiSARD classifier
utperformed the support vector machine by 5% of accuracy. 

Over all, the BERT model has performed very well in detecting hy-
erpartisan news articles when compared to machine learning models
ike na ve bayers, logistic regression, and support vector machine, but
ailed to compete with ELMo. Though Word2vec is not a contextual
odel it has got accuracy very close to BERT. Finally, the main advan-

age of BERT is having an inbuilt classifier to perform downstream tasks,
hereas ELMo and Word2vec have to employ a classifier to perform the

lassification task as they do only can generate word embeddings for
ext. 

.2. Practical implications 

Word2vec was used to generate the word vectors for all the 645 news
rticles present in the dataset. These word vectors were later trained on
 random forest classifier to make the prediction model. This prediction
odel yielded an accuracy of 0.83, which is very high when compared

o the machine learning models that were developed in past to detect
yperpartisan news articles. Word2vec ( Ji et al., 2019 ) is the first neu-
al network that is developed to generate word embeddings as machine
earning models failed to grab the contextual meaning of words. This

ord2vec can be used along with the machine learning models to per-
orm downstream tasks with greater accuracy. A word embedding is a
ector representation of a word in space. Word2vec treats the words
ith similar meaning as same and assigns them with the same word
ector. Word2vec calculates the cosine similarity between two words
nd if the similarity is “1 ″ then those two words will be assigned with
he same vector, otherwise, it treats the two words as different. 

The word embeddings generated by Word2vec for the bi-article
ataset was in dimension 300 × 645. It means it uses a vector space
ith three hundred coordinates to represent one article, and there are
45 articles in the dataset. As the computational time for generating
he word vectors for all the articles is very high, those are saved as a
ickle file for future use. The pickle file containing the word vectors for
ll the 645 news articles were used to train the Random forest classi-
er. Word2vec failed to generate the word vectors for 4 articles in the
ataset, it assigned null vectors for those four articles. As the random
orest classifier does not take null values, the word vectors for those
our articles were filled with the average values of the remaining 641
rticles. This could be done by replacing the null values with zeros as
ell, but it is not a good practice as it affects the accuracy of the model.
he Random Forest classifier was trained with 80% of the articles in the
ataset and the remaining 20% was used to test the model. Accuracy,
recision, recall, and F1-score were calculated to evaluate the model. 

The accuracy of Word2vec and Random forest classifier (0.83) is the
ame as the accuracy of the BERT model (0.83) developed in this study
ork. Even though Word2vec is not a contextual model, it performed
ery well up to the accuracy of the deep contextual neural network like
ERT. The implementation of Word2vec is very simple, but it needs an
dditional machine learning algorithm to perform the prediction task,
hereas BERT has its inbuilt classifier to perform the downstream tasks.
he ELMo and Random forest classification model developed in this re-
earch work to detect hyperpartisan news article detection have out-
erformed the Word2vec and Random Forest model by 5% in terms of
ccuracy. The contextual behavior of ELMo and its ability to process text
ight to left and from left to right makes it more accurate compared to
ord2vec. 
In terms of how this research contributes towards information man-

gement of hyperpartisian news there are notable practical implications.
irstly, both ELMo and BERT can generate word embeddings for words
ased on their context, whereas Word2vec fails to generate word embed-
ings based on the context or position of the words used in a sentence.
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ord2vec is a context-independent model like machine learning mod-
ls which treats text as a bag of words and generates vectors. Word2vec
oes not consider the position or meaning of the word in the text while
enerating word embeddings. The use of transformers ( Wolf et al., 2019 )
n BERT ( Devlin et al., 2019 ) made it bi-directional, thus it can gener-
te a vector for a word in a text-based on the context it is used. In the
orward pass of the transformer, layer text will be processed from left
o right and BERT will extract the context of a word based on the pre-
ious words to it. In the backward pass of the transformer, layer text
ill be processed right to left and BERT will extract the context of a
ord based on the words next to it. The forward and backward passes
ill be performed at the same time which makes BERT bi-directional.
LMo uses LSTM’s which are capable of processing text bi-directionally
ut the forward pass and the backward pass will be performed one after
nother which makes it pseudo-bi-directional. 

For practical usage, consider the following example to clearly un-
erstand the differences in the way of generating word embeddings by
ERT, ELMo, and Word2vec. “The police officer went to the cell with
is cell phone to capture the image of the prisoner ”. The word cell was
sed two times in the above sentence, and it has two different mean-
ngs. The two different contexts of the word cell are prison and mobile.

ord2vec generates the same word vector for the word cell irrespective
f it having two different meanings which lead to wrong predictions,
hereas ELMo and BERT generate two different vectors for the word

ell based on the position and the context of the word. 
Since BERT and ELMo are context-dependent, these models are still

eeded even after used to generate vectors, to train the models that
re used to perform downstream tasks. So we will include an output
ayer in BERT and ELMo to perform our classification task. Whereas
re-trained Word2vec can be used to generate word embeddings for
he text, and these word embeddings can be used to train any classifier
odel. BERT has an inbuilt classifier on the output layer to perform
ownstream tasks, so BERT is still required after the generation of word
mbeddings as well to perform classification tasks. 

The accuracy of ELMo and Word2vec depends on the type of classi-
er that is used along with them. As ELMo and Word2vec do not have
ny inbuilt classifier to make predictions, there is a need for an exter-
al machine learning model to perform downstream tasks. BERT has an
nbuilt BERT classifier on its output layer to perform downstream tasks
ike classification, fill in the blanks, question and answer etc. 

. Conclusion 

The three models BERT, ELMo, and Word2vec performed very well in
etecting hyperpartisan news articles. Though BERT is a bi-directional
eural network, its accuracy is not fair enough when compared to uni-
irection ELMo, and non-contextual Word2vec models. The advantage
ith BERT when compared to ELMo and Word2vec is, we do not need

o pass the entire sentence as input as it can extract context from lo-
al words. This is more advantageous when dealing with datasets that
ontain lengthy articles. 

When it comes to false news, it is hyperpartisan or any other news,
ews contents often lack viral potential. The false news maybe spread
eliberately through the recognized news agency or unintentionally,
hich can also be deliberate, to gain television rating point, or invol-
ntarily, under the assumption that the information is accurate. Hence,
his research, evidenced from the described machine learning models,
ould help the governments, news’ readers, and other political stake-
olders to detect any hyperpartisan news, and also help policy to track,
nd regulate, misinformation about the political parties and their lead-
rs. 

This research used the bi-article dataset published in SEMEVAL-
019 ( Pali ć et al., 2019 ). There are 645 news articles in the dataset,
hich were used to train the three neural networks BERT, ELMo, and
ord2vec. There is also another dataset published in SEMEVAL-2019

 Pali ć et al., 2019 ), named as bi-publisher which contains 7,50,000 news
9 
rticles. This research work is limited only to bi-article dataset because
he bi-publisher dataset requires large CPU and GPU powers. 

In terms of future research, while the current study applied BERT,
LMo, and Word2vec models to generate word embeddings, and the
andom Forest classifier was used to make predictions, BERT model re-
uires lots of data to train with. Hence, in furthering the findings from
his study, the BERT model can be trained with a by-publisher dataset
hat has more than seven lakh political news articles, but this requires
arger training time, and high CPU and GPU configurations. And also dif-
erent combinations of data augmentation techniques like random swap,
andom deletion, random addition, and synonym replacement can be
sed to enhance the bi-article dataset. Different classification algorithms
ike Na ve bayers, Support vector machine (SVM), Decision trees, and
ogistic regression can be used to train the word embeddings generated
y ELMo, and Word2vec. 
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