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Abstract

The Digital Dead: Virtual Modelling of Human Remains using Photogrammetry for
Presentation and Preservation by Record

Heather Marie Tamminen

Three-dimensional (3D) modelling techniques have high potential as an active research
tool in the study of human remains. The creation of 3D models from overlapping images,
Structure-from-Motion Multi-view Stereo photogrammetry, offers a fast, accessible
analysis method which reduces risk of damaging the remains. The current study set out
to investigate whether photogrammetry can create close-range models of osteological
material that are of high metric quality. It looked to develop a method using this
technique, explore its applicability in osteological research, and determine what new

information could be discovered about a case study collection using photogrammetry.

Sharp force trauma (SFT) to bones was used to test the applicability of this method to
the field of trauma analysis. The case study is a collection of Viking remains excavated
in 2009 near Weymouth, Dorset, exhibiting extensive SFT. The digitised cutmarks were
measured and these measurements compared to conventional manual methods. All the
cutmarks were successfully digitised and any differences between the measurement
methods were not statistically significant. Therefore, this is thought to be a reliable and

accessible method of documenting SFT for both preservation and research purposes.

The ability to study a 3D model of the cutmarks in question allows for a wider range of
analytical tools to be used without damaging the original bone. The use of
photogrammetry in the detailed study of human remains could have important
implications for the way such collections can be studied and displayed. This would make
the sharing of collections between institutions both locally and internationally easier
whilst providing minimal risk to the collection. Overall, this study has shown that
photogrammetry can successfully create 3D models of SFT which augment traditional

analysis and allow for additional interpretation of events.
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1 Introduction

1.1 Digital Technology in Archaeology

The advent of new digital technologies is rapidly changing the way archaeology,
osteology, and related disciplines are studied (Thali et al. 2003; Remondino 2011; Beale
and Reilly 2017; Mate-Gonzales et al. 2018; Courtenay et al. 2020a, 2020b). One area
of development that has impacted these fields greatly is three-dimensional (3D)
modelling. Since archaeology is inherently destructive, there is a significant need for
accurate and detailed recording throughout the process to avoid the loss of data and
detrimental effects to interpretation (De Reu et al. 2014, Dellepiane et al. 2013). The idea
of integrating virtual techniques into archaeology to improve recording and interpretation
of remains has grown steadily and considerably since the 1990s (Beale and Reilly 2017).
The use of 3D techniques can be applied at many scales, from the recording of the
overall site to a smaller scale, enabling the recording of objects with complex shapes
and the creation of less subjective representations compared to exclusively using two-
dimensional (2D) illustrations or photographs (Olson et al. 2013; Sutton et al. 2014; Bleed
et al. 2017; Sapirstein 2018). Virtual reproductions of aspects of physical heritage are
attractive for several reasons, including their potential to enhance the level of interaction
with objects whilst maintaining the integrity of the artefact and even allowing the
examination of the artefact remotely (Remondino 2011; Clini et al. 2016; Douglass et al.
2017).

There are a variety of techniques that have been used in the 3D modelling of
archaeological sites and artefacts (Thali et al. 2003; Pavlidis et al. 2007; Niven et al.
2009; Remondino 2011; Olson et al. 2013; Villa et al. 2016; Earley et al. 2017). Many of
the more popular techniques are considered ‘active’ methods as the respective
equipment emits light or radiation at a specific wavelength which is then captured by a
sensor (Pavlidis et al. 2007; Opitz, 2013b). Such methods often involve large, expensive,
or cumbersome equipment, and also require extensive training or experience to
efficiently operate, such as terrestrial laser scanning (TLS) or computed tomography
(CT) scanning (Linder 2009; Fonstad et al. 2013; Gallo et al. 2014).

One technique that is becoming increasingly popular in archaeological recording is
photogrammetry. This technique creates 3D models from photographs which allow one
to capture accurate geometric information about the subject and the surroundings
(Konecny 1985; Jebara et al. 1999; Fryer et al. 2007; Lillesand et al. 2015). Distinctive
features in overlapping images are matched by software and then placed in 3D space,
allowing the creation of a point cloud representing the subject (Wolf and Dewitt 2000).

Photogrammetry was originally designed for aerial survey, however with the evolution of
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computers and the integration of the growing field of computer/machine vision it has been
adapted to many different uses, including archaeology and more recently, osteology
(Jebara et al. 1999; Snavley et al. 2008; Remondino 2011; Granshaw and Fraser 2015).

1.2 Photogrammetry and Osteology

This study explored Structure-from-Motion Multi-View Stereo (SfM-MVS), a type of
photogrammetry which involves creating models of an object (structure) by moving the
camera (motion) and taking overlapping (stereo) pictures from multiple angles (Micheletti
et al. 2015b; Granshaw 2018). This method is fast, cheap, and relatively easy to learn
(Olson et al. 2013; Villa et al. 2016; Earley et al. 2017). SfM-MVS is being used more
frequently in commercial and research archaeology to create virtual models that provide
a record of the appearance of aspects of a site before, during, and after excavations (De
Reu et al. 2013; Olson et al. 2013; McCarthy 2014). However, when related to human
remains, it is less frequently used to document bone for research purposes at a very
close range. In studies where such techniques have been applied to human remains, 3D
models are most frequently created for recording in-situ burials or to produce
aesthetically pleasing models of complete bones (most commonly skulls) for display to
the public or for analyses such as facial approximation (see Ducke et al. 2011; Donato

et al. 2020 and for a discussion about ethics in such areas, see Squires et al. 2019).

Whilst some osteological STM-MVS models exist, relatively few have been primarily used
for quantitative analytical purposes and metric study (for exceptions, see Maté Gonzalez
et al. 2015; Otarola-Castillo et al. 2018; Morgan et al. 2019). Therefore, they are currently
an under-explored resource for research, teaching, and sharing of collections amongst
institutions, leaving important questions as to their precision and reliability for such
purposes. Over two centuries on from the work of Johann Friedrich Blumenbach (1795)
and 150 years after the work of Paul Broca (1861) most osteological analysis and
recording continues to be undertaken manually on the bones through measurements or
observations (Buikstra and Ubelaker 1994; Boylston 2000; Loe et al. 2014b). When
close-range analysis is required, it is often done through microscopy, especially digital
microscopy, when available (Bartelink et al. 2001; Tucker et al. 2001; Alunni-Perret et al.
2005, 2010; Freas et al. 2010; Crowder et al. 2013). However, such equipment is not
available at many facilities and therefore the investigation of a more accessible technique

is important.

The ability to measure bones or aspects of bones is important in osteology as much of
biological profiling can be performed via metrics (e.g. Bass 1995; Jantz et al. 1995;
Ousley and Jantz 2012). Additionally, metrics can be valuable to analysing the extent of
pathologies and injuries. It is commonly used in the latter especially when looking at

sharp force trauma (SFT), defined as any osseous injury caused by a bladed object. One
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exception is recent work by Maté-Gonzalez et al. (2015, 2018, 2019), Arriaza et al.
(2017), Yravedra et al. (2017), and Courtenay et al. (2020a, 2020b), investigating
butchery and carnivore damage on both modern experimental and historic samples of
animal bone through SfM-MVS. They have demonstrated the potential of using mesh
models compared to other digital methods such as confocal microscopy, but they have
not yet metrically tested their data against physical measurements from the bone (Maté-
Gonzélez et al. 2018).

Within this study, SFT was chosen to be analysed because it leaves discrete marks with
less room for subjective analysis compared to many pathologies and therefore is a good
characteristic for testing new methods. Additionally, this is an opportunity to investigate

how technology can aid in the reappraisal of trauma in a skeletal collection.

1.3 Aims and Objectives

This research aims to explore the extent to which SfM-MVS photogrammetry can create
guantitatively accurate 3D models which can be used for research purposes. More
specifically, this project is designed to determine what parameters and photographic
methods create the most effective models and if these models are of the same or higher
standard than current osteological techniques for the analysis of SFT. Thus, the essential
guestion is whether the levels of accuracy achieved in a laboratory can be taken out of
the lab and be made more widely accessible and cost-effective. The collection of the
Weymouth Ridgeway Vikings (see Loe et al. 2014b for the published osteological report)
will be used as a case study to establish and test a methodology and investigate whether
photogrammetric models can aid in the interpretation of trauma. In order to achieve this

aim, several objectives must be met.

1.3.1 Objectives
The methodological objectives are as follows:

1. Critically evaluate the development and use of STM-MVS and its application in
the recording of human remains at close range and the creation of 3D models,
and situate this information in the context of current osteoarchaeological
approaches/practices to trauma analysis

2. Determine the best practice for creating close range photogrammetric models of
incised and shaved SFT (the latter having been made as a result of complete
bisection of the bone) by optimising camera parameters and the method and
geometry of image capture

The applied methodological objectives are as follows:
3. Measure the lengths and widths of the SFT on the bones manually with callipers

and digitally on the 3D models
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4. Testthe precision of close-range osteological StTM-MVS by comparing the results
of digital measurements with the manual measurement methods
5. Investigate the use of shape analysis for the grouping of incised cutmark profiles
based on variables such as location on the body
6. Explore the use of geospatial techniques in relation to shaved cutmarks to
analyse changes in surface texture across the cutmark
The case study objectives are as follows:
7. Further apply the optimal methods as defined above using the Weymouth
Ridgeway Vikings as a case study collection
= Investigate if it is possible to tell if different wounds were made by the
same category of blade (e.g. sword, axe, knife) by examining cutmark
profiles
= Analyse the findings to see if there are any patterns in the trauma that
help interpret events, especially regarding the osteological patterns of
decapitation trauma seen in the skull, mandible, and vertebrae
8. Reappraise the SFT on the collection to determine if the original information
requires any updating since new techniques are now available to use
9. Synthesise and evaluate all findings to determine what conclusions can be drawn
= What additional knowledge about the deaths of the Weymouth Vikings
can be gathered from further study of the SFT?
= Are there osteological patterns apparent that are specific to decapitation-

related injuries?

1.4 Contribution to Knowledge

Through the case study collection, the Weymouth Ridgeway Vikings, new and
conventional methods of trauma analysis can be evaluated. This study will help design
a method of systematically creating high metric quality 3D models of osteological
material (through the example of SFT) whilst assessing the benefits and limitations of
close-range photogrammetry. This research will also aid in adding details to the narrative

surrounding the deaths of the Weymouth Ridgeway Vikings.

1.4.1 Exploration of New Modelling Techniques in Osteology

Digital 3D modelling is a growing area and has the potential to be very valuable for
osteological study, curation, and display. The use of SfM-MVS for high metric quality
models of osteological material is a relatively unexplored area that has great potential
for research, education, outreach, historical knowledge, and forensic analysis. Being
able to easily create accurate and precise close-range models could open new avenues
to more detailed quantitative analysis of SFT and other lesions in the future. This would

allow a more comprehensive analysis of life, disease, and warfare. Digital 3D models
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may help with a more accurate interpretation or reconstruction of possible events. This
could have important implications for modern forensic analysis as well. Non-invasive
techniques such as SfM-MVS allow interactivity, collaborative research, and sharing of
collections whilst maintaining their safety (Earley et al. 2017; Naranjo et al. 2018). The
increasing ability to share collections would make it easier for researchers to use larger

samples sizes which may also be derived from a wider geographic or chronological span.

Museums would be able to sensitively display remains from distant institutions without
risking transport of the bones. Digital 3D models take up much less physical storage
space than their original objects, therefore the use of models such as this would allow
museums to be able to store more on site. SIM-MVS models can provide an easy and
safe method of sharing and presenting specimens with the general population in
museums (Ducke et al. 2011). Interactive 3D models that are both attractive to look at
and accurate would allow for the public to interact with collections in a manner that is not
otherwise possible. This could both increase public interest in the past and help
museums increase visitor numbers as well as opening potential for new revenue streams
through virtual collections access, a topic that has become very relevant during the
COVID-19 pandemic.

SfM-MVS has many characteristics which are optimal for use in places with time and
budgetary constraints, such as commercial archaeological units, museums, and
research groups. As the use of 3D modelling in cultural heritage and archaeology
increases there will be a greater need for people who create and use such models to
understand how they are created so that storage and analysis of poorly-created models
can be avoided (Bennett 2015). Therefore, the examination of the capabilities and
limitations of SfIM-MVS will be beneficial for promoting good practice when using it to
create models. The metric tests will help establish the level of accuracy achieved with
such models and whether it is sufficient to be used for teaching, outreach, and research
purposes. It is important to stay abreast of changes in technology and keep testing its

capabilities to ensure it is being used appropriately before adopting it widely.

1.4.2 Understanding the Significance of the Weymouth Vikings

The case study for this research is a collection of human remains dated to AD 970-1025,
within the Viking period in England. A total of approximately 52 individuals were found in
a mass grave, all decapitated with their heads placed to one side (Loe et al. 2014b). In
addition to the significant trauma seen from the decapitations, there is other evidence of
sharp force trauma on the upper bodies and heads (Loe et al. 2014b). Prevailing theory
is that these individuals were executed by locals on the Ridgeway shortly after being
captured (Chenery et al. 2014; Loe et al. 2014b; Williams 2015; Boyle 2016; Lavelle

2016; Roffey and Lavelle 2016).
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An analysis was performed on the Weymouth Vikings when they were first excavated,
however the SFT has not been studied since then and therefore has not been
investigated using modern technologies. Due to this, there is a high probability that new
information would be revealed. A highly detailed evaluation of the trauma also provided
additional information about events that surround the deaths of the individuals in this
collection. The project undertaken here offers an important opportunity to investigate an

event in England’s past that has no written record.

The Ridgeway assemblage forms a very rare collection and any additional knowledge
that can be determined about their lives and deaths will be beneficial for the
understanding of the history of Wessex, England, and the Vikings in general. For
collections of significance such as the Weymouth Vikings, these methods will create a
digital record of the injuries, allowing easier display of more of the collection and

garnering more interest in their history.

1.5 Chapter Structure

This document is comprised of ten chapters. Chapter 1 focuses on the aims of the study
and its contribution to knowledge. Chapters 2-4 review the literature on photogrammetry
and the impact of such technology on archaeology, the historical background of the
Vikings in Southern England, and trauma and the conventional osteological methods of
analysing SFT, respectively. Chapter 5 describes the materials and methods used in the
project. Chapters 6 and 7 present the methodological and osteological results of the
study, respectively. Chapter 8 and 9 are discussion chapters which mirror the structure
of the results. Chapter 8 addresses the results of STM-MVS models, their accuracy and
use in osteology, and the best methods to create such models, and Chapter 9 presents
the findings and interpretation of the trauma analysis on the collection. Lastly, Chapter
10 presents the conclusions that can be drawn from the study as they relate to the three
categories of objectives, namely the methodological objectives, the applied

methodological objectives, and the case study objectives.
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2 Photogrammetry

2.1 Introduction

Photogrammetry has been defined as “...the science of measuring in photos” (Linder
2009, p.1) and “...the technology to derive measurements of objects from their images”
(Konecny 1985, p.922). More specifically, photogrammetry uses photographs to create
models, scaled in a relative or absolute sense, to obtain geometric information, spatial
measurements, and orientations (Konecny 1985; Jebara et al. 1999; Fryer et al. 2007;
Lilesand et al. 2015). In this context the term ‘model’ (or, in this research,
‘photogrammetric model’) can relate to a simple plane usually with an orthogonal
projection (e.g. a so-called ortho-rectified image), a cloud of points with x, y, and z
coordinates, a two-and-half dimensional (2.5D) mesh with no overhangs (such as a
Digital Elevation Model, or DEM) or a full three-dimensional (3D) mesh. Photogrammetry
uses two or more overlapping photographs of the same object or area taken from
different locations (in a relative or absolute sense, as the camera may move relative to
the object or vice versa), and therefore perspectives (Figure 1). This chapter discusses
the background behind photogrammetry, the important principles involved, and recent
developments known as Structure-from-Motion (SfM) and Multi-View Stereo (MVS)

which form the basis of the method employed in this doctoral research.

( Image ) Alignment/Coarse Dense image Output
capture | image mgtchlng matchlng - Polygon mesh
K (Sparse Point Cloud) | N (Dense Point Cloud) - Dense point cloud
“. .‘0 - Ortho-photo
S o - Digital elevation model,

‘e, R etc
# Addition of e
control

Figure 1: An example of a standard photogrammetric workflow

2.1.1 The Output

Before discussing the principles and methods behind photogrammetry, the final output
should be outlined to give a clear view as to why this technique is used and what can be
done with the outputs. Further discussions about what these outputs can be used for
follows in Section 2.5. There are two main types of output: dense point clouds (DPC) and
textured (or, less commonly, untextured) polygonal meshes (Figure 1) (Agisoft LLC
2020a). Conventionally, the DPC (Section 2.4.4.2) is a necessary stage before a mesh
can be created, however recent software updates allow for the DPC stage to be skipped
if desired to allow for faster processing (see Figure 1 and Section 2.4.4.1 for the initial
steps that would still be required) (Agisoft LLC 2021).
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Figure 2: Examples of the types of output from a photogrammetric model: a) a dense

point cloud, b) a watertight polygon mesh, and c) a textured polygon mesh

2.1.1.1 Point Clouds

There is merit to leaving the model as a DPC if performing any metric analysis, as any
further process will involve interpolation between the points creating an inherent loss of
data (McCarthy 2014). Therefore, the DPC is the metrically purest form of data for 3D
models. For objects, the most common process is to turn the DPC into a polygon mesh
and then texture it with the images that were taken (Historic England 2017). DPCs are
not only a product of photogrammetry; most other 3D modelling techniques also create
a DPC before creating a final, textured model. Thus, any metric analysis performed on a
photogrammetric DPC, could be performed on a DPC of a difference provenance which

allows for the standardisation of analyses across techniques.

2.1.1.2 Textured Polygon Meshes

A textured mesh can also be created from either the DPC or the pre-cursor, the sparse
point cloud (SPC) (see Sections 2.4.3.3 and 2.4.4) (Mallinson and Wings 2014). The
mesh is often created through triangles which allows retention of much of the original

shape of the point cloud, however it will be less accurate (McCarthy 2014).

For landscapes or scenes, DEMs, digital surface models (DSMs), digital terrain models
(DTMs), or ortho-images can be produced. DEMs are raster models that show the height
of the terrain throughout the area surveyed on a regularly spaced grid (Opitz 2013b).
They provide a numerical representation of the topography of a region (Wolf et al. 2014).
When the model has terrain information, including artificial and natural objects, it is a

37



DSM (Opitz 2013b). DTMs are similar to DSMs, but only contain the information on the
terrain, any artificial or natural objects are excluded (Opitz 2013b). Ortho-images, or
orthophotographs, are orthorectified photos that remove any perspective distortion from
the position of the camera leaving the scale consistent throughout (Wolf et al. 2014;
Granshaw 2016). In aerial photogrammetry, this results in an image which has the

perspective of a map (Fryer et al. 2007; Lillesand et al. 2015).

2.2 Photography

Photogrammetry is tied very closely to the development of photography and different
photographic techniques. Photography was presented to the public in 1839 with the
disclosure of the processes of three photographers; Nicephore Niepce, William Henry
Fox Talbot, Louis Jacques Mande Daguerre (Konecny 1985; Luhmann et al. 2013;
Lillesand et al. 2015). Shortly thereafter, photography was used in topographic surveys
by Colonel Aimé Laussedat (Konecny 1985; Wolf et al. 2014, Lillesand et al. 2015).
Before the roles of images in photogrammetry can be considered, some of the basic

principles of photography and cameras must be discussed (Figure 3).
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Figure 3: The geometry of a vertical photograph (Wolf et al. 2014, Fig. 6.1)

2.2.1 The Camera

For explanations and discussions of photogrammetric principles, pinhole camera
diagrams are often used as it is easier to explain the difference in projections and
intersecting rays (Figure 4). They assume no lens distortion and therefore collinearity
(see Section 2.4.3), so if rays deviate from collinearity, the differences can be used to

estimate distortion (Young 1989; Luhmann et al. 2013). Pinhole cameras are not highly
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practical for photogrammetry as the focus is not uniform and rapidly deteriorates radially.
They also require long exposures and therefore camera shake is more likely to occur
(Wolf and Dewitt 2000; Wolf et al. 2014; Lillesand et al. 2015). Although the size of the
hole the light passes through could be increased, without corrections the light is diffuse
and does not result in a clear image. Therefore, the addition of lenses allows for the
refraction of the light rays to focus and properly display the image, resulting in the frame

cameras traditionally used for photography (Wolf et al. 2014, Lillesand et al. 2015).

Liﬁht Rays

di

Object Image

Pinhole

[ Object Distance I Image Distance —‘

Figure 4: An example of how light enters a camera using a pinhole camera for ease of
illustration (amended from Wolf et al. 2014, Fig. 2.1)

Although light can be waves or rays (see Dimitrova and Weis 2008 for a basic discussion
of ‘wave-particle duality’), for photogrammetry, it is considered in terms of rays. The basic
principles are that light enters the camera through a lens (or series of lenses) and is
projected onto the image or focal plane, which is either film or a sensor array, at the back
of the camera (Figure 5) (Fryer et al. 2007; Long 2013; Wolf et al. 2014). The point where
the longitudinal axis of the lens intersects the image plane at the back of the camera is
called the principal point (Fryer et al. 2007). The capture of a digital image is discussed
further in Section 2.2.3. The model of light rays using a pinhole camera is known as
central perspective projection in which there should be a straight line from the object, or
object point, through the optical centre of the camera lens known as the perspective
centre to the image point on the plane (Figure 6) (Granshaw 2016). The principal point
is found where the normal from the perspective centre intersects with the image plane
(Jebara et al. 1999). The importance of this is further explained in Section 2.4.3 on

collinearity.
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Figure 5: A diagram showing the rays of light in a single-lens camera (Wolf et al. 2014,

Fig. 2.6)
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Figure 6: An illustration of a central perspective projection with the positive image plane

indicating the image and principal points

In reality, there are many rays that come in through the lens to create an image, but the
ray that is a straight line as described in this central projection model is called the chief
ray and is often used for simplicity in explanations (Fryer et al. 2007; Historic England
2017). Generally, the chief ray is at a fixed angle compared to the camera but the
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distance that it is away from the camera is not known. The path of the chief ray from the
same object can be found across multiple camera positions the intersection of the lines

allows the object to be located and reconstructed (Fryer et al. 2007).

2.2.1.1 Camera Parameters and Properties

In order to select the optimal camera settings for the entire sequence of photogrammetric
image capture, it is important to understand these settings because they should be
changed as little as possible throughout (McCarthy 2014). There are three parameters
of a camera that can be adjusted to change the exposure, which is the amount of light
that is captured by an image sensor. It is vital to understand these parameters when
capturing images for any type of photogrammetric model to ensure sufficient, but not

excess, light.

The first parameter is related to the adjustable diaphragm used in cameras to alter the
diameter of the lens which in turn changes the amount of light allowed in, known as the
‘aperture’ (Figure 7) (Lillesand et al. 2015; Granshaw 2016). This is set through the f-
stop (f/) which is the ratio of lens length to aperture size (Long 2013). The f-stop humber

decreases as the diameter of the lens increases (Wolf et al. 2014; Lillesand et al. 2015).

— Diaphragm
opening

Opening —
movement

Figure 7: An example of a leaf-type shutter at two different apertures with a) having a
larger depth of field than b) (Wolf et al. 2014, Fig. 3.5)

The second parameter is shutter speed. Shutters are important as they control the
duration that the film or sensor is exposed to the light (Lillesand et al. 2015). The
brightness per unit area of the image plane during exposure is known as the illumination
and can be manipulated by aperture and shutter speed (Wolf et al. 2014). These two
parameters are inversely proportional; if one is increase by one increment and the other
is decreased by the same amount, the total exposure will stay the same (Avery and Berlin
1992; Wolf et al. 2014).

ISO speed is the third parameter than can be manipulated. It is named after the
committee that set the standard, the International Standards Organisation. Originally for
film cameras, it does not change the amount of light allowed into a camera, rather it

dictates how fast the film chemically reacts to the light to form an image. It is still used in
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digital cameras but instead of changing film speed, it changes the light sensitivity, or
signal gain, of the image sensor by amplifying or decreasing the electric signals caused
by light hitting the sensor (Long 2013; Granshaw 2016). Increases in sensitivity should
cause less light to be required to capture an image. However, a higher ISO also leads to
an increase in the noise in the image, because the film or sensor is more sensitive to any
small variation, regardless of whether this is associated with the subject or extraneous
(Historic England 2017). Noise is described as fluctuations in the intensity value that are
unwanted and inaccurate and the amount of noise compared to good data is known as
the signal-to-noise ratio. Together, the aperture, shutter speed, and 1SO are the main
components that needs to be accounted for when dictating the amount of light allowed
into the camera (Long 2013).

Focus is an important property for photography and this is dependent on the focal length
of the camera (f), the distance between the lens and the object that is being
photographed (o, object distance), and the distance between the lens and the image
plane (i, image distance) (Figure 8, to demonstrate f) (Avery and Berlin 1992; Lillesand
et al. 2015). The focal length is the distance from the front of the lens to where the parallel
light rays are then focused into a single point near the back of the lens (Lillesand et al.
2015). A longer focal length results in a narrower field of view (Historic England 2017).
A wider spread of rays, originating from a smaller focal length, can cause more
distortions. However, when the rays are concentrated due to a long local length, any
errors can escalate rapidly (Figure 9) (Linder 2009). Camera lenses can either be ‘fixed
focal length’, in which the distance that can change is the object-lens, or ‘variable focal
length’, in which the length of the lens itself can change. Therefore, it is important to take
the type of lens into consideration when photographing so possible distortions and errors
can be accounted for. The recommendation for photogrammetry is often fixed focal

length lenses, also called ‘prime lenses’ (Fraser 2013; Granshaw 2016).
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Figure 8: A diagram of the focal length, the coordinates, and the three rotation angles of

a projection centre (amended from Linder 2009, Fig. 6, p.12)
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Figure 9: In a camera, the relationship between the focal length (f), height above ground
(hg), and the photo scale f/hg (Linder 2009, Fig. 7, p.13)

The distance over which the image is in focus is important as well. The range over which
the camera can properly focus is called the depth of field (DOF) (Wolf et al. 2014;
Lillesand et al. 2015). This is influenced by the aperture; the smaller the aperture and
therefore the higher the f-stop, the greater the DOF (Wolf et al. 2014). This is extremely

important to be aware of when the object is 3D (Mallinson and Wings 2014; Historic
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England 2017). The focal length of the lens also impacts the DOF; a shorter f has a larger
DOF. The field of view (FOV) of a camera is another property to consider and it is
necessary when determining the number of pictures and their geometry (external
orientation) for photogrammetry. There is a horizontal, vertical, and diagonal FOV which
dictate the amount of the object and its surroundings that will be captured in each image
(Granshaw 2016). The ground sample distance is the area on the ground that is captured
in a single pixel (Lillesand et al. 2015; Historic England 2017). It is affected by the
distance the camera is from the object, the focal length of the lens, and the physical size
of the pixels (Lillesand et al. 2015). This knowledge can help determine the appropriate
amount of distance between images to maintain the required overlap, or side-lap when

using parallel aerial images.

2.2.1.2 Types of Cameras

A frame camera, the type described in the sections above, is the most common type of
camera for everyday use. It captures an image simultaneously across the whole image
plane (Avery and Berlin 1992; Wolf et al. 2014). The image sensor is small, usually
rectangular, but the length and width are similar. Different lenses can often be attached
allowing the photographer to change the FOV available (Lillesand et al. 2015). A
selection of other types of cameras are listed in Table 1.

Table 1: Common types of non-frame cameras and their descriptions

Camera Description

Panoramic - Panning camera
- Long rectangular opening for light, controlled by shutter
- Film/image sensor on curved platen that rotates, exposing different parts as shutter
moves
- Either a rotating lens or prism
- Designed for aerial photography and surveying
- Can capture wider area of view but have significant distortions that need correcting

Hemispherical - Extreme wide-angle cameras
- Known as fish-eye lens
- Field of view is half a sphere
- Are specific hemispherical cameras, regular DSLRs can be turned into with extreme
wide-angle lenses
- Have been used in scientific studies of forests and clouds

360° - Essentially two hemispherical cameras attached together
- Basically results in two images stitched together
- World of virtual reality (VR) gave a lot of impetus behind development

Lensless - Two types: frame camera and panoramic camera
Frame — pinhole camera; light passes through tiny hole, hits image plane capturing
entire image at once
Panoramic — only allows a slit of light in as opening sweeps across film

Panoramic: Gao et al. 2010; Wolf et al. 2014, Lillesand et al. 2015; Hemispherical: Hale and Edwards 2002;
Inoue et al. 2004; Wacker et al. 2015; Beekmans et al. 2016; Ho and Budagavi 2017; 360°: Ho and Budagavi
2017; Huang et al. 2017; Lensless: Young 1989
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2.2.2 Lens Distortion

Although some simplified models neglect the lens distortion of a camera, it is a factor
that must be considered since it affects the geometric quality of an image (Morris 2004;
Wolf et al. 2014). Distortions can occur between where an object truly is and where the
equivalent point is on the image plane (Clarke and Fryer 1998). These can be quantified
and modelled through camera calibration. One method of traditional calibration uses a
specialised equipment such as a set of collimator targets with known angles (designed
to narrow and direct the light) and the difference residuals between the observed and
expected angles help identify the distortions present (Figure 10). Residuals between
measured and estimated locations, in terms of both angles and distances, can also be
calculated and plotted as vectors (Figure 11). These, together with information on
camera parameters such as the focal length and coordinates of any fiducial marks
(permanent marks within the camera with known locations) with respect to the principal

point, form a conventional camera calibration report/certificate.
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Figure 10: A diagram showing a) a plan and b) an image frame view of collimator targets
(in this case in the form of an X), between which the difference in angles is used to
measure lens distortions. The intersection (rendered as a dot-dash line) between the four
fiducial marks at the edge of the image frame in b) represents the principal point
(amended from Wolf et al. 2014, Fig. 3-17 and 3-18)
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Figure 11: Lens distortions across an image frame (derived from a self-calibrating bundle
adjustment, see section 2.2.2 and 2.4.3.3.1) illustrated as vectors. Distortions deemed
negligible are shown in green, whilst the remainder are in red. The scale bar at lower

right represents a distance of one micron (Sanz-Ablanedo et al. 2018, Fig. 4)

With some types of image-based modelling, the calibration is not done in advance but
rather during the process of the bundle adjustment (see Section 2.4.3.3.1). The principal
point is the location that all distortions should be symmetric (Clarke and Fryer 1998).
There tends to be more distortions around the edge of the lens compared to the middle
and they tend to be moare significant with a shorter focal length (Morris 2004; Linder
2009). There are three general types of distortion; symmetrical radial distortion
(coefficient k), decentring distortion (coefficient p), and in-plane correction parameters
(coefficient b) (Figure 12) (Fraser 2013; Wolf et al. 2014; Historic England 2017).
Symmetrical radial distortion occurs along radial lines from the optical axis and can either
be positive and outward or negative and inward. Decentring distortion has an off-centre
pattern and is made up of tangential and asymmetric radial parts (Wolf et al. 2014). In-
plane correction parameters address non-orthogonality between the x- and y-axis as well
as the possibility of differences in pixel spacing in both directions, however it is not always
present (Wolf et al. 2014).
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Figure 12: Pre-calibrated lens distortions across an image frame, illustrated as vectors,
where a) is symmetric radial, b) is decentring, and c) are the combined distortions (Wolf
and Dewitt 2000)

2.2.3 The Image

Digital cameras use sensors on the image plane to detect the light that has passed
through the lens in order to recreate the image. The light-sensitive picture elements are
more commonly known as pixels and are in fixed positions contained within either a
charge-coupled device (CCD) or a complementary metal-oxide semiconductor (CMOS)
(Figure 13) (Wolf et al. 2014; Lillesand et al. 2015).
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Figure 13: A schematic of a basic digital camera CCD array and where it is in reference

to the area of ground coverage (Wolf et al. 2014, Fig. 3.10)

Pixels generate a charge that is based on the amount of light detected by each pixel
(Lillesand et al. 2015). This electric charge is measured and digitised, giving each spatial
position an intensity value in numerical form (Long 2013). Thus, each pixel is represented
by a data number and in its simplest form, it would be represented by a binary value of
either 0 or 1, meaning each pixel would have two options, white or black (Figure 14).
This is known as a one-bit image (Long 2013). Typically, the information for each colour
stored in pictures is of a higher bit depth, usually eight-bits per pixel which appears to
the human eye like an unbroken gradient. Eight-bits equates to 256 different variations
represented by a binary value between 0 and 255 (Morris 2004; Long 2013; Wolf et al.
2014). Increasing the number of bits does not increase the range of colours or shades

that are identified, rather it allows for finer variations within that range.

Figure 14: An example of 1 bit resolution (2 colours)

CCD chips are more common, however CMOS are often in more expensive DSLR
cameras as they consume less power and can integrate more functions on the chip (Long
2013). The methods that the light is detected in CCD and CMOS chips are similar, though
there are some inherent differences (Mehta et al. 2015). CCD cameras typically use a
global shutter design which scans the entire image at once. CMOS tend to have a rolling
shutter design which means the image in scanned sequentially from one side to the
opposite. The intensities that are recorded have set positions on the sensor. For nearly
all cameras, there is a need to filter out the near infrared light (greater than approximately
700nm) and thus have an optically flat filter which only retains the light in the visible
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spectrum (roughly 400-700nm) without causing distortions (Wolf et al. 2014; Lillesand et
al. 2015).

There are two fundamental characteristics involved in the creation of digital image;
geometric resolution and radiometric resolution. Geometric resolution involves the size
of the pixels (Wolf et al. 2014). For the image to be clearly resolved, a lot of small pixels
are needed in order to record all the appropriate variation (Lillesand et al. 2015). There
is a trade-off though; when more pixels are fit into a CCD of the same size, there is less
space for each to capture the light and therefore the amount of noise can increase
compared to the amount of good data (Long 2013; Historic England 2017). Radiometric
resolution involves changing of the amplitude of the original signal into discrete numerical
levels where more levels result in a more accurate representation with more subtle
variations (Wolf et al. 2014).

2.2.3.1 Colour Images

When the image is colour (RGB), eight-bits are required for each of red, green, and blue,
leading to a total of 24-bits of information per pixel. However, CCD and CMOS chips are
typically monochromatic and therefore the light must be filtered for the pixels to capture
colour (Lillesand et al. 2015). Therefore, colour cameras usually have a filter in them that
allow each pixel to ‘see’ a different colour of light; red, blue, or green (Lillesand et al.
2015). The use of a filter means that certain wavelengths of light are restricted from
passing through and will not register on the pixel that is covered by that filter (Lillesand
et al. 2015). Most commonly, a Bayer filter is used which is arranged in alternative rows
and columns of green/red and green/blue with each coloured square overlaying a pixel
(Figure 15) (Fraser 2013; Lillesand et al. 2015).

Figure 15: An example of a Bayer filter
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The Bayer filter is found to be the most effective method at the moment, however there
are inherent problems. For example, one issue is that green is overrepresented.
Additionally, when using Bayer filters, it is important to be cognisant of the fact each pixel
still requires a value for each colour, even if that colour is filtered out (Fraser 2013). This
means that for each pixel, values for the two colours that are filtered out are interpolated

from the surrounding ones of the same colour (Long 2013; Lillesand et al. 2015).

2.3 Coordinate Systems

Another vital component of image-based modelling is the scaling and orientation of the
models, accomplished via coordinate systems. There are four coordinate systems, or
spaces, that need to be accounted for in photogrammetry (Figure 16). All of these are
Cartesian coordinate systems with the axes X, y, z and the rotation around those axes

are denoted by w, @, kK (Fryer et al. 2007).
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Figure 16: The four coordinate systems involves in photogrammetry a) the pixel or image
coordinate system, b) the camera coordinate system, c) the relative object coordinate
system, and d) the absolute object coordinate system (amended from Luhmann et al.
2013, Figs. 2.1-2.4, p.28-31)

The first is the image coordinate system (Fryer et al. 2007; Morris 2004). This is the
coordinate system related to the image sensor or film in the camera. It is sometimes
known as the CCD/CMOS or pixel coordinate system in literature concerning digital
cameras. This is a 2D coordinate system with only x- and y- axes. The origin of this
system is sometimes considered to be at the top left in a CCD or raster image, however
when using a photograph or digital image, this is at the centre of the image. Despite this,
some software packages may differ in where the origins of the coordinate systems are
(Agisoft LLC 2020a). As described by Wolf et al. (2014) regarding a metric camera, the

origin is at the point where lines connecting opposite fiducial marks intersect.
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The second coordinate system is the camera coordinate system which is the orientation
of the camera itself (Morris 2004). The image coordinate system is usually the same as
the camera coordinate system in one dimension. For film cameras, the alignment of the
film and the frame of the camera should be the same though are often not and the origins
of the image coordinate system should be given through the locations of the fiducial
marks and the intersection of lines that join opposite fiducial marks (Heipke 1997). In
digital cameras, the principal point is the origin of the camera coordinate system. (Morris
2004). In an ideal camera model, the origin of these two coordinate systems would be
the same, however this is not usually the case since the principal point in not typically in

the exact centre of the image plane.

The third is the relative object coordinate system. To find the relationship between the
camera coordinate system and the relative object coordinate system, it is necessary to
determine where the optical centre (also known as the principal point, see Section 2.2.1)
of the camera is compared to the origin of the relative object coordinate system which
encompasses the object or subject being photographed (Morris 2004). Once the object
has been rendered in 3D, its placement in space is arbitrary and not tied to any external

coordinate system (Grussenmeyer and Al Khalil 2002).

The final coordinate system is the absolute object coordinate system which is linked to
the real world and the coordinate reference system (also widely known as map
projections) that the original object is in (Fryer et al. 2007). This is done by using ground

control points identified in the individual images, discussed further in Section 2.4.3.3.

2.4 Photogrammetry

There are two main branches of 3D image-based modelling; survey/conventional
photogrammetry and machine/computer vision (Jebara et al. 1999; Snavley et al. 2008).
The two fields have spent much of their history developing separately and thus the
terminology and literature is often different despite the overall principles being the same
or similar (Granshaw and Fraser 2015). The following section briefly discusses both
before detailing the core principles and concepts. Subsequently, the method of image-
based modelling used in this study known as SfM-MVS, which combines the two

branches, is outlined and discussed.

2.4.1 Survey/Conventional Photogrammetry

Survey, or conventional, photogrammetry mostly concerns model creation from aerial
images, either acquired during reconnaissance flights or more commonly during aerial
survey. It could be argued this is the oldest and original branch of photogrammetry, as it
dates from the time of the earliest film cameras and flight (mostly heavier-than-air, but

also kites, balloons and airships). There is an emphasis on accuracy, precision, and
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reliability, with the goal being to create a model with the greatest possible spatial
coverage using the least number of images, but the greatest possible accuracy
(Barazzetti et al. 2011; Remondino 2011; Granshaw and Fraser 2015). This is reflected
in a legacy of more rigid requirements regarding what camera and geometry can be

effectively used.

Pre-calibrated film cameras (commonly known as metric cameras, sometimes as
mapping or cartographic cameras) were used because the knowledge of internal camera
parameters (commonly known as interior orientation) was widely considered a
prerequisite to create photogrammetric models (Barazzetti et al. 2011; Wolf et al. 2014;
Lillesand et al. 2015). This type of photogrammetry has often been used for a variety of
2D and 3D cartographic products, including everything from site- and cadastral-mapping
(i.e. =1:1000) to topographic mapping (i.e. 21:20000) (Remondino 2011).

The requirements for metric cameras have been largely removed since the advent of
digital cameras which are partially or entirely solid-state. This is thanks to the array of
detectors remaining static relative to the lens, unlike plate or film cameras, which
required either fiducial marks or a reseau plate to be captured during the exposure of
each frame (Wolf 1983; Wolf et al. 2014; Granshaw 2020). Both reseau plates and
fiducial marks are permanent fixtures within a metric camera; the former is a marked
glass grids and the latter are marks around the edge of the camera frame. These would
appear in every picture at known points compared to the principal point of the image and
remained static relative to the lens to help establish an image coordinate system and
determine distortion (Avery and Berlin 1992; Fryer et al. 2007; Lillesand et al. 2015;
Granshaw 2020). Calibration to derive interior orientation parameters such as the focal
length, location of the principal point and lens distortions (among others) was usually
conducted in laboratory conditions prior to any photographs being taken for the purposes
of measurement. Initially digital cameras also required pre-calibration. Although still

highly desirable, modern algorithms can reduce or eliminate this requirement.

The most efficient geometry for photographing a relatively large, planar area, such as a
landscape, is parallel, vertical exposures taken with a single camera, rather than different
cameras, a set distance apart with an optimal overlap of 60% along the direction of flight
(Figure 17) (Historic England 2017). This overlap, also known as end-lap, is such that
the same object can be seen in three photographs. In this case the object can be viewed
either by the human eye or, more recently, by a computer algorithm, stereoscopically
(hence the terms stereopairs, etc.) (Avery and Berlin 1992; Wolf et al. 2014). In situations
where anything other than a strip/corridor survey (such as for roads, rivers etc) was

required parallel, adjacent flight tracks were flown in opposite directions (often known as
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a lawnmower pattern) to create a block, in which case the optimal side-lap between strips
of photographs is 30% (Figure 18) (Historic England 2017).
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Figure 18: An example of a) end-lap during a five-image flight strip and b) side-lap
between two flight strips (amended from Wolf et al. 2014, Fig. 1.9-1.10)

In all the aforementioned instances, the photogrammetry was at first entirely analogue,
that is to say it used physical devices to make measurement on hard-copy photographs.
(Doyle 1964; Konecny 1985; Clarke and Fryer 1998; Linder 2009; Luhmann et al. 2013;
Wolf et al. 2014). Numerous refinements were made to the existing equipment during
this time through optical instruments, optical-mechanical instruments, and mechanical
instruments for aerial photogrammetry, however, there was less focus on close-range or
terrestrial photogrammetry (Konecny 1985; Linder 2009). Analogue photogrammetry
began to be supplanted and ultimately superseded by analytical photogrammetry from

the 1970s, which employed a computer to perform complex geometrical calculations
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based on measurements originally taken from the hard-copy photographs (Doyle 1964;
Konecny 1985; Linder 2009). Analytical photogrammetry itself was superseded by digital
photogrammetry in the 1990s, though still designed for the kind of geometry typical of
aerial survey (Konecny 1985; Linder 2009). A critical part in the progression of digital
photogrammetry is the evolution of digital cameras and digital photography (Lillesand et
al. 2015). This phase in the development of photogrammetry can be considered a major
catalyst for photogrammetry becoming a viable option for more people to use (McCarthy
2014).

In the past, survey/conventional photogrammetry used discrete objects in successive
stereo photographs which could be visually identified by a trained expert as tie points
(TP) (Linder 2009; Verhoeven 2011; Historic England 2017; Granshaw 2020). These
points had no a priori coordinates in any reference frame, but served to reconstruct the
location (X, y, z) and orientation (w, ¢, K) of the camera’s centre when each exposure
occurred (known as a camera/photo station) relative to each other, thus helping
determine the exterior orientation (Figure 19) (Granshaw 2020). Where more than a
single stereopair were used (for example with a strip or block of photographs) TPs could
be visually identified in three or more photographs and thus a bundle adjustment was
used in order to iteratively refine the exterior orientation, often commonly using a least
squares approach to minimise residuals in a global sense (Linder 2009; Historic England
2017).

\\\, Photo Station 1

Photo Station 2

Photo Station 5

Figure 19: A plan of five photo stations and how they align to eight features

Similarly to TPs, [ground] control points (CP, or more commonly [G]CP) with a priori 3D
coordinates (either relative or absolute) could be visually identified and used to aid with
the reconstruction of exterior orientation, which also provides a scaled model from the

outset (Linder 2009; McCarthy 2014). Once exterior orientation, whether in a relative or
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absolute sense, was optimised measurement could be undertaken using the resulting
stereo model. More recently digital photogrammetry was also capable of simultaneously
refining the interior and exterior orientation using a self-calibrating bundle adjustment, or
SCBA (assuming a single camera was used) (Koutsoudis et al. 2013; Historic England
2017; Granshaw 2020).

2.4.2 Machine/Computer Vision

Machine/computer vision, hereon known as computer vision, evolved after the creation
of digital computers in the 1940s and 1950s with particularly rapid growth in capability
from the 1970s onwards (Snavley et al. 2008; Chiabrando et al. 2015; Beale and Reilly
2017). Computer vision is often considered a science that uses and develops
mathematical techniques to find 3D spatial and structural information as well as
appearance from images (Morris 2004; Verhoeven 2011; Chiabrando et al. 2015). The
focus of computer vision is to automate the processes as much as possible and obtain
the level of accuracy and precision that is required based on an object’s location and
orientation (Barazzetti et al. 2011; Remondino 2011; Garcia-Gago et al. 2014). The
various algorithms that have been created and developed have become instrumental in

the performance any computer vision process.

Rapid identification, or quick matching, of the same object in successive frames in order
to follow or detect objects or places is another priority of computer vision and it is
concerned with its integration into industry and for practical purposes (Granshaw and
Fraser 2015). It is often used for things such as object recognition and tracking, shape
recognition, robot control, and augmented reality, to name a few (Remondino 2011).
There are fewer restrictions on the specifications and type of camera, although much of
computer vision was developed since, rather than before, the advent of digital cameras,
thus negating the use of fiducial marks or a reseau plate. Unlike survey/conventional
photogrammetry, exterior orientation is often known by the camera and is not reliant on
the use of [G]CPs (Granshaw 2020). Neither is pre-calibration of the camera or cameras
required for interior orientation although it remains desirable. In both cases computer
vision also employs self-calibrating bundle adjustment as with later forms of digital
methods in survey/conventional photogrammetry (Garcia-Gago et al. 2014; Granshaw
and Fraser 2015).

2.4.3 Basic Principles and Maths

To more comprehensively understand how models are created through image-based
matching, the basic mathematical and geometric principles must be understood. Some
of the major principles, such as collinearity, triangulation, epipolar geometry, parallax,

disparity, errors, interior orientation, and exterior orientation are outlined here.
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Collinearity equations are vital for image orientation and it describes the relationship
between the image coordinates, the object coordinates, the exposure/photo station
position, and the angular orientation (Barazzetti et al. 2011; Granshaw 2016). In more
specific terms, the object point, the optical centre of the camera lens (perspective centre),
and the image point will always be in a straight line along the chief ray regardless of the
orientation of the photograph with the assumption the sensor is planar (Figure 20) (Fryer
et al. 2007; Wolf et al. 2014; Historic England 2017). It is a component of epipolar
geometry and it aids in the calculation of exterior orientation in stereopairs or multi-view
stereo situations through bundle adjustments (Grussenmeyer and Al Khalil 2002;
Granshaw 2016). However, it must be noted that the collinearity equations are based on

an ideal camera with no distortion (Historic England 2017).
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Figure 20: An example of a) the collinearity condition with one image and b) the

coplanarity condition with two images (Wolf et al. 2014, Fig. 11.1-11.2)

Also important for image orientation is the determination of the ground coordinates of a
point using photo-coordinates, a process known as triangulation, analytical triangulation,
or aerotriangulation (Barazzetti et al. 2011; Lillesand et al. 2015; Historic England 2017).
It is used to estimate the position of a 3D point and the geometry of a scene in a relative
object coordinate system (Section 2.3) (Westoby et al. 2012). Before this can be done,
knowledge of the tie points or location of the [G]CPs must be known. If using [G]CPs,
the relative and absolute exterior orientation can be found, however, if only using tie
points, only the relative exterior orientation can be determined. Overall, the assumption
of the collinearity equations for the determination of relative exterior orientation can be

used to reconstruct 3D points from 2D ones (Historic England 2017).

Epipolar geometry describes the geometric principles behind stereo vision and the
relationship between the position of the images captured in image-based modelling.
Taking an example with two adjacent cameras, there is a baseline between the

perspective centre of each (Jebara et al. 1999). Following the property of collinearity, the
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perspective centre lies on the same line as the image point and the object point
(Granshaw 2016). This is true for both cameras. Those rays and the baseline between
them are all coplanar because they lie on the same plane (Grussenmeyer and Al Khalil
2002; Wolf et al. 2014; Granshaw 2016). The intersection of the image plane and the
epipolar plane is known as the epipolar line (Heipke 1997; Wolf et al. 2014; Granshaw
2016). All these conditions have to be filled for the geometry to be considered epipolar
(Figure 21). With this knowledge, if searching for a conjugate point in an adjacent image,
as seen in dense point matching, it should lie along the epipolar line in the search image,
therefore reducing the area that needs to be searched from two dimensions to one and
making the process more efficient (Barazzetti et al. 2011; Wolf et al. 2014; Granshaw
2016; Kim and Kim 2016).

Perspective
Centre

Epipolar Axis

Principal Point

Epipolar Line|
Image 2

Chief Ray

Epipolar Plane

Figure 21: An example of epipolar geometry between two camera stations with the

positive image plane represented (amended from Wolf et al. 2014, Fig. 12.16)

Another important factor is parallax, which is the apparent shift in the position of a
stationary object due to a change in the location from which it is being viewed (Wolf 1983;
Wolf and Dewitt 2000; Lillesand et al. 2015). The ability to match points that are at slightly
different locations and orientations is critical in determining camera geometry (Figure

22). This occurs in stereopairs and in sequential images and is a basic tenet of
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stereovision because the distance between humans’ eyes is analogous to the baseline
between two cameras, and therefore a stationary object is viewed slightly differently
between the left and right eye (Avery and Berlin 1992). There is less apparent
displacement when the object is further away compared to when it is near and thus the
change is easier to measure when the object is closer. The parallactic angle is the angle
where the chief rays from two cameras converge at an object in space (Wolf et al. 2014).

In a ‘perfect’ scenario of a row of pictures, the only parallax that would be present is x-

parallax which would be along the axis of the flight path (Wolf and Dewitt 2000). If any of
those images were slightly shifted or rotated in any direction, y-parallax would be present
as well (Figure 23) (Wolf and Dewitt 2000). When a block of images or an SfM-MVS

image capture strategy is used, the proportions of x and y parallax are much more similar.

Location 1 - Location 2

Figure 22: An example of how variation in ground surface height affect the images that
are captured (parallax differences) (amended from Wolf et al. 2014, Fig. 8.11)
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Figure 23: An example of y-parallax that comes from images not being in exact alignment
(Wolf et al. 2014, Fig. 7.15)

Disparity is the difference in the two images that is caused by parallax (Barnard and

Thompson 1980). For this example, a stereopair with only a horizontal shift will be

considered. The images can be examined on a pixel-by-pixel basis and the pixels can
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be given vectors or a colour value based on the shift between the images (Barnard and
Thompson 1980; Mihlmann et al. 2002; Kordelas et al. 2015). This latter is known as a
disparity map, though they are sometimes erroneously called depth maps. Depth maps
should reflect range whereas disparity does not equate to range, though it can provide a
guide to what is relatively close and what is relatively far (Barnard and Thompson 1980;
Granshaw 2016). The knowledge of the disparity is important for spatial perception and
image matching as it helps determine the relationships of the images to each other
(Barnard and Thompson 1980). There are three factors that can influence how effective
the disparity of two images would be to aid in matching images; the discreteness and
distinctiveness of the points, the similarities of the points, and the consistency of the

points compared to other nearby matches (Barnard and Thompson 1980).

2.4.3.1 Accuracy, Precision, Reliability, and Errors

Accuracy, precision, and reliability are all important in scientific studies and therefore it
is important to note the distinction between them (Fryer et al. 2007). Accuracy is how
close a measured value is to the true value or the result of a gold standard test (Opitz
2013; Wolf et al. 2014; Granshaw 2016). This is often expressed through root mean
square error which is the square root of the distance between two measurements of the
same point (Oniga et al. 2014). Precision is how much variation there is of the repeated
measurement of a value and is commonly measured by standard deviation (Opitz 2013b;
Wolf et al. 2014; Granshaw 2016). Being accurate does not inherently means there is a
high level of precision and being precise does not mean the measurements are accurate.
Reliability is similar to precision but it focuses on whether an instrument is consistently
interpreted across different conditions (Field 2009). All of these have been shown to be

better when control targets are used when creating the models (Sapirstein 2018).

As defined by Wolf and Dewitt, an error is “...the difference between a particular value
and the true or correct value” (2000, p.495). As with every technique, there are sources
of error that must be understood and accounted for (Wolf et al. 2014). There are three

type of error that can cause inaccurate models; gross, systematic, and random.

Gross error is also known as user error and are genuine mistakes which can be
inadvertently introduced by the operator or researcher through carelessness or oversight
(Fryer et al. 2007; Wolf et al. 2014; Ferriera et al. 2017). Examples of these would be the
incorrect transcription of a value or misreading a measurement (Wolf et al. 2014). These
errors should be removed as they represent invalid data (Granshaw 2016). If points in
the process at which error could be introduced are known, it is easier to account for and

mitigate or reduce them (Lillesand et al. 2015).
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Systematic error is due to equipment and follows a mathematical or physical principle
(Wolf et al. 2014). Once understood, they are generally straight-forward to correct by
mathematical formulae (Lillesand et al. 2015). For example, this type of error can be
found in the interior orientation stage of the processing. Things such as uncalibrated or
improperly calibrated equipment, non-planar sensors, physical error in pixel geometry of
the sensor, incorrect lens distortion estimates, incorrect positioning of the principal point
or incorrect alignment of sensor plane and lens axis, and refraction are all problems that
could lead to errors (Fryer et al. 2007; Ferriera et al. 2017; Historic England 2017). It is
important to be aware of these errors and be able to mitigate for their occurrence through
mathematical modelling as effectively as possible (Wolf et al. 2014). Errors in interior
orientation parameters can often be corrected during bundle adjustment (Section

2.4.3.3.1) or can be corrected for across the whole procedure once they are identified.

The error that is the hardest to correct for is random, or stochastic, error. This is whatever
error remains once the gross and systematic error have been considered; they are
unavoidable, cannot be predicted, and can be either negative or positive (Fryer et al.
2007; Wolf et al. 2014; Ferriera et al. 2017). They typically follow a normal distribution
and can be estimated through statistics (Granshaw 2016). The method of correcting or
mitigating this error is often the use of a least squares adjustment in which transformation

equations are used to help correct inaccurate geometry.

Least squares adjustment is a mathematical way to mitigate random error in a set of data
as well as find the best fit for a set of data (Wolf 1983; Wolf et al. 2014). This
mathematical process has a long history but was only introduced into photogrammetry
the 1980s. It is an iterative process that is extremely important in orientation and image
matching (Gruen 2012; Wolf et al. 2014). It involves finding residual values, which are
the difference between the measured amount and a predicted measurement for said
amount. These predicted values are iteratively adjusted until the sum of the squares of
the values cannot be any further reduced, in which case the result is the best fit between
observed and estimated data (Lowe 2004; Wolf et al. 2014; Granshaw 2016). Generally,
more points will help find a more accurate fit with a lower chance of error (Linder 2009).
Least squares adjustments work most effectively when there are a large number of
observed values being adjusted and when the error follows a Gaussian distribution,
however the technique is robust and therefore still provides good results even if these

conditions are not met (Wolf et al. 2014)

2.4.3.2 Interior Orientation
Interior orientation is an important component of photogrammetry as it is needed to
obtain spatial information from the camera. It is established through knowledge of the

internal geometric parameters of the camera, such as focal length, principal point
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location and distance, and lens distortion characteristics (Heipke 1997; Grussenmeyer
and Al Khalil 2002; Luhmann et al. 2013). Interior orientation establishes the coordinate
system in the image by finding the relationship between the camera coordinate system,
the origin of which is the principal point, and the image coordinate system (Linder 2009;
Luhmann et al. 2013). This relationship is required to be able to orient any images that

are taken and ensure that collinearity conditions are met (Historic England 2017).

In order to estimate interior orientation, a camera needs to be calibrated. This is a more
extensive process in survey/conventional photogrammetry compared to SfM-MVS, the
latter of which does not require advance knowledge of the camera parameters (Westoby
et al. 2012). In traditional film camera, camera calibration reports are issued which
contain the relevant information. In digital cameras, the information about the camera
and each image is contained within a file associated with each image in exchangeable
image file (EXIF) format which is a standard that specifies the metadata to be stored with

each image (Koutsoudis et al. 2014; Granshaw 2016).

2.4.3.3 Points: Key Points, Tie Points, and [Ground] Control Points

Algorithms which automatically or semi-automatically identify candidate locations for the
same points (conjugate points) across the image, commonly known as key points (KPs).
KPs are distinct and identifiable features that algorithms detect in an image, which
therefore have the potential to also be distinct and identifiable in other images (Granshaw
2016). Matching algorithms are then used confirm and refine the actual conjugate points
(amongst the KPs), which become TPs. Such TPs can then be used to establish the
geometric relationship between the images (Figure 24) (Linder 2009; Verhoeven 2011,
Granshaw 2016). TPs identified in this way are often more numerous than those which
could identified by an operator using labour-intensive analogue, analytical or early digital
photogrammetry. This is known as triangulation (Section 2.4.3). Accurate (or precise)
coordinates of TPs are not required for this, however they can still form the relative
exterior orientation of the object and some software (such as with SfM, described below)

can create a sparse point cloud with these TPs (Linder 2009; Historic England 2017).
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Figure 24: A demonstration of how tie points are identified in multiple images in order to
be linked together (amended from Linder 2009, Fig. 32, p.79)

[Ground] control points ([G]JCPs) are physical locations on the ground or on a structure
with known coordinates and therefore their exact locations can be identified (Linder
2009). Control points (CPs) use an arbitrary coordinate reference system whereas
ground control points (GCPs) used a pre-defined coordinate reference system). [G]CPs
are required if a model is to be tied to the absolute object coordinate system (McCarthy
2014). They should be clear and unambiguous, and it is more advantageous if they are
spread out (Wolf et al. 2014; Historic England 2017). In conventional photogrammetry,
these GCPs are placed as regularly as possible around both the periphery and the main
area of interest (Ferriera et al. 2017). They can either be placed in advance, or the
coordinates can be found retroactively (Fryer et al. 2007). They should generally be
selected based on being highly visible from multiple angles. They can be placed markers
that are visible from the required object-to-camera distance, or they can be well-
delineated natural features (Linder 2009). Sharp changes, such as lines, corners, field
boundaries, and crossroads are often good. For smaller objects, a base with markings

that are a known distance and angle apart can provide this control.

There are many sources that can provide the numerical data for control. Terrestrial or
aerial Global Navigation Satellite System (GNSS), total station theodolite (TST),
terrestrial laser scanning (TLS), and light detection and ranging (LiDAR) are all examples
of methods of obtaining the required data (Wolf et al. 2014; Historic England 2017). Scale

bars can be used, however, they will only provide scale and they will not tie the model
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into the external coordinate system. Generally, a minimum of two points is required for
scale and three for scale and orientation (Linder 2009; Wolf et al. 2014; Historic England
2017). To provide effective control points, these must have data with reference to a
known xy system (horizontal) and elevation information (vertical) associated with them
(Linder 2009; Lillesand et al. 2015). It is important for the control to be extremely accurate
(ADS 2009). The reliability of photogrammetry is dependent on the reliability of the
[G]CPs.

2.4.3.3.1 Camera [Pre-] Calibration and Self-Calibrating Bundle Adjustment (SCBA)

Camera calibration helps define the interior orientation, without which, neither the image
nor camera could be orientated in space (Morris 2004). Best estimates are made of the
lens distortions in order to allow for the determination of parameters such as the
calibrated principal distance (the distance between image plane and perspective centre),
principal point location and offset, and the location of the fiducial marks (Wolf et al. 2014;
Historic England 2017). The knowledge of the internal parameters of the camera helps
correct any distortion and set an accurate scale in the photographs (Historic England
2017). There are different methods for traditional calibration, but a camera calibration

report should be available regardless of the method (Clarke and Fryer 1998).

Conventionally, as described above, camera calibration would be an entirely separate
process, however, with SfM-MVS and digital cameras, this occurs within the
photogrammetric process and is often called self-calibration or analytical self-calibration.
With the exception of the shutter and adjustable aperture, most digital cameras can be
considered solid state. Therefore the pixel dimensions, the location of the CCD or CMOS
array (which are fixed) relative to the lens, the focal length and coordinates of the
principal point could be said to be pre-determined by the original camera design and
many such parameters are written as such into the EXIF image header (Section 2.4.3.2).
It may appear that the solid-state nature of digital cameras negates the requirement for
not only fiducial and other such metric camera marks, but also for calibration. However,
imperfections in manufacture mean each individual as-built camera will have variable
parameters, which requires those written into the EXIF header to be considered as

estimates only, and these must then be refined through self-calibration (Wolf et al. 2014).

In photogrammetry, a bundle is a conical group of light rays going from object point to
image point that pass through the centre of a camera lens at each exposure
station/location (Linder 2009; Wolf et al. 2014). A group of images can be referred to as
a block, for which the bundle of rays for each exposure can also be considered (Wolf et
al. 2014). Space/spatial resection is the trigonometric derivation of exterior orientation
for an exposure using known locations identifiable in the image and the bundle of rays

which radiate from them. In contrast, the reverse or opposite of this is space/special
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intersection, which involves the trigonometric derivation of locations in an image using
the exterior orientation for the exposure. Using a combination of space/spatial resection
and space/spatial intersection, the relative and absolute geometry of all the bundles in
the block are based upon the estimated camera parameters (from the EXIF header, for
instance) and form the initial conditions (Fryer et al. 2007; Luhmann et al. 2013). If no
lens distortion parameters are available for the initial conditions, collinearity can be

assumed.

The bundles in a block are then simultaneously adjusted (hence the term bundle
adjustment), in terms of both orientation and location, to best fit the TPs and [G]CPs and
in exterior orientation (Grussenmeyer and Al Khalil 2002; Wolf et al. 2014, Lillesand et
al. 2015), a process which commonly uses a non-linear least square, iterative method
(Koutsoudis et al. 2013). In SfM-MVS, self-calibration bundle adjustment (SCBA) is
typically performed by SfM (see Section 2.4.4.1). Where TPs and [G]CP are sufficiently
numerous it is possible to estimate lens distortions and/or refine other estimated camera
parameters (the initial conditions) using the deviation of their locations from those that
were based upon the assumption of collinearity. This effectively calibrates the camera

and lens a posteriori.

2.4.3.4 Exterior Orientation

The exterior orientation orientates and scale the cameras in relation to one another (and
optionally with reference to an arbitrary or pre-defined coordinate reference system) thus
also orientating and scaling the object in the process and is a vital photogrammetric
property (Grussenmeyer and Al Khalil 2002; Luhmann et al. 2013; Garcia-Gago et al.
2014). As mentioned earlier, there are six geometric parameters used to describe the
camera’s position in space (x, Yy, z) and orientation (K, @, w) (Figure 25) (Linder 2009;
Historic England 2017).

Figure 25: The rotation seen around the a) x-axis (w) b) y-axis (¢), and c¢) z-axis (k)

(amended from Wolf et al. 2014, Fig. 10.12)
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The entire iterative process involves image matching and plotting the location of those
points in space (Green et al. 2014). Collinearity and epipolar geometry are used to
determine the location of points and the cameras and the solution results in an
associated residual for each point which are the differences between the probable values
and measured values. When there are more than three control points, a least squares
solution can be used on these residuals to determine alignment. Conventionally, point
determination for photogrammetry required both the 3D location and orientation of the
camera or the 3D location of a set of control points to be known in advance; SfM-MVS
requires neither of these (Westoby et al. 2012). Identifiable features are tracked through
the images and a relative object coordinate system is developed. Control points with
known 3D locations are required if the model needs to be tied into an absolute object
coordinate system, though these can be found after the model is created if necessary
(Snavley et al. 2006; Westoby et al. 2012; Green et al. 2014).

There are two types of accuracy that can be present. The first type, relative accuracy, is
always desirable regardless of the use for the model. It is the accuracy of the 3D model
itself (Historic England 2017). The second type is absolute accuracy, and because it is
the accuracy with which the model is set in the appropriate coordinate frame, it is not
necessary if the model does not need to be tied in to absolute exterior orientation
(Section 2.3) (Historic England 2017). These types of accuracy are reflected in the two

types of exterior orientation that exist: relative and absolute exterior orientation.

2.4.3.4.1 Relative and Absolute Exterior Orientation

Relative exterior orientation is concerned with the location of the points compared to the
cameras and each other and is associated with a relative object coordinate system. It is
a way of describing how the different camera positions relate to each other and is not
tied to any external, known coordinate system (Snavley et al. 2006; Fryer et al. 2007;
Wolf et al. 2014; Chiabrando et al. 2015). It is found through using TPs and coarse image
matching (Linder 2009; Westoby et al. 2012; Historic England 2017). The image
matching process that occurs for this component involves the matching of only a portion
of the pixels in a photograph because the goal at this stage is to orient the cameras with
respect to each other and the image rather than fully reconstruct the model. Through the
alignment of the photographs, the location of the camera compared to the object and any
other cameras can be found (Historic England 2017). SCBAs are used in this process
(Westoby et al. 2012; Garcia-Gago et al. 2014). This process finds the geometry of the
object and the relationship between the camera coordinate system and the relative object

coordinate system (Verhoeven et al. 2012).

Absolute exterior orientation links the points and the model to a known absolute object

coordinate system. GCPs are vital for this and whatever coordinate system they are
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measured in, whether it be state, government, or international, this will be the coordinate
system in which the cameras are orientated (Linder 2009; Remondino 2011). The relative
and absolute exterior orientation are related, however, geo-referencing using GCPs
helps determine the transformations needed to rectify the orientations (Snavley et al.
2006; Ferriera et al. 2017). Without this information, the orientation and scale of the
object within the original context in which it was photographed will be lost. Once this is

found, the object will be in the absolute object coordinate system.

2.4.3.5 Image Matching

Image matching is an important process in computer vision, survey/conventional
photogrammetry, and image analysis in general (Gruen 2012). Homologous or conjugate
points are image points found in two or more images which represent the same object
point (Granshaw 2016). These conjugate points are used in the important process of
image matching as they are used to associate stereopairs or multiple images (Granshaw
2016). Image matching is done sparsely at first to establish the relative exterior
orientation and the geometry of the object and then it is done more comprehensively to
create a full 3D model (Mallinson and Wings 2014; Historic England 2017). In computer
vision, image matching is sometimes referred to as the stereo correspondence problem
(Granshaw 2016).

2.4.4 Structure-from-Motion Multi-View Stereo (SfM-MVS)

SfM-MVS involves taking pictures of a static object by moving the camera around it
(Micheletti et al. 2015b; Ferriera et al. 2017; Granshaw 2018). To work to its best
potential, it is critical for the object to be stationary because the movement of the camera
with respect to the stationary object leads to parallax between the different views which
is vital for 3D reconstruction (Mallinson and Wings 2014; McCarthy 2014). Since less
details are required to begin, this method can be used with a wider variety of cameras
and is considered to be easier and lower cost, but still able to deliver high quality results
(Snavley et al. 2006; Fonstad et al. 2013; Granshaw 2018). The only assumption that is
required is that the object or area being reconstructed is visible in a minimum of two
images (Verhoeven 2011). To more thoroughly reconstruct an area, multiple images
have to be used (Historic England 2017). If the photographic strategy is effectively
created, all points will be visible in at least two images. This minimises systematic errors
that can be caused by inaccurate estimations of factors such as lens distortion (Historic
England 2017).

In the SfM-MVS process, algorithms have been developed to allow for a less
computationally intensive/costly process, thus permitting the use of more images for a
given computer or processing time (in turn allowing a greater overlap between

successive images for any given object extent). There is a reference window, or kernel,
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that is a square subset of pixels within one image, and which has an odd number of
pixels (Lillesand et al. 2015; Granshaw 2016). The central pixel is the point that will be
searched for in the second image. A larger square search window, or kernel, moves
along the second image pixel-by-pixel and row-by-row to find the whatever is specified,
such as peak correlation, between the pixels in the reference and search window (Figure
26) (Linder 2009; Wolf et al. 2014; Lillesand et al. 2015).
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Figure 26: An example of a moving window within a search array computing correlation
coefficients (Wolf et al. 2014, Fig. 15.21)

Specifically, in order to digitise the information, SfM is primarily concerned with tracking
points across a set of images (Ferriera et al. 2017; Sapirstein 2018). The iterative
process, sometimes described as the artificial equivalent of how humans perceive and
move through 3D space, involves the both the creation of a 3D point cloud and the
determination of the camera’s geometry from a set of images (Doneus et al. 2011; Green
et al. 2014). A high amount of overlap is vital for the success of this method (Westoby et
al. 2012). The mathematical principles discussed above are used throughout this
process (Westoby et al. 2012; Ferriera et al. 2017). A point cloud is generated from the
information which is representative of the object’s surface either in relative or absolute

object coordinate systems (Green et al. 2014).

SfM-MVS can be considered a compound acronym of two parts. It originated from the
computer vision branch of photogrammetry and developed around two categories of
algorithms, SfM algorithms (used for coarse image matching) and MVS algorithms (used
for dense image matching) (Snavley et al. 2006; Verhoeven 2011; Plets et al. 2012;
Westoby et al. 2012; Micheletti et al. 2015a; Ferriera et al. 2017). There are various SfM
and MVS algorithms that can be used for the matching of points between images (Seitz
et al. 2006). For both, there are different ways to classify algorithms based on their
function and how they operate. Algorithms can be area- or feature-based, in which the
former looks for intensity patterns around a pixel of interest and the latter looks for more
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defined objects like edges and regions (Gruen 2012; Remondino et al. 2014). Image
matching algorithms can also be designed for stereopairs or for multi-view stereo camera
configurations. A third method of classification is local and global (Remondino et al.
2014). Local algorithms calculate the disparity and/or correlation at a point using intensity
values that are within a finite region (Hirschmiuller 2005; Remondino et al. 2013). Global
methods use the full image to match points and often use energy minimisation

approaches (Remondino et al. 2014).

A large portion of the mathematics and geometry used in this 3D imaging method have
a basis in photogrammetry, though the automation of the most complex parts of
photogrammetry is what makes SfM-MVS attractive and gave rise to the popularity of the
acronym in the 2010s (Snavley et al. 2008; McCarthy 2014; Ferriera et al. 2017). The
increase in computer processing power over the past decade is a major contributor to
the more widespread use of SfM-MVS (Mallinson and Wings 2014).

2.4.4.1 Structure-from-Motion (SfM)

The term ‘structure-from-motion’ was first used in the late 1970s by Simon Uliman,
however the context in which it was used then does not fully describe what it
encompasses now (Granshaw 2018). SfM, as it is known today, developed rapidly
through the 1990s (Westoby et al. 2012; Anderson et al 2019). SfM is responsible for
rapid exterior orientation estimation using semi- or fully-automated identification of
common TPs in stereopairs, strips or blocks. Automatic TP identification removes the
need for the trained expert common to survey/conventional photogrammetry, whilst
providing a much larger number of points than identifiable by an individual (Verhoeven
2011). A large enough quantity of TP can be identified by SfM that they can be regarded
as a cloud, commonly known as a SPC (Koutsoudis et al. 2013; McCarthy 2014).
Automatic TP identification is most reliable when large overlaps exist between
successive photographs, which makes it most applicable to convergent (as opposed to
parallel) photography or discrete objects (rather than landscapes, for instance) (Figure
27).

Figure 27: Close-range stereo coverage of Point A with camera axes (light grey lines) in
a) parallel and b) convergent arrangements (amended from Wolf et al. 2014, Fig. 19.9)
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An SPC containing hundreds or more tie points should result in a robust model, but there
are instances where too few points are generated and a solution for the model is not
found. In such cases one, some or all photographs may not be matched. In this case
some tie points must be manually identified and these act as a guide before automatic
tie point generation is attempted once more. This requires some training and extra work
(Agisoft LLC 2018a, 2020a).

SfM is greatly aided by, but not dependent on, a priori estimates of interior orientation (in
terms of focal length and pixel dimensions) stored within the EXIF header of each image
from a digital camera. Whether or not a priori estimates of interior orientation were
available, SfM produces refined interior orientation by means of a SCBA, thus making it
less restrictive than methods requiring knowledge of interior orientation (Snavley et al.
2008; Westoby et al. 2012; Chiabrando et al. 2015). Each point will contribute varying
amounts of error to the adjusted block, in terms of both orientation and location. Ideally
these points are culled according to user-defined thresholds and the SCBA is re-run.

This iterative process results in a refined model.

Depending on the settings, application, and digital camera itself, the EXIF headers may
also contain estimates of exterior orientation, such as location derived from GNSS within
the camera (Cronk et al. 2006; Agisoft LLC 2018a). In such cases absolute rather than
relative exterior orientation can be calculated in the SCBA. If such does not exist, but
absolute exterior orientation is still desirable, [G]JCP can be employed. The coordinates
for such can be measured/surveyed before or after image capture, depending on the

scenario. [G]CP are given priority over tie points in the SCBA.

The SfM algorithms used by various software packages differ in the details of how they
function, but the main premise is the same and they work in the relative object coordinate
system. In order to avoid using peak correlation for the coarse image matching process,
several methods have been developed that can either work individually or in conjunction.

The methods described here are feature-based matching methods (Gruen 2012).

Edge detection is a method of image matching that is less computationally heavy. It is a
vital part of computer vision processes (Canny 1986). Edges create boundaries and
separate features, or parts of features, and are identified by a local change in intensity
(Avery and Berlin 1992; Maini and Aggarwal 2009; Senthilkumaran and Rajesh 2009). It
is similar to the image matching technique described in the above section, but what is
done in the kernel is different. Rather than looking for peak correlation, it looks for an
edge, by way of a local gradient in the intensity values (Morris 2004). For further details,
please see papers by Marr and Hildreth (1980), Canny (1986), Morris (2004),
Senthilkumaran and Rajesh (2009), Maini and Aggarwal (2009), and Lillesand et al.
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(2015). The placement of the edge is then compared between images and a relationship
is determined. When there are a lot of edges, the vanishing point can sometimes be used
to determine the change in the relative geometry between the images (Grussenmeyer
and Al Khalil 2002). The image matching and geometry is found based on vector
mathematics. An extension of this method is using edge angles, where two identified
edges meet. They are often an efficient feature to find (Morris 2004). Edge angles can
be matched between images based on similarity. The location and orientation of the edge
angles may have changed a bit between images but the angle should be relatively

similar.

One of the more common SfM algorithms is the scale-invariant feature transform (SIFT)
which works to identify locations in more than one image and establish the spatial
relationship between the locations and the placement of the cameras regardless of
changes to the scale or orientation of the images (Lowe 2004; Snavley et al. 2008;
McCarthy 2014; Ferriera et al. 2017). These principles are used in the SIFT algorithm
which originated from computer vision (Lowe 2004). It has a low computational cost and
can therefore use a lot of images. There are four main stages to the algorithm which will
briefly be described here; scale-space extrema detection, key point localisation,
orientation assignment, and key point descriptor (Lowe 2004). In the first stage, the
images are searched over all possible scales and image locations to look for points that
are both scale- and rotation-invariant. To do this the images are replicated at different
incrementally smaller scales and then at each scale, the images are convoluted by
deliberately blurring them using Gaussian blur which has the benefit of removing noise
from the images (Lowe 2004). A filter may also be used on the images at this time. This
is done multiple times and progressively at each scale, resulting in what is known as a
Gaussian pyramid with each size of image known as an octave (Chen and Wang 2018;
Yawen and Jinxu 2018). Sequentially blurred images are taken and subtracted to find
the difference in Gaussian blur which leads to a Difference of Gaussian pyramid (Figure
28) (Lowe 2004). Taking the difference of the blur makes the edges and details much
more apparent and makes the locations of points and features much easier to identify.
Subsequently, the algorithm looks to detect edges in the images and looks for points that
are consistent across multiple scales and resolutions. This involves finding a model of fit
to determine the location and scale at each potential KP to find stable KPs. This is found
by comparing the pixel to the eight pixels surrounding it, as well as the nine pixels directly
above and below it in the Gaussian pyramid, resulting in comparisons to 26 other local
pixels (Lowe 2004; Li and Wang 2018).
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Figure 28: The Difference of Gaussian pyramid used in the SIFT algorithm when

searching for matching points (amended from Lowe 2004, Fig. 1, p.95)

The next step is the orientation assessment which includes assigning one or more
orientations to each KP based on the local gradient of the image. The orientations of the
KP are plotted on a histogram in 10° increments and the mode indicates the orientation
to that KP (Lowe 2004). If there is more than one orientation that is close in height and
the highest, this can create two KPs with different orientation vectors, though this is less
common (Lowe 2004). The final step is the KP descriptor which uses local image
gradients at the selected scale around each KP and it is then represented in such a way
that distortion and changes in illumination and viewing position will not affect it. To match
a KP to a KP in a different image, it uses a proportional threshold based on the distance
from the KP to the nearest and next nearest points (Lowe 2004; Guo et al. 2018). The
KPs from SIFT are very distinct and that in combination with the lower computational

cost make it an appropriate algorithm for the SfM process.

This continues until there are TPs between all the images. Depending on the software,
the number of KPs and TPs may be pre-set or set not to exceed a limit. Generally, the
more matching images for a point, the more likely that is an accurate point and not just
coincidental (Snavley et al. 2008). The overall outcome of these SfM algorithms are a
sparse point cloud which shows the geometry of the object, the camera positions and

orientations, and the internal calibration parameters of the camera (Verhoeven 2011).

SfM is a prerequisite for the creation of any model or measurements using computer

vision, which in recent times (e.g. post-2010) usually concerns the creation of a DPC
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using a form of MVS. A polygon mesh can also be created directly (using depth maps,
an intermediate step in MVS) or from the DPC (Agisoft LLC 2021). This mesh can also
be rendered using the original images and model textures exported.

2.4.4.2 Multi-View Stereo (MVS)

Multi-view stereo is responsible for the automated creation of a model, usually, though
not necessarily, in the form of a DPC. The terms pertain to the fact that multiple, and
indeed all, overlapping images can be employed for model creation, rather than

successive stereopairs in the case of conventional/survey photogrammetry.

The algorithms for the dense MVS reconstruction often use pixel values or intensities
rather than being based on feature points and they help generate a high-resolution 3D
representation of an object’s surface (Doneus et al. 2011; Chiabrando et al. 2015;
Sapirstein 2018). Some methods use multi-scale and multi-resolution processes in order
to find points that are stable and unaffected by changes in either. This is more
computationally intensive than the coarse matching done by the SfM algorithms,
however, there are still methods of increasing the efficiency compared to the full peak
correlation image matching process (Seitz et al. 2006; Remondino et al. 2014). Through
the process of more thorough matching, a DPC is created. An example of a common
MVS algorithm is semi-global matching (SGM).

As described in Section 2.4.3.5, the image matching process is integral for MVS and,
more recently, survey/conventional photogrammetry. After the SPC is created and the
interior and exterior orientation have been optimised, MVS algorithms can be employed.
As with SfM, there are various MVS algorithms which can create a DPC, therefore the
methods that are described within this section are not exhaustive (Seitz et al. 2006;
Remondino et al. 2014). Some reconstruction algorithms are based around cost
functions, depth-maps, and pixel intensity (Seitz et al. 2006). During this second round
of image matching, all points are used and the values of each pixel are examined by the

kernels (Mallinson and Wings 2014).

Based on Hirschmdller (2008), there are four general steps for stereo-matching. The first
is cost computations which are often based on differences of intensities or colours which
are absolute, squared, or sampling insensitive. Additional methods can be introduced
here to speed up computation. The second is cost aggregation which involves summing
costs within a kernel at a fixed size with a constant disparity. Pixels may be weighted or
areas may be selected based on their intensity or colour properties. Next, disparity
computation or optimisation involves local or global algorithms to determine the disparity

based on minimised costs. Lastly, disparity refinement can be used to remove peaks,
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check consistency, interpolate gaps, and to increase the accuracy of subpixel

interpolation.

The SGM algorithm is sometimes used to save time and computational power. It is
primarily beneficial when the images are more likely to be parallel than convergent and
there is a priori knowledge that they contain sharp breaks of slope. If one or both are not
anticipated, SGM is not required. The assumption is that the images are epipolar and
the matching cost is determined from the intensity of the pixel in the reference image and
the suspected correspondence in the search image (Hirschmiller 2008; Remondino et
al. 2014). SGM decreases computational requirements by narrowing the search area on
the assumption that the conjugate point of a point on the scanline of the reference image
would be along the same row in the rectified search image (Hirschmuller 2008). In SGM,
scanline optimisation is performed at multiple angles and then the overall cost of the

vectors is used to determine the disparity (Hirschmiller 2005, 2008).

This produces what is known as the DPC which is a 3D collection of a very large number
of x, y, z points (Barazzetti et al. 2011; Opitz 2013b; Granshaw 2016). Unless dictated
otherwise, the DPC that results from this will contain colour values for each point
(McCarthy 2014).

2.4.4.3 Convergence of Photogrammetric Approaches

In recent years the term photogrammetry has risen to prominence again, as a result of
the two previously disparate approaches of the discipline converging into one. What was
previously widely known simply as SfM (a product of computer vision approaches, and
often actually SfTM-MVS) has now grown to adopt many elements of survey/conventional

photogrammetry (at least its digital paradigm), as summarised in Table 2.

Table 2: Colour-coded summary of the generalised differences in elements between the
two approaches to photogrammetry, as they existed between approximately 2000-2010,
and which have recently converged into one. Elements of survey/conventional [digital]
photogrammetry are shown in blue, with computer vision in red. Today the unified

practice of photogrammetry (right column) contains many elements of both

Element Survey/Conventional [Digital] Computer Vision Photogrammetry
Photogrammetry c2000-2010 c2000-2010 c2020
Calibration Pre-calibrated in a Commonly self- Commonly self-calibrated,
laboratory, resulting in a calibrated, with the with the additional ability to
Camera Calibration Report, additional ability to pre- use Camera Calibration
which was rarely refined calibrate using a bespoke Reports and bespoke pre-
target pattern calibration for the initial
condition
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Survey/Conventional [Digital] Computer Vision Photogrammetry

Element Photogrammetry c2000-2010 c2000-2010 c2020
Tie point Manual (10s or 100s across Automatic (100s or 1000s  Automatic (100s or 1000s
generation a block) across a block, across a block, considered a
considered a SPC) SPC)
Optimum Planar surface with little Discrete and 3D objects, Planar and fully 3D
target relief and few/no overhangs potentially with significant
geometry (2.5D), such as landscapes relief and/or overhangs
and building facades
Optimum Parallel stereopairs with Convergent stereopairs Parallel or convergent with
geometry for minimal overlap (strips and with maximised overlap minimal or maximised
acquisition blocks with minimal end- and overlap
side-lap)
Model Often absolute (e.g. for a Relative Absolute or Relative
reference landscape, using GCP with a (with/without [G]CP)
coordinate reference system)
but occasionally relative (e.g.
building facades)
Dense Across/between sequential Across/between all Across/between all
matching overlapping stereopairs in a overlapping frames in a overlapping frames in a
sequence block block block

2.4.4.4 SfM-MVS Compared to Other 3D Methods for Close Range Digitisation

The use of 3D technology when recording objects is a valuable tool as it allows for the
capture of all the dimensions the object exists in, rather than just in 2D as is the case
with photography, illustrations, or reflectance transformation imaging (RTI) (Miles et al.
2014; Sutton et al. 2014; Newman 2015; Clarke and Christiansen 2016). When deciding
what technigue to use, it is important to consider factors such as the accuracy and
precision, portability, cost, acquisition rate, and flexibility of the technique (Remondino
2011). Not all methods are ideal for all situations and therefore the maost appropriate one
should be selected. The following sections briefly discuss some other non-destructive

3D methods and compare them to photogrammetry.

The other methods of generating 3D models in archaeology are typically divided into
categories; image-based techniques, range-based techniques, and other techniques
(Remondino and El-Hakim 2006) (Table 3). Photogrammetry is an image-based method
and is considered passive (Evgenikou and Georgopoulos 2015). Techniques like
terrestrial laser scanning (TLS), structured light scanning (SLS), and total station
theodolite (TST) are range-based and classified as active methods since they emit light
of some wavelength (Vosselman and Maas 2010; Granshaw 2020). An example of a
method that is considered in the ‘other’ category is computed tomography (CT) scanning,

which would also be an active method (Mamourian 2013).
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Table 3: Some of the common methods of data capture for 3D models, excluding

photogrammetry
Method Description/Uses Benefits Limitations
TLS - Range; active - Accurate - Models lack
- Ground-based laser system - Not dependent texture
- Emits light, optical detector captures on ambient light - Expensive
light reflecting off target - Skill required
- Geometry calculated, point cloud - Sensitive to field
created conditions
- Typically used on scale of - Excessive light
metres/kilometres problematic
- Time of flight — measure time taken - Cumbersome
for emission to return equipment

- Phase shift — continuous beam,
measures difference in location of
emission and return

- Triangulation — calculates range and
bearing based on geometry

TST - Range; active
- Typically used more for GCP
capture than full data capture

SLS - Range; active
- Projects pattern of light
- Detector obtains information about
geometry from distortions

CT - Other; active
- 2D x-ray-based scan layered to
create 3D model
- Can be performed at a smaller scale
(W-CT)

Portable
Generally linked
to real-world
coordinates

Ability to acquire
texture

Accurate
Portable

Easy to use once
trained

Able to see
internal
structures
Detailed

High memory
requirements for
processing

Not always
detailed enough
on a small-scale

Expensive

Time required to
be proficient
Excessive light
problematic

Time-intensive
Not portable
Training and
experience
required

No surface colour
information

TLS: Remondino and El-Hakim 2006; Pavlidis et al. 2007; Bruno et al. 2010; Remondino 2011;
Kuzminsky and Gardiner 2012; Andrews et al. 2013; Opitz and Cowley 2013; Opitz 2013b; Magnani
2014; Shott 2014; Evgenikou and Georgopoulos 2015; Meijer 2015; Obertova et al. 2019; TST: Doneus
et al. 2011; Oniga et al. 2014; SLS: Pavlidis et al. 2007; Niven et al. 2009; Opitz 2013a; Shott 2014;
Counts et al. 2016; Obertova et al. 2019; CT: Thali et al. 2003; Telmon et al. 2005; Dedouit et al. 2007;
Bilfeld et al. 2012; Kuzminsky and Gardiner 2012; Wozniak et al. 2012; Hassett and Lewis-Bale 2017;

Uldin 2017; Obertova et al. 2019

All these techniques have some downsides in common. They are typically costly and
require a relatively large amount of equipment and training in order to use efficiently
(Linder 2009; Fonstad et al. 2013; Gallo et al. 2014). Portability of equipment, especially
of CT scanning, is also problematic depending on the remoteness and ease of access
of the location under investigation (Remondino 2011; Westoby et al. 2012; Magnani
2014). When modelling techniques are complex and difficult to perform, fewer institutions
can employ them. To facilitate growth in the field of 3D modelling within archaeology and
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heritage it is necessary to find ways of creating models that are accurate, cost-effective,
and do not require too much training, all of which result in greater accessibility to a wider
variety of people (Bryan and Chandler 2008; Westoby et al. 2012; Fonstad et al. 2013;
Khalaf et al. 2018). This has led to more interest in cheaper and easier options and one
that has seen increased recommendations and popularity recently is photogrammetry
which allows for a wider user-base and cheaper model production (Fonstad et al. 2013;
Olson et al. 2013; Green et al. 2014; Céarlan and Dovleac 2017).

2.4.4.4.1 Benefits of Photogrammetry

There are many benefits to SIM-MVS, some of which are the ease of use, the cost, the
accessibility, low amounts of training required, and the flexibility of the software (Bryan
and Chandler 2008; Olson et al. 2013; Mallinson and Wings 2014; McCarthy 2014;
Magnani and Schroder 2015; Bartzis 2017; Douglass et al. 2017; Khalaf et al. 2018). As
discussed in Section 2.4.4, one of the major benefits is that the camera locations do not
need to be known in advance and the cameras are calibrated by the software in the
process (Koutsoudis et al. 2013; Green et al. 2014; Chiabrando et al. 2015).

Despite some initial costs, photogrammetry is a relatively cheap method to create models
(Andrews et al. 2013; Marchal et al. 2016; Earley et al. 2017). Cameras that can be used
are small, portable, and have their own power supply, all of which are advantageous for
documenting objects in the field, especially if sites or items of interest are in remote
locations (Luhmann et al. 2013; Evin et al. 2016). These are usually standard digital
single-lens reflex (DSLR) cameras and mid-range cameras, costing less than £1000 are
effective (Chandler et al. 2005; Linder 2009; Falkingham 2012; Bartzis 2017; Canon
2020; Nikon 2020a). There have even been good results from the use of smartphones
for photogrammetric capture (Micheletti et al. 2015a). Provided good quality photographs
are taken, the models generated through SfM-MVS can be equally, if not more, accurate
than the other methods described here (Sapirstein 2016).

There are various commercial digital photogrammetric software programmes that are
capable of processing photographs to make photogrammetric models, and some of
which is open-source software or freeware (Bryan and Chandler 2008; Falkingham
2012). These vary in use and cost, though the cost is less than other methods of 3D
modelling (Maté Gonzélez et al. 2015). Importantly, the ease of these methods makes
both the process and the output accessible to both experts and non-experts in 3D
digitisation (Nicolae et al. 2014; Meijer 2015; Bartzis 2017). With continued technological
progress in both camera and software and with increasing automation, models should
be able to become both better quality and easier to make (Fonstad et al. 2013; Green et
al. 2014).
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Data capture is relatively quick, though the speed is dependent on the size of the area
or object being photographed. This is especially useful on site as excavations often have
constraints on both time and budget as well as large areas that need to be photographed
and processed (De Reu et al. 2013). SfM-MVS is capable of creating models from
unorganised sets of photos as well, which gives it an advantage, especially when used
retrospectively for a site (Snavley et al. 2006). It is a portable method that is useful for
documentation in the field; all that is required is a digital camera and the knowledge of
the coordinates of GCPs, the latter of which is only necessary if the absolute exterior
orientation of the subject is desired. McCarthy (2014) presented a case study in which a
group of aged 16 years and under with no prior photogrammetric experience successfully

captured images of gravestones that were used to create models.

Although a significant amount of time may be needed to run the software to create the
models (e.g. multiple hours for photosets of large areas), there is a benefit that all data
acquisition can be done separately from the data processing (Evin et al. 2016). This can
be helpful when the location of the data acquisition is not near the requisite computer
and software, especially when moving sites or travelling to a location to capture images
of an object, because the data processing station does not need to be relocated. The
data processing can also be almost entirely automated, and therefore even with the
length of processing time on the highest settings or with a lot of pictures, the actual active
time for the model creator does not need to be high (Remondino 2011). However, if
someone wants a more interactive experience making a model, various software allows

for user input at different stages of the process.

Since the actual photographs of the object or area are used to texture and colour the
model, photo-realistic models can be obtained (Evin et al. 2016). Recording objects in
3D allows for the retention of more information about the subject and may reveal details
which could otherwise be absent or overlooked in a purely 2D photographic record
(Garstki 2016; Bartzis 2017). It can be argued it is a more objective method of recording
since more of the information about the object is maintained compared to plans or
photographs (De Reu et al. 2014). It is a convenient method of looking back at the stages
of an excavation, either during or after. Photogrammetric models are also useful to
compare objects between parts of an archaeological excavation or to compare

something to a reference that is not physically present (De Reu et al. 2014).

2.4.4.4.2 Limitations of Photogrammetry

Like any technique, there are limitations to photogrammetry which the model creator
should be aware of in order to mitigate these issues (De Reu et al. 2014). As discussed
in Section 2.4.3.1, there are various sources of error that can be introduced into the

model (Green et al. 2014). A lot of the success of the photogrammetric model is
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dependent on the quality of the initial photographs (Meijer 2015; Raimundo et al. 2018).
Photographs that are inconsistently lit, blurred, over- or under-exposed, have varying
focal lengths (where a zoom lens, or multiple cameras with different lenses, have been
used) or have insufficient overlap will create noisy and inaccurate models (Historic
England 2017; Granshaw 2018). Items that are strong specular reflectors (as opposed
to diffuse reflectors), lack texture, or have repetitive texture often do not create good
models (Koutsoudis et al. 2013; Mallinson and Wings 2014; Meijer 2015; Granshaw
2018; Delpiano et al. 2019). In addition, occlusions can result in inaccurate models if
objects are not photographed from sufficient angles (Remondino 2011; Green et al.
2014; Granshaw 2018). Very thin objects can also cause problems for digitisation
(Mallinson and Wings 2014). Holes in the models can be filled inaccurately by the
software and excessive noise can confound the accuracy of models (Garstki 2016). The
weather or flight restrictions can pose problems for image capture if working outside or

using a drone (Remondino 2011).

There is a potential for models to be less accurate for measurements than the real object,
as noted by Remondino (2011), however, if appropriate pictures are taken and the point
clouds are edited a model with high accuracy can be created. The scale at which the
images are being captured needs to be considered (Barazzetti et al. 2011). If a very
small area is needed in detail, taking photographs from very far away could cause the
resultant model to be less detailed than desired. This limitation should be mitigated by

careful planning in advance.

The length of processing time can be problematic if trying to create models with a lot of
images or of a large space, especially if at higher resolutions (Verhoeven 2011; Westoby
et al. 2012). The speed at which models can be processed is dependent on the computer
specifications, such as size and speed of random-access memory (RAM), the number
and speed of processors contained within the Central Processing Unit, and, optionally,
the number and speed of processors and size and speed of memory contained within
the Graphical Processing Unit (Verhoeven 2011; Koutsoudis et al. 2014; McCarthy
2014). Some data loss is inherent in the processing and interpolation can sometimes
decrease the accuracy of the model, though this is also present in other 3D modelling
techniques that create point clouds (Westoby et al. 2012). Interpolation occurs when
surrounding values are used to estimate a value for an unknown point and is nearly

unavoidable in the process of image capture and model creation (Opitz 2013b).

When used to record on-going excavations, one issue that arises is that the model
cannot be easily checked whilst being processed and therefore if fault is found that
originates from the photographs, it may be impossible to correct if excavation has

continued (De Reu et al. 2014). This highlights the importance of understanding the basic
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processes behind photogrammetry and following standard procedure. Another important
aspect to note, commented on by Bennett (2015), is that as the use of 3D modelling in
heritage and museum curation increases there will be a greater need for people to
understand how the models are created in order to successfully produce and use them.
This will be important to avoid storing and analysing poorly-created models. The quality
of photogrammetric models can vary greatly, and therefore standard guidelines on how
to create good models are required (Magnani 2014). Any measurements taken from
models for reconstruction purposes must be done from part of the models that correlate
to undamaged, and therefore less interpolated, parts of the original in order for them to
be accurate (Bartzis 2017). Similarly, it is important to remember that slight
manipulations during the creation of the model can alter the digital record of the subject
and therefore digital records will never be complete stand-ins for the original (Garstki
2016). McCarthy (2014) cautions that photogrammetry should be used as a supplement
and not a replacement for conventional archaeological recording methods. If working on
a model whilst far from the original object, there is a risk of misinterpretation, especially

if attempting reconstruction (Bartzis 2017).

As discussed by Beale and Reilly (2017), since archaeology is destructive, the archive
and any models created become the beginning point of any analysis and therefore it is
incredibly important to make them accurate. It must be noted that most image sensor
parameters are dictated by the company that manufactures them and thus this must be
taken into consideration if trying to compare models created by different cameras. There
are currently no standards in either equipment or the procedures, and therefore these
need to be made and followed (Remondino 2011; Green et al. 2014). Historic England
(2017) and Mallison and Wings (2014) have recently released documents on guidelines
for creating models of certain scales which is a step in the right direction. Overall, despite
having some limitations, if they are properly understood and accounted for, the benefits

of SIM-MVS outweighs the problems sometimes encountered (De Reu et al. 2014).

2.5 The Current Uses of SfM-MVS

SfM-MVS is used in a wide range of subjects at the present, however this section will
focus on close-range photogrammetry or projects involving human remains. A more
diverse list of such publications, excluding all osteological ones, is presented in Appendix
A.

Historical features are known to have immense value to research and the understanding
of past cultures and people. The importance of protecting such features has not gone
unrecognised (ICOMS 1964, Blake 2000; Yilmaz et al. 2007; McCarthy 2014; Beale and
Reilly 2017). Good quality, accurate recording through photogrammetry benefits

archaeology as it is inherently destructive; in order to excavate a site, things need to be
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removed from their original locations, and without proper recording the context and
interpretation is lost (Dellepiane et al. 2013; Olson et al. 2013; De Reu et al. 2014). The
proactive use of SfM-MVS is seen with the continual monitoring of sites, especially when
there is a chance they could be damaged by attrition, conflict, natural disasters, climate
change, or human negligence (Yastikli 2007; Yilmaz et al. 2007; Bryan and Chandler
2008; Remondino 2011; Luhmann et al. 2013; Magnani and Schroder 2015; Meijer 2015;
Céarlan and Dovleac 2017; Raimundo et al. 2018). Entire areas can be documented,
including pre- and post-excavations coverage of a region. This can be beneficial for the
holistic analysis of features at a site-wide level and without slowing the excavation down
and is starting to be integrated into the commercial sector (e.g. MOLA n.d.; Wessex
Archaeology n.d.; Dellepiane et al. 2013; Olson et al. 2013; Green et al. 2014; Giuliano
2014; Oxford Archaeology Ltd. 2019).

Photogrammetry is used for replicating archaeological artefacts as well and has been
seen to create very good quality models (Sapirstein 2018). This preserves these objects
in a digital form and increases the amount of quality data for analysis and comparison
which will be beneficial for research, conservation, and presentation of the objects both
now and in the future (Clini et al. 2016; Papworth et al. 2016). This is probably the most
common use for close range photogrammetry. Studies attempting to create 3D models
of small artefacts often use a turntable to move the object whilst leaving the camera
stationary (Gallo et al. 2014; Clini et al. 2016; Douglass et al. 2017; Sapirstein 2018).
This does produce models, however since the basis of SIM-MVS is a moving camera, if
the object is moving, the background has to be masked out, which removes large areas
in which valuable KPs and TPs could be found to give the camera orientations stronger
geometry (Jebara et al. 1999; Sapirstein 2018). Therefore, despite this method of image

capture being easier, it is not the optimal method of digitising small artefacts.

Museums and heritage sites play a major role in curating and disseminating the culture
and history of a region (Earley et al. 2017; Raimundo et al. 2018). In an increasingly
digitised, interactive world, they are finding they need to adapt to stay relevant and attract
the attention of the public (Hauser et al. 2009). 3D modelling allows visitors to see and
interact with more objects as well as providing a multi-dimensional recording of elements
of heritage (Pavlidis et al. 2007).

In forensic science, an increasing need for 3D documentation in the analysis and
presentation of cases has been noted (Thali et al. 2003, Wong et al. 2008; Buck et al.
2013; Luhmann et al. 2013; Urbanova et al. 2015). SfM-MVS has not been entirely and
consistently integrated into the forensic process yet, but there have been studies
showing it has use in forensic settings. Generally, the use of 3D technology can help with

crime scene reconstruction and interpretation of the events and the ease and speed of
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SfTM-MVS specifically to document the scene has benefits, especially since the
photographs of the scene will be taken regardless. Recently, Berezowski et al. (2020)
has published a review on the use of geomatics in forensics which included

photogrammetry.

The use of SIM-MVS is seen in geomorphology, ecology, and zooarchaeology as well.
It has been used at both large scales and small scales, from large studies of
geomorphological features to 3D models of lion tracks (Westoby et al. 2012; Luhmann
et al. 2013; Macheridis 2015; Sanger 2015; Marchal et al. 2016; James et al. 2017a,
2017b; Anderson et al 2019). Therefore, the ability to model an environment in-situ and
in multiple layers allows for subsequent investigation of the site even if the specialist is
not present for the initial data collection (Macheridis 2015). Traditional methods of survey
such as TST, TLS, LiDAR, and aerial laser scanning (ALS) can involve high costs and
complex logistics (Westoby et al. 2012). Similar to archaeological landscapes, SfM-MVS
has shown potential in monitoring changes to the environment, such as erosion and
recent progress has even been made in digitising the surface of water at a single point

in time (Remondino 2011; James and Robson 2012; Ferriera et al. 2017)

2.5.1 Osteology

Presently, most of the photogrammetric work done relating to skeletal remains involves
photographing the entire burial to record and model the individual or individuals as they
were in-situ (Ducke et al. 2011; Baier and Rando 2016; Trizio et al. 2018). One example
of this is the Weymouth Ridgeway Vikings which are the collection under examination in
this project and will be fully described in Chapter 5. A photogrammetric model was
created from the photographs taken during the excavation in order to preserve a 3D
record of how they were placed (Ducke et al. 2011). One major benefit of SIM-MVS use
in human osteology, especially if used for individual skeletons, is that it is a non-invasive
method of analysing human remains (Maté-Gonzalez et al. 2017). It does not force an
excavation to pause for a long period of time in order to collect the required data. The
use of photogrammetry as a supplement to plans of excavations and burials is also
beneficial for future researchers as they obtain a more objective view of the situation with
less of the inadvertent biases that may come along with conventional survey and
recording. Some photogrammetric modelling has been done at the scale of individual
bones for record, presentation, or facial reconstruction however the use of

photogrammetry with bones on a scale such as this is just beginning to emerge.

In osteology, the use of close-range photogrammetry, as opposed to terrestrial
photogrammetry, is required. Close-range photogrammetry (also macro-
photogrammetry or small-scale photogrammetry) is a good technique to capture this

additional data about an object. There is no specific definition of what is considered
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‘close-range’ when discussing human remains, though the majority of studies using that
terminology digitise single bones rather than an entire skeleton at a range that would be
considered ‘within reach’. The close-range photogrammetry that is of interest in this study
is at a range that an entire bone is captured but with sufficient macroscopic detail
throughout or in targeted places that fine details and metrics can be recorded. Studying
marking on bone at a close scale has been noted as a useful device in analysis as it
allows further differences to be seen that would not be noticed with regular human vision
or even with a magnification lens. Some studies use technology such as digital
microscopes to investigate trauma such as Alunni-Perret et al. (2005) who looked at
bone hacking and found that weapon type was more distinguishable at a microscopic
level than with the naked eye. They carried out an experiment using fleshed human
femora and found differences between knife and hatchet marks in the bone once
defleshed (Alunni-Perret et al. 2005). One of the limitations of studies such as this is the
cost of the equipment which is not seen to be as great a problem in photogrammetry

(Palomeque-Gonzélez et al. 2017).

In 2020, Lussu and Marini published a review article about close-range photogrammetry
in skeletal anthropology. This paper is a good starting point to search for resources,
however it is misleading to classify several of the papers they mention as ‘ultra-close
range’ since the images in the cited studies encompass entire in-situ burials. Katz and
Friess (2014) is one of the first papers published on methods to digitise human skulls via
photogrammetry and since then there has been anincrease in the number of researchers
preserving and/or investigating morphology of single bones using meshes created
through photogrammetry (see Bennani et al 2016; Guyomarc’h et al 2017; Buzi et al
2018; Edwards and Rogers 2018; Proficio et al. 2018). Timbrell and Plomp (2019) and
Berezowski et al. (2021) have published on using geometric morphometrics (GMM) or
shape to explore population affinity and sex, respectively, from models of the skull.
Morgan et al. (2019) and Lee and Gerdau-Radonic (2020) both explored craniometrics
using meshes of the skull as well, both finding that it was a successful method if the
models were created well. Lee and Gerdau-Radonic (2020) called for further
investigation into model creation methods as they found the measurements with the most
variability were not consistent between manual measurements, photogrammetry, and
laser scanning. Overall, all of these studies found that photogrammetry was a useful tool

for their respective purposes.

Until recently, when any close-range photogrammetry was used in osteology, it was
usually done for display rather than research purposes. Most small-scale recording was
done with 2D pictures which inherently creates a loss of data with the loss of a dimension.

It is increasingly desirable to make 3D models of things in order to preserve more data.
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Some close-range photogrammetry is seen in fields outside of archaeology such as
biomedical research and diagnosis (Clini et al. 2018). However, overall few studies have
been found that record remains and objects in such a scale. One example involves teeth
which are inherently small objects and thus require such a scale for any form of analysis
using photogrammetry (Gaboutchain et al. 2008). A growing analysis technique, the
accuracy of close-range photogrammetric models is still unknown and multiple studies
in photogrammetry have acknowledged that this requires testing (Evin et al. 2016;
Macheridis 2015).

A research group in Madrid has been looking at photogrammetry and cutmarks on animal
skeletons to investigate butchery and carnivore damage and of studies found, this
research design has the greatest similarity to the present study (Maté Gonzélez et al.
2015; Yravedra et al. 2017). They use macroscopic photographs of the cutmarks and
stitch them together using Agisoft Photoscan to create a 3D model of just the cutmark
(Maté-Gonzalez et al. 2018). Their studies are typically focussed on analysis of the
cutmark profile seen with various experimental weapons and this is performed in an R-
based software, Pandora, specifically developed for this purpose (Palomeque-Gonzalez
et al. 2017; Maté-Gonzalez et al. 2018). Recently they have shown that photogrammetry-
derived blade profiles of experimental knife cuts are statistically comparable to profiles
scanned with a digital microscope and profiles generated with 3D laser scanning (Maté-
Gonzéalez et al. 2017). The only statistically significant difference they found amongst the
three methods was in the opening angle in the digital microscope model compared to
the other two models, which was likely due to the larger measurements they generally

found with the digital microscopy approach (Maté-Gonzalez et al. 2017).

Of the methods tried, Maté Gonzalez and colleagues found the photogrammetry
produced very good resolution and the best detail, however this method might be of less
use with poorly defined, vague marks (2015). Despite this, Maté-Gonzalez et al. (2017)
highly recommend this method as a low-cost way of producing 3D models. Their work
has focused on recent or experimentally derived samples, therefore the extension of this
accuracy to archaeological human remains requires testing. Additionally, no metrics
were used that were measured directly on the bone therefore comparing the length and
width of cutmarks between the bone and the model would have implications for the

accuracy of photogrammetric models.

In 2017, Yravedra et al. from the same research group, explored the potential for
photogrammetry with carnivore bite and score marks on animal bones. They employed
methods used by Maté Gonzalez et al. (2015) however they used GRAPHOS for the
photogrammetric mode creation. They found it was possible to distinguish different

carnivore groups to a certain extent based on the photogrammetric model of the score
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marks, though the sample size was small and the results not entirely conclusive. They
have since expanded the study to use GMM to investigate the morphology of these
digitised marks (Courtenay et al. 2020a, 2020b).

The use of close-range photogrammetry in osteology is slowly increasing, especially with
the increasing accessibility of the required equipment. There are high levels of potential
for these techniques, however testing must be done to determine the limitations and

accuracy before they can be widely incorporated into analysis.

2.6 Summary

Overall, this chapter has discussed the background information necessary to understand
photogrammetry. The branches of survey/conventional photogrammetry and
machine/computer vision were introduced and the development of each was briefly
outlined. Important principles, such as interior and exterior orientation, and the underlying
mathematics were discussed. STM-MVS was discussed in detail and for the remainder
of this research, any use of the term ‘photogrammetry’ refers to SfM-MVS unless
otherwise specified. The current uses of photogrammetry in archaeological, cultural
heritage, ecological, geomorphological, and forensic science contexts were noted with a
focus on the use of photogrammetry in the study of human remains. Lastly, the potential
of this technique in research and education, heritage and museums, and forensic science
was addressed. With the use of modern digital techniques, it is paramount to test them
to explore the benefits and limitations. Within this chapter, Objective 1 was adressed

(Section 1.3.1), leading to the following important points:

- The long history of photogrammetry means that there is a large body of literature
supporting its use and applications from both conventional photogrammetry and
computer vision

- Although photogrammetry is commonly performed at close range, the use of 3D
control is not as common as when it is terrestrial scale which could potentially
lead to less accurate models

- Further investigation is needed in order to test the metric abilities of close-range
photogrammetry and how the geometry of the subject affects the development of
the optimal process

- This technique is relatively cheap and accessible and therefore is a good

alternative to techniques such as CT or TLS
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3 Historical Background

A component of the current study involves the re-evaluation of the sharp force trauma
found in the case study collection, the Weymouth Ridgeway Vikings (fully discussed in
Section 5.1). This collection is historically important within Britain, especially in the south-
west as burials from this time period are a relative rarity and mass graves even less
common. It has the ability to add to the narrative of early medieval Wessex and the
interactions between the Vikings raiders and the local populations. This chapter situates
the collection in the historical timeline of Britain and Wessex, beginning briefly with the
development of Wessex and running through until the mid-11" century AD (further
information can be found in Appendix B). It also discusses the Vikings and their influence
in Britain. The final section outlines some of the weaponry which could have caused the

injuries to the Weymouth Vikings. All dates noted are AD.

3.1 Early Medieval Wessex

The landscape of Dorset preserves a particularly rich archaeological record as far back
as the Mesolithic. The two factors that have had the greatest influence on this are firstly
the fact that the modern county remains sparsely populated with few urban centres and
limited industry, whilst secondly the chalk geology over much of the region has resulted
in excellent preservation of human and animal remains. Between the 6™ and the 10™
centuries, the West Saxon kingdom known as Wessex grew and flourished during an era
in which Britain was split into multiple kingdoms (Figure 29) (Cunliffe 1993). However, it
was not always a peaceful time; there were animosities between the different polities as
well as Scandinavian incursions from across the North Sea, which became increasingly
frequent between the 9" and the 11" century. (Yorke 1995; Downham 2008). Before the
arrival and impact of the Vikings in Wessex can be effectively discussed, a brief summary

of the development of Wessex must be given.
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Figure 29: A map of England with the core area of Wessex highlighted (1:2,500,000)
(produced by author, amended from Cunliffe 1993, Fig. 9-9, p. 325; basemap credit
National Geographic World Map — National Geographic, Esri, Garmin, HERE, UNEP-
WCMC, USGS, NASA, ESA, METI, NRCAN, GEBCO, NOAA, increment P Corp.)

3.1.1 The Beginnings of Anglo-Saxon Wessex

After the withdrawal of the Roman army in the early 5™ century, the Roman systems that
had been in place collapsed relatively quickly and the native population, the Britons, were
left in charge of their own defence (Cunliffe 1993; Yorke 1995). Towns and villas were
still occupied, but the Iron Age hillforts that marked the landscape started to be used
again as main regional centres (Yorke 1995; Ward-Perkins 2000). The literacy in Latin
vanished, technologies disappeared, and the market economy in place in Roman Britain
disintegrated, as evidenced by a low amount of coinage from that time (Cunliffe 1993;
Ward-Perkins 2000; Costen and Costen 2016). There was a near-complete severance
from the Roman Empire prior to any subsequent invasions (Yorke 1995; Ward-Perkins
2000).

During this time, areas in what are the modern-day Low Countries and Germany were
becoming increasingly densely settled which, in turn, increased the stress on that area.
They were dealing with rising sea levels, disruption to the trading systems of the Roman
empire, and wars to the east of them (Cunliffe 1993). All these factors caused some of
the populations in that region to set out to look for new land, and in doing so, they found
Britain. Throughout the 5" century, attacks on England by Germanic tribes, such the
Saxon, Jutes, and Angles were noted (Cunliffe 1993; Swanton 1996; Underwood 1999;
Grimmer 2002). These events are recorded by the Anglo-Saxon Chronicle (ASC),
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however, as discussed in Appendix B, the accuracy of the details of events that occurred

this early may be questionable (Cunliffe 1993).

For Wessex, the impact of the Saxons began in 495 when Cerdic and his son Cynric
landed somewhere on the central south coast, possibly near Christchurch harbour
(Dorset), with a small number of ships (Cunliffe 1993; Yorke 1995). Shortly thereafter,
the local Briton population encountered and fought the Jutes near Portsmouth (Hants)
(Cunliffe 1993; Yorke 1995; Swanton 1996). Contact with the Germanic tribes was more
consistent after that. The original tribe name of the West Saxons, incidentally where the
word Wessex originates from, was the Gewisse (Yorke 1995; Roffey and Lavelle 2016).
They were not known as the West Saxons until later, however that terminology will be
used in this document for the Germanic population of Wessex. The term Anglo-Saxon is
used here for the larger integrated population of Germanic immigrants and native
population subsequently found throughout England.

The Saxons started moving in-land, possibly negotiating as well as fighting for land,
though it took them until the mid-6™ century to gain control of Dorset (Cunliffe 1993;
Yorke 2013). There were likely casualties of the Saxon conquests, however there is
evidence a large population of Britons was still living in Wessex under West Saxon
control (Yorke 1995; Grimmer 2002). In fact, evidence suggests West Saxons were
substantially outhumbered by the native population (Ward-Perkins 2000). The Britons
probably saw little initial change to how they lived, though the successful campaign of
the West Saxons would have re-introduced some structure and unity to the region
(Cunliffe 1993; Yorke 1995). The lineage of Kings of Wessex was recorded at a later
date, but is considered to have begun with Cerdic. Some of the genealogical links may
be tenuous as the lineage may have been recorded with the purpose of strengthening
the claim to the throne. By the 8™ century, smaller regions within the kingdom were
monitored by ealdorman who would be trusted to report back to the king and carry out

his instructions.

The West Saxons retained a fairly separate identity and culture from the Britons and very
little of Britonnic culture was reflected in their customs or ways (Ward-Perkins 2000).
Ward-Perkins (2000) suggests that is due both to the Britons being very effective at
resisting the Saxon invaders and the very rapid and complete de-Romanisation prior to
the Saxon arrival. King Ine (688-725/6) created a code of laws that has provided insight
into the social status of the different populations in Wessex (Ward-Perkins 2000;
Grimmer 2002). Britons were afforded rights, able to own land, and entitled to the king’s
protection. However, they were not equal. For example, the amount to be paid to their
kin if they were killed (a wergild) was less than that of the West Saxons (Yorke 1995;

Grimmer 2002). Therefore, it is clear that they were considered a lower class of citizens
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than the West Saxons but assimilation, the mixing of cultures, and intermarriage were
allowed (Grimmer 2002)

Wessex grew into a strong and powerful kingdom, with Mercia, Northumbria, and East
Anglia being the other major Kingdoms in England (Richards 2000). The borders of
Wessex changed through time, but typically encompassed Dorset, Hampshire,
Somerset, Wiltshire, and various times, parts of other surrounding counties (Yorke 1995;
Cherryson 2008). There were skirmishes with Mercians along the north border, with
various outcomes. At one point, Wessex gained control over all of Mercia, however it did
not last long (Yorke 1995).

3.2 The Vikings

The term ‘Viking’ is used to describe raiders from Scandinavian countries (Graham-
Campbell 2001). Although the term is originally from the old norse, viking, which meant
piracy or pirate raid, this does not necessarily accurately reflect the motives of all
Scandinavians travelling overseas at this time (Richards 2000; Graham-Campbell 2001).
They are sometimes referred to as ‘heathens’, ‘pagans’, ‘Danes’, ‘Norse’, ‘Northmen’, or
‘Norsemen’ though for ease in this study, the word ‘Viking’ will be used (Richards 2000;
Brink 2008; Dumville 2008). From the historic record in England, it seems the Anglo-
Saxons did not differentiate between who was from each Scandinavian region except for
rare exceptions (Yorke 1995; Graham-Campbell 2001; Dumville 2008; Roffey and
Lavelle 2016).

Norway, Sweden, and Denmark were the primary residence of the Vikings (Figure 30).
In the Viking Age, part of south-western Sweden was considered Danish, and pockets
of Finland were Swedish (Graham-Campbell 2001). Most of the settlements were around
the coast or along rivers as the regions they lived in did not provide ample amounts of
fertile farming land. Therefore, the sea was the main factor that provided livelihood and
because of it, they were very good shipbuilders (Richards 2000; Graham-Campbell
2001). The Vikings were traders both locally and internationally which is evidenced by

some raw materials coming from far afield (Graham-Campbell 2001; Baug et al. 2019).
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Figure 30: A map of Viking Scandinavia c. 9th-11th C (1:20,000,000) (Graham-Campbell
2001, p.11)

It was mainly the Danish and Norwegian Vikings who travelled west, with their Swedish
counterparts setting their sights to the east (Graham-Campbell 2001). From isotope
evidence at various sites, it appears that people were mobile within and between the
Scandinavian kingdoms and the armies were of mixed composition (Price et al. 2011,
Abrams 2012; Chenery et al. 2014, Lavelle and Roffey 2016; Croix et al. 2020). This has
been noted during the later raids in England where the Vikings were often of a variety of
nationalities (Pollard et al. 2012; Chenery et al. 2014; Loe et al. 2014b; Hadley and
Richards 2016).
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The king was the highest in the social structure and would have control over chieftains,
or jarls, who would in turn have a band of warriors from the free men, the karlar, in his
region (Graham-Campbell 2001). The basic armed group of Vikings which was
considered the core part of an army was a lid (Raffield et al. 2015). The backgrounds of
the individuals could have been diverse, but there would often have been kinship ties or
pre-existing links within the group. The size of the lid would depend on the power and
wealth of the leader (Raffield et al. 2015). The mixed regional background in the groups
would lead to the need of a collective identity or cause (Abrams 2012).

Between the 9" and 11™ centuries, the Vikings left their homelands to explore, both west
and east. By the end of the 11" century, most of the exploration had stopped and they
had settled and mixed into the local populations. The motivations for the migrations are
thought to be complex and theories such as portable wealth, climatic changes, political
factors, population pressures, and the search for bridewealth’ have been suggested
(Wormald 1982; Richards 2000; Graham-Campbell 2001; Barrett 2008; Brink 2008;
Williams 2008; Ashby 2015; Gore 2016) (for further discussions on the motivations
behind these migrations, see Appendix B and see Barrett 2008; Abrams 2012; Ashby
2015).

Regardless of the main motivation for the migrations, individuals would have their own
personal motivations for going as well (Ashby 2015). Stories of the successes of the
preliminary raids would likely have spread, possibly with exaggerations, and become a
catalyst for subsequent ventures (Ashby 2015). The increasingly large raids may have
been what led to settlement. Although the Vikings are often thought of as being further
north in England, their interactions and impact with the south and especially Wessex will

be discussed here.

3.3 The Viking Invasions of Britain and Wessex

Vikings were present in the south of England, including Wessex at times (Loyn 1977).
However, they were mainly known for having settled in the north and east of Britain, in
an area that would be termed the ‘Danelaw’, thus making the findings of the Weymouth
Vikings highly unusual, not only for the amount of trauma present, but for the location as
well. Overall, the Viking attacks on England can generally be thought of in two waves;
those that occurred prior to 900 and those that occurred after 900 (Lavelle and Roffey
2016). The years following the Vikings’ arrival in Britain were tumultuous, with periods of
calm interspersed with periods of warfare and raiding (Loyn 1977). The size of the Viking

war bands and armies that came to England is debated (see Wormald 1982).

The initial attacks often targeted religious sites because they were both wealthy and
poorly defended (Wormald 1982; Richards 2000; Williams 2008). The first recorded raid
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was at Lindisfarne off the coast of present-day Northumberland in 793 followed by
another raid the subsequent year (Swanton 1996; Richards 2000; Graham-Campbell
2001; Downham 2008; Raffield 2020). These events are often considered the start of the
Viking Age (Brink 2008). Although not in the form of a raid, it is probable the Vikings were
encountered prior to that in the south of England. There are records of three ships
appearing near Weymouth or Portland (Dorset) in approximately 789 (Cunliffe 1993;
Yorke 1995; Swanton 1996; Richards 2000; Graham-Campbell 2001; Downham 2008;
Gore 2016). The crew of these ships killed the reeve from Dorchester (Dorset) who had
come to greet them and ask them to come to the town, erroneously thinking they were
traders (Cunliffe 1993; Richards 2000; Yorke 2013; Gore 2016; Lavelle 2016). There is
also mention of Offa, King of Mercia making arrangements for the defence of Mercia
against ‘pagan people’ though their origins are not mentioned and therefore it cannot be
definitively stated that they were Vikings (Richards 2000). For almost half a decade after
that, the ASC is silent in regards to Viking attacks (Downham 2008).

From about 830, the Viking raids would typically be of a ‘hit-and-run’ style and were wide-
ranging in scale, with anywhere from 30 to 350 ships of Vikings landing (Cunliffe 1993;
Downham 2008; Williams 2008). For the better part of the next century, Wessex is
mentioned as a location of repeated attacks with both Anglo-Saxon and Viking victories
recorded (Swanton 1996). Over time, the nature of the raids would change and larger
forces led by earls and kings would arrive (Williams 2008). The Viking Great Army (se
micel here), landed in East Anglia in 865 and, for the first time, the army itself
overwintered on mainland England (Cunliffe 1993; Graham-Campbell 2001; Richards et
al. 2004; Downham 2008; Gore 2016). The overwintering of the entire army was an
important point as it meant for the first time that the seasonal raids no longer needed to
be seasonal and could happen at any point and by 870, the Great Army had set its sights
on Wessex leading to several battles and skirmishes in the south-west of England
(Williams 2008; Gore 2016; Hadley and Richards 2016).

In the late 9" century, a treaty between King Alfred of Wessex and Viking leader
Guthrum, aptly named the Treaty of Alfred and Guthrum or sometimes the Treaty of
Wedmore, was created and Guthrum converted to Christianity with Alfred as his sponsor
(Cunliffe 1993; Yorke 1995; Richards 2000; Abels 2008; Graham-Campbell 2001;
Downham 2008; Hadley and Richards 2016). This treaty also set out the area that was
later referred to as the Danelaw. This area was under Viking rule and it was the area
where most Scandinavians settled (Buckberry et al. 2014; Loe et al. 2014b, Raffield
2020). Although not all was peaceful, a time of comparative calm followed this (Yorke
1995; Swanton 1996; Gore 2016).
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Following Alfred’s death in 899, the Viking invasions stopped for a while and the Anglo-
Saxon kings were able to reclaim control of the Danelaw (Richards 2000; Abels 2008;
Downham 2008). However, in the early 10" century, renewed attacks are recorded,
increasing the frequency towards the end of the century. These incidents were different
in nature to the hit-and-run raids from over a century early; these were conducted by
large armies, campaigning to take over kingdoms (Downham 2008). Wessex, especially
eastern Wessex, suffered greatly during the last decades of the 10" century (Yorke 1995;
Loe et al. 2014b). The Isle of Wight became a favoured base for the Vikings as they
pillaged (Cunliffe 1993; Loe et al. 2014b). There were continued attacks on various towns
in all shires of Wessex (Cunliffe 1993). It is sometime during this ‘second wave’ that the
Weymouth Ridgeway Vikings were killed (Loe et al. 2014b). All of this culminated around
1016 after years of attacks by Swein Forkbeard of Denmark (also written as Sveinn) and
later his son Cnut (also written Knut or Knutr). Cnut was crowned king of all of England
in 1016 and divided it into four earldoms; Northumbria, East Anglia, Wessex, and Mercia,
keeping Wessex for himself (Yorke 1995; Lund 2008; Williams 2016b) (for further detail
about the 9™-11" century Viking raids on England, please see Appendix B).

These events mark the end of the second wave of Viking invasions. The Vikings did play
a role in some of the battles of the Norman Congquest later in the 11™ century, but most
of the Scandinavians who had come to settle new land has successfully integrated into
society by that point (Richards 2000; Graham-Campbell 2001). Therefore, 1066 can be
said to be the end of the Viking Age in Britain (Brink 2008). Their part in the history of
Britain and the regions they settled can be seen in isotope analysis of human remains,
in current DNA mixtures, and in place names (Budd et al. 2003; Goodacre et al. 2005;
McEvoy and Edwards 2005; Fellows-Jensen 2008).

3.3.1 The Impact of the Viking Raids in Wessex

As rightly noted by Lavelle and Roffey (2016), there was no ‘Danish Wessex’ or ‘Viking
Wessex’, and generally, there is not the same evidence of Viking presence in Wessex
as in the Danelaw. However, there were Vikings landings and attacks in Wessex and the
fact that they were well-recorded suggests they had a major impact (Yorke 1995). So,
although the settlement never occurred to any notable extent, the Vikings were a
constant presence or threat for almost two centuries (Kershaw 2016). They caused the

disruption of local and international trade with their attacks on ports (Yorke 1995).

There are some signs of Scandinavian culture seen in Winchester, such as the burials
of Cnut and his family (Biddle et al. 2016). However, Roffey and Lavelle (2016) note
there were anti-Viking sentiments in London due to some of the battles in the second
wave of Viking attacks. Therefore, it is possible that with Wessex having suffered in the

campaigns, it might not have been a particularly inviting place for Scandinavians to settle.
92



Despite this, there is evidence of Scandinavians, Scandinavian descendants, or people
given Scandinavian names being appointed to fairly high positions within Wessex or
being significant landowners, the latter especially seen in the Domesday book (Lewis
2016; Roffey and Lavelle 2016; Williams 2016a). Unfortunately, it is usually difficult to
definitively distinguish between those three groups. Additionally, Scandinavian influence
can be seen in English politics, administration, and society shortly after the Viking Age
in England (Williams 2016b). Soon after the Viking raids and settlement, there was
another conquest of Britain by the Normans, which could have also masked or obliterated
Viking influence (Lewis 2016).

Additionally, Scandinavian influence is seen in some material culture in Wessex
(Kershaw 2016). The artefacts do not all look like they were produced in Scandinavia or
by Scandinavians, but the fact that the style was adopted does attest to the influence
that the Vikings had on Anglo-Saxon culture (Kershaw 2016). Metal finds such as dress
accessories, rings, foreign coins, ingots, and weights have been found and reported on
through the Portable Antiquities Scheme (Kershaw 2016). Over-interpretation of these
finds must be avoided; when they were deposited is not known, and therefore it cannot
be said what the motives were for their creation or if they may have been traded with
people from the Danelaw. Scandinavian culture may have been associated with honour
and military prowess and therefore some of the material culture in Wessex that has

Scandinavian influences may have been adopted due to that (Roffey and Lavelle 2016).

3.3.2 St Brice’s Day Massacre

One notable incident in Anglo-Saxon and Viking relationships is the St Brice’s Day
Massacre. On the 13" of November 1002, King ZAthelred ordered all Danish men in
England be killed, presumably as a response to the increasing Viking campaigns and
increasing price of the Danegeld (Williams 1986; Richards 2000; Durrani 2013). The
exact nature of what he meant by this is unclear, but scholars generally interpret this as
targeting war bands and mercenaries rather than the Scandinavian population that had
integrated itself into the native population living in the Danelaw (Richards 2000). There
is generally little evidence to the outcome of this proclamation, however, there have been
two mass graves found with male Viking remains that date roughly around this time and
some speculation is that they were related, though this cannot be known with certainty
(Durrani 2013). The former of the two presents a more likely candidate (Chenery et al.
2014; Roffey and Lavelle 2016). It is the St. John’s College (Oxon) mass grave dated to
960-1020 and contained 37 people, one of whom was decapitated and many of whom
exhibited trauma around the time of death. They appear to have been running away
rather than defending themselves (Pollard et al. 2012). The Weymouth mass grave,

discussed more fully in Chapter 5, dates to 970-1025 and contains a minimum of 52
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systematically decapitated individuals with their heads placed to the side of the pit
(Chenery et al. 2014; Loe et al. 2014b). Many of them exhibit defensive sharp force
trauma and osteological evidence shows their decapitations were exceedingly brutal in
some instances. There are speculations that they may be captured prisoners from a
raiding party or a ship’s crew rather than the victims of Athelred’s proclamation, though
the latter is still a possibility (Chenery et al. 2014; Williams 2015; Lavelle 2016).

3.4 Viking and Anglo-Saxon Bladed Weaponry

A variety of weapons were used in the 10" and 11" centuries. These included swords,
spears, bows and arrows, seaxes, and axes (Underwood 1999; Pedersen 2008; Williams
2014). Similar equipment was used by both sides at that time (Williams 2014). Although
horses may have been used as transport, evidence suggests battles and skirmishes
were not fought on horseback (Ayton 1999). Similar to the evidence of the Viking
presence in England, the evidence of weaponry in Anglo-Saxon England is from
contemporary written sources, from archaeological finds, and from artistic depictions
(Williams 2014). Recent studies have been investigating Viking and Anglo-Saxon
weaponry through modern techniques, such as radiography and neutron imaging (e.g.
Fedrigo et al. 2018; Murasheva et al. 2021). In this study of the Weymouth Ridgeway
Vikings, the bladed weapons of each faction, specifically the swords, are of the most

interest and therefore will be the focus of the next sections.

3.4.1 Swords

The sword was widespread in both Scandinavia and England during the Viking Age
(Williams 2014). Over 2000 survive, dating from 800 to 1050 (Figure 31) (Fedrigo et al.
2017). For both communities, having a sword was a sign of prestige (Underwood 1999;
Pedersen 2008; Thiele et al. 2014; Hjardar and Vike 2016; Fedrigo et al. 2018). There
are a variety of sword typologies and the sword underwent changes throughout this time.
Some raw materials might have been locally mined and some imported through wide-

reaching trade networks (Fedrigo et al. 2017).
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Figure 31: Some examples of Vikings swords that have been found (in chronological
order from left to right: Type C, Type F single-edged, Type K, Type M/Q, Type P, Type
T, and Type X, from the Scientific Museum in Trondheim and Historical Museum in Oslo;
Hjardar and Vike 2016, p.170)

3.4.1.1 Sword Materials

There are many metallurgic studies of iron and steel and their use in swords, but the
important characteristics of the main materials in swords are worth noting here (see Lang
and Williams 1975; Williams 2007, 2009, 2012; Wadsworth 2015; Fedrigo et al. 2017).
The first important differentiation is between iron and steel. Generally, if a ferrous alloy
contains over 0.2 wt% of carbon, it is considered a steel (Thiele et al. 2014). Iron is
anything less than that though it can contain variable levels of other elements, such as
phosphoric iron, which is more than 0.1 wt% phosphorous (Thiele et al. 2014). They all

provide different levels of hardness with steel being the hardest.

Steel can also be classified based on the amount of carbon (C) in it. When the C content
is around 0.8 wt%, it is called eutectoid steel and when there is over 0.8 wt% C content,
it is hypereutectoid steel (Williams 2012). These are both very hard steels able to
produce excellent blade edges. Steels of this quality were usually produced through the
crucible method and were thought to be beyond the capabilities of many Anglo-Saxon

and European smiths of the time.
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Bloomery iron and steel are created through heating iron ore in small furnaces with
charcoal (Williams 2007, 2009). This was the standard way of producing iron and steel
in Europe in the early middle ages with technology becoming more efficient over time
(Williams 2009, 2012; Fedrigo et al. 2017). Crucible steel was produced in Asia and it
was a better steel with less inclusions (Williams 2007, 2009). It could be created by using
sealed crucibles to heat iron and charcoal or cast iron (Williams 2007, 2009) Crucible
steel could be moved through trade in the form of ingots (Williams 2009). These could
then be forged into blades. Damascus steel begins as crucible steel and is cooled in
such a way that the structure of the steel produced patterns, often described as ‘watered
silk’ (Maryon 1960b; Williams 2007, 2009). This pattern looks similar to pattern-welded

swords however this steel was not common to Europe at this time (Williams 1977).

Steel could be quenched in cold water which would increase the hardness of the blade
(Williams 1977; Underwood 1999). However, this would often increase the brittleness of
the metal as well, a characteristic not desirable in swords and not required with high
guality steels (Williams 2007, 2009, 2012). If steel is re-heated in a separate process, it
is then considered tempered.

3.4.1.2 Sword Characteristics

The swords that were made were either single- or double-edged, though the latter is
more common (Pedersen 2008; Williams 2014). They would need to be the right
combination of hard, tough, and flexible (Lang and Williams 1975; Hjardar and Vike 2016;
Williams 2012). In some instances, edges were forged on, having been treated
separately from the rest of the blade. This would be done in order to make the edges
harder (Williams 2012). This sometimes led to blades with sufficiently hard edges, but
the edges would not last long once sharpened a few times (Williams 2009; Williams
2012).

Earlier blades were shorter and wider, but by the turn of the first millennium, most swords
used by both the Anglo-Saxons and the Vikings would have been thinner, tapered
towards the tip, and roughly 90cm long (Underwood 1999; Pedersen 2008; Williams
2014; Fedrigo et al. 2018). There was usually a groove, called a fuller, down the long
axis of the blade to lighten it without altering the effectiveness of the weapon (Pedersen
2008). The swords would be balanced in their weight but were typically better designed
for cutting than thrusting. They would have been one-handed weapons able to inflict
considerable damage (Wiliams 2014). Whilst not providing the same level of
concentrated force as an axe, they would have provided a straighter cut. In Williams’
(2014) opinion, a sword from this era would have been capable of beheading someone,

though multiple blows may have been necessary.
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There were generally two categories of swords; those made with many pieces of metal
twisted and forged together and those made with only a few or one piece of metal
(Wadsworth 2015). The former was best exemplified by pattern-welding, which was
prominent between the 3™ century and the 10" century with a peak in the 7" century
(Maryon 1960a; Lang and Ager 1989; Underwood 1999; Williams 2012; Fedrigo et al.
2018). Pattern-welded blades were made up of multiple bars of iron with different levels
of carbon or phosphorous (Fedrigo et al. 2017). These would be twisted and hammered
together to create a pattern (Maryon 1960a; Lang and Ager 1989; Hjardar and Vike 2016;
Fedrigo et al. 2018). Sometimes the entire blade except the edges were pattern-welded,
and in other cases, pattern-welded plates would be welded over an iron core (Williams
1977; Lang and Ager 1989; Underwood 1999). This style became less popular as the
use of decorative inlay increased and swords started being made out of fewer pieces of
metal (Williams 1977). Pattern-welding was originally said to be a functional aspect as it
provided the optimal combination of strength and flexibility (Lang and Ager 1989).
Whether this provides a stronger blade or not has been debated (Lang and Ager 1989;
Williams 2014). There is more evidence now that these blades would have been of lesser
quality than those made of fewer pieces of steel and thus were replaced by those of the
latter style (Edge and Williams 2003; Williams 2012; Thiele et al. 2014; Fedrigo et al.
2018). Pattern-welded swords may have initially been the best quality blades, but with
the progression of time and technology, their use appears to have become more of an
aesthetic choice (Thiele et al. 2014; Fedrigo et al. 2018). However, talented smiths
should have been able to make pattern-welded swords good regardless (Lang and Ager
1989).

Most of the typology of swords around this era is based on hilt design (Williams 2014).
Petersen created a typology in the early 20" century that is still in use today (Figure 32)
(Petersen 1919; Pedersen 2008). It provides some indication of the dates of the swords,
but only about the last time they were re-hilted and therefore the utility of this typology is
debated (Astrup and Martens 2011; Williams 2011). Swords may have been used for a
long time if good quality, with their owner changing the hilt when it required replacing or
when the style changed. Mostly the decoration on the swords can give an indication of

the background, however there are examples that show a mixture of artistic styles.
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Figure 32: An illustration of Petersen’s 1919 sword typology (Hjardar and Vike 2016,
p.169)

Differentiating between Anglo-Saxon and Viking swords can be difficult. The guard that
protects the hand is one method that some use. Curved guards are common on Anglo-
Saxon weaponry whereas continental weapons usually have a straight guard (Wilson
1965). Anglo-Saxon swords are less likely to have a grip encased in metal or with a
patterned wire binding compared to Viking swords (Wilson 1965). One other
characteristic that seems to geographically differentiate swords is the fuller (Walton
1995). Continentally it was usually ground into the blade whereas on insular examples it
was usually created through forging (Walton 1995). From the swords in current
collections, it seems the use of crucible steel was a continental trait, though still a rare
one (Williams 2012). Inscribed swords can sometimes help with the origin because the
inscription may identify the workshop, however imitations of these blades were made in

various other locations.

3.4.1.3 Ulfberht Swords
One specific type of sword that must be discussed is the Ulfberht swords and
contemporary copies. These were originally Viking weaponry and over 100 variants of

this type of high-quality sword have been found around the Baltic (Williams 2009;
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Williams 2012). They were produced from the 8" to 11" century and their rise and fall
coincides with the rise and fall of trade to the Middle East along the Volga (Williams 2009;
Hjardar and Vike 2016; Fedrigo et al. 2018). They are all inscribed and the accuracy of
the inscription often correlates to the quality of the actual blade (Williams 2012). There
appears to have been one main workshop making the highest quality hypereutectoid
blades with the same inscription; +VLFBERH+T (Figure 33) (Williams 2009, 2011,
Fedrigo et al. 2018).

Figure 33: An example of an Ulfberht sword (sword # A2 from Stuttgart, amended from
Williams 2009, Fig. 1, p.146)

A secondary workshop copied the appearance using metal of almost the same high-
quality, though all those swords have transposed letters, reading +VLFBERHT+
(Williams 2009). Both these sets of swords, especially the former, were of extremely high
quality and would have been expensive (Williams 2012). Due to that, there are many
copies of the Ulfberht swords, some with steel cores and some with iron cores, but all

with the edges welded on. They are of variable quality as well as of variable inscription.

3.4.1.4 Sword Corpuses

More detail about Early Medieval swords can be found in Lang and Ager (1989), Edge
and Williams (2003), Williams (2012), and most recently Brunning (2019). Ulfberht
swords are discussed in depth in Williams (2007, 2009). For a presentation of the detall
around Anglo-Saxon sword finds, Wilson (1965) and Davidson (1998) are

recommended.

3.4.2 Axes and Seaxes

Axes found in archaeological contexts are not often able to be differentiated between
tools and weapons (Williams 2014). There are a range of sizes, from small single-handed
axes to large double-handed ones (Figure 34). Axes are seen in both Anglo-Saxon and
Viking contexts, though it is unclear if the use of axes in warfare pre-dated the arrival of
the Vikings or not (Williams 2014). They are seen in some contemporary art depicting

battles, but are not mentioned in the literary sources from some of the battles around
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that time (Williams 2014). All free Viking men could carry an axe (Pedersen 2008; Hjardar
and Vike 2016)
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Figure 34: Anillustration of Petersen’s 1919 axe typology (Hjardar and Vike 2016, p.163)

Seaxes were typically single-edged knives (Williams 2014; Hjardar and Vike 2016). They
may have been used for fighting though it is speculated that they may have been tools
primarily, going everywhere with their owners, even in to battle (Underwood 1999). Their
dimensions are variable and they would not have been the primary fighting weapon
though the use of it may have been more flexible in battle situations, especially when in
close-quarters (Williams 2014). By the 10" century, it seems likely that these were not

being used as battlefield weapons anymore but rather for hunting (Williams 2014).

3.4.3 Armour and Shields

Although of less import in this study, brief mention must be made of the armour that
would have been seen conventionally. Shields would have been the most common
defensive weapon for both Vikings and Anglo-Saxons and were required of any man
going on a Viking journey (Underwood 1999; Pedersen 2008; Williams 2014). They
would have been circular or kite-shaped, made of wood with a metal shield boss likely
with reinforced rims (Figure 35) (Graham-Campbell 2001; Pedersen 2008; Short 2014;
Hjardar and Vike 2016). An internal handle would have allowed the shield to be used
with one hand whilst a weapon held with the other. Although they were reliable, both
information from the sagas and experimental evidence suggests shields could be
breached with enough repeated force (Short 2014).
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Figure 35: An example of a round Viking shield covered with leather (Hjardar and Vike
2016, p.184)

Helmets are widely seen in artistic representations, but rarely in the archaeological
evidence (Pedersen 2008; Williams 2014). They were likely roughly conical with a piece
of metal protecting the nose, but little other protection for the face. There is also some
speculation they may have been made of boiled leather and therefore not survived in the
ground (Williams 2014). The mail shirt was the most common form of body protection
though still very expensive (Hjardar and Vike 2016). There was likely a form of padding
under the mail shirt to make it able to absorb more force.

The combination of mail, helmets, and shields would have provided a lot of protection to
the body though the weapon arm, the lower head and neck, and lower legs were possibly
still vulnerable (Williams 2014). In addition, hard blows would have likely still caused
trauma to the protected areas (Williams 2014). Additionally, it is unlikely that every Anglo-
Saxon warrior would have had this level of protection and there is no artistic
representation of the Vikings using any mail shirts (Williams 2014). Helmets and mail are
not seen in any Viking codes so the procedure with exactly who would have been able

to obtain such armour is unknown.

3.5 Summary

Britain was an unsettled place throughout the 8" and 11" century. After large changes

following the withdrawal of the Roman military and the invasions of the Germanic tribes,
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the country was subjected to repeated and unrelenting attacks from Scandinavian
Vikings for over two centuries. A first wave of Viking attacks was successfully halted after
many battles and skirmishes and many Vikings settled and integrated peacefully in the
Danelaw. The region was retaken by the Anglo-Saxons only for a second wave of
incursions to begin. In the early 11" century, this resulted in England gaining a Viking
king in the form of Cnut. The settlement of Vikings in the north and east of England was
not reflected in the south despite the latter having been subjected to raids as well. The
Vikings and the raids on England were an important period in time as kingdoms grew,
fought, changed, flourished, and fell, eventually leading to a country united under one

king.

The weaponry at the time for both the Anglo-Saxon and Vikings is fairly well-documented
through texts, imagery, and archaeological findings. The swords were sharp and
powerful; they were more than capable of causing significant damage. Shields were the
most common defensive measure and although they were effective, they were not
infallible. This information coupled with the historical background helps set the framework
through which any interpretations of the events surrounding the Weymouth Ridgeway

Vikings and their trauma must be analysed.

The Weymouth Vikings present a rare opportunity to study Viking remains in Wessex; a
region which, despite having several noted Viking incursions, does not have substantial
archaeological evidence of a Viking presence, perhaps due to the lack of Scandinavian
settlement in the area. Therefore, any additional information that can be gathered about
this collection in this study will help add to understanding the region during this period.
This is also an opportunity to learn more about the capabilities of Viking weaponry. This
chapter, focused on the historical background to the Viking Age in England, primarily
addressing Obijective 1 (Section 1.3.1) as well as laying a foundation for the synthesis of

the findings in later chapters (Objective 9):

- The Vikings had an important impact in parts of England outside of the Danelaw

- Although there were times of peace, there were often violent confrontations
between factions during this time

- Theweaponry in use at the time could be very high-quality and having a collection
such as the Weymouth Ridgeway Vikings allows for the exploration of the impact
of such weapons

- The discovery of a mass burial of Vikings in Dorset was unexpected and presents
the opportunity to learn more about the impact of the Vikings in Wessex (see
Chapter 9)
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4 Trauma Analysis

When the term is used in physiological, or specifically osteological contexts (as opposed
to describing psychological phenomena) several definitions of trauma can be found in
the literature. According to Lovell (1997, p.1139) trauma is any “...injury to living tissue
that is caused by a force or mechanism extrinsic to the body”. Roberts (2000, p.337)
states trauma can be considered “...any bodily injury or wound and it may affect bone,
soft tissue, or both”. Overall, these descriptions can be summarised by saying that
trauma occurs when there is an injury to living tissues through the transfer of energy from
an external force (Cohen et al. 2012). The current chapter focuses on skeletal trauma
and starts by examining some of the biomechanical properties of bone and the different
categorisations of trauma used in order to effectively research the Weymouth Ridgeway
Vikings. Due to the nature of the collection, the primary focus is sharp force trauma, the
current types of studies done, and the interpretations that can be made. It then concludes
by looking at deviant burials, specifically those with decapitation injuries or sites with
mass graves. When regarding trauma analysis in human remains, there are many
different terms that are used in various forensic and osteoarchaeological contexts. As
noted by Symes et al (2001, p.406), “It is critical that anthropologists are aware of
differences between anthropological and medical language and theory and how these
differences affect process and outcome in a legal setting”. Within this chapter, it is
endeavoured to provide a variety of the most common terms, before one is used for

consistency in the rest of the thesis.

4.1 Skeletal Trauma

As described by Waldron (1996), trauma can be divided in two over-arching categories
based on circumstance: accidental trauma and deliberate trauma. Falls and unintentional
injuries would be part of the first category, whereas situations like fights, assaults, battles,
or judicial punishment would be part of the latter. The difference between them in the
osteological record can sometimes be hard to determine though there are certain
patterns that osteologists and forensic anthropologists look for in skeletal remains
presenting with trauma which can be revealing about the events that occurred (Cunha
and Pinheiro 2016).

Some of the most important considerations when analysing trauma are the timing of the
trauma, the number of wounds, the location and sequence of them, and their
characteristics (Kranioti 2015). The development of trauma analysis in palaeopathology
has been shifting from just identifying and describing what is found towards interpreting
that trauma in a wider social, cultural, and environmental context as well as looking for

temporal and geographic patterns (Lovell 1997). Since then, there has been some recent
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shift back towards describing individuals and their injuries as detailed case studies,
although wider interpretations are still a vital part of these studies (e.g. Appleby et al.
2015; Cohen et al. 2015; Giuffra et al. 2015; Valoriani et al. 2017; Vazzana et al. 2018).

Trauma caused by sharp objects will be the focus for this chapter beginning in Section
4.1.4, however some background information on trauma must be provided for a

comprehensive understanding.

4.1.1 The Biomechanical Properties of Bone in Relation to Trauma

Overall, living bone is relatively pliable due to its organic components, specifically
collagen (Sauer 1998; Pechnikova et al. 2011; Symes et al. 2012). This organic structural
element provides tensile strength, whilst an inorganic component formed principally of
hydroxyapatite crystals gives bone compressive strength (Symes et al. 2012; Loe 2016).
Bone is also comprised of moisture, fats, and vasculature, all of which affect how it reacts
to force (Figures 36 and 37) (Nawrocki 2016). These properties mean that the bone will
react in certain ways and fail in somewhat predictable patterns when force is applied.
Bone is considered anisotropic because it can respond differently to different forces
(Symes et al. 2012; Loe 2016).
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Figure 36: A diagram of the structure of the epiphysis and diaphysis (amended from
Marieb et al. 2014, Fig. 4, p.152)
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Figure 37: A diagram of the microstructure of a bone (amended from Marieb et al. 2014,

Fig. 7, p.156)

The understanding of biomechanical factors can be key in the interpretation of trauma
(Ubelaker and Montaperto 2013). In its most basic form, trauma is recognisable on a
bone if enough force was applied that its structure yielded (Figures 38 and 39) (Kieser

et al. 2013).
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Figure 38: A stress-strain graph of bone showing the elastic and plastic portions before

complete failure (amended from Kieser et al. 2013, Fig. 2.4, p.15)
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Figure 39: An example of how hypo- and hypermineralised bone effects the force

required to cause deformation (amended from Kieser et al. 2013, Fig. 3.2, p.40)

The appearance of skeletal trauma is directly related to the amount of force and the area
over which that force is spread (Cohen et al. 2012). There are both intrinsic and extrinsic
factors that must be considered when interpreting how bone may have reacted to trauma
(Table 4) (Berryman and Jones Haun 1996; Symes et al. 2012). There are five main
mechanical loads that can affect bone: compression, tension, shear, torsion, and
bending (see Figure 40 for how they can operate alone and in combination) (Martin and
Harrod 2015).

Table 4: Factors that impact how trauma affects bone

Intrinsic Factors Extrinsic Factors
- Age - Magnitude of the force
- Sex - Type of force
- Nutrition and health status - Speed the force is applied with
- Morphology of the bone - Duration of the force
- Thickness of the cortical bone - Rate of loading of the force onto the
- Mineral-to-collagen ratios bone

- Capacity of the bone to absorb energy
Berryman and Jones Haun 1996; Lovell 1997; Wheatley 2008; Ubelaker and Montaperto 2013;
Bartelink 2015; Martin and Harrod 2015; Cohen et al. 2017
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Figure 40: Different types of force that can act on bone to cause fractures a)
compression, b) tension/compression: bending, ¢) compression: impaction, d) tension,

e) simple, f) shear, and g) torsion (amended from Kieser et al. 2013, Fig. 3.13, p.53)
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These are all factors that can change the appearance of trauma and therefore
understanding the effects of each can aid in the interpretation of events related to skeletal
damage. For example, a force inflicted by a blade will look different than one inflicted by
a baseball bat. Despite this, some caution needs to be exercised because the properties
of that specific bone when it was alive are not fully known, thus adding a challenge to
the reconstruction of events (Boylston 2000). This does not mean interpretations cannot
be made; it simply means that they must be made with caution and over-interpreting the

trauma must be avoided (see Section 4.1.7).

4.1.1.1 Fractures

Fractures occur when forces are exerted on a bone to a degree that it can no longer
maintain its functional integrity and it cracks (Roberts 2000; Cunha and Pinheiro 2016).
This can either happen with repetitive loading over a long period of time or a large single-
impact force (Pechnikova et al. 2011). Once the force is greater than can be dealt with
by bone’s elastic deformation, any deformations that occur are considered plastic and
are permanent (Figure 41) (Berryman and Jones Haun 1996; Berryman and Symes
1998; Symes et al. 2012).

Stress (o)

Strain (g)

Figure 41: A detailed version of the stress-strain graph for biological materials; a) the
proportional limit where the relationship stops being linear, b) the elastic limit where the
maximum stress can be applied without permanent deformation, c) the yield point where
deformation starts to occur with relatively little extra added stress, d) the point where the
material reaches its ultimate strength before failing, and f) the failure point which can be

different for each material (amended from Kieser et al. 2013, Fig. 2.5, p.15)

Bone tends to be stronger under compression. Usually, the bone under tension will
fracture first, however in some cases the areas under tension and compression will fail
simultaneously, especially in cases with multiple forces present (e.g. shear),
exemplifying how different mechanical loading can cause different fracture patterns

(Figure 42) (Berryman and Jones Haun 1996; Berryman and Symes 1998; L'’Abbé et al.
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2015). On their own, fractures do not necessarily equate to violence as many causes

can be accidental (Martin and Harrod 2015).

Figure 42: Different fracture patterns that can result using a long bone as an example a)
transverse, b) oblique, c) spiral, d) butterfly, €) comminuted, f) impacted, and Q)

greenstick (amended from Kieser et al. 2013, Fig. 3.13, p.53)

The energy that causes a bone to fracture will radiate until it dissipates (Galloway et al.
1999). Overall, the force that fractures the bone will follow the path of least resistance
away from the site of impact often through the thinnest bone of that area. For example,
there are areas of buttressing in the skull (midfrontal, midoccipital, posterior temporal,
and anterior temporal) that a fracture generally tends to stay between and this often
results in the fracture being directed to a fossa (Berryman and Jones Haun 1996;
Berryman and Symes 1998; Cohen et al. 2012). This tendency to follow the path of least
resistance means fractures will also tend to follow the grain of the bone. Similarly, they
will change directions or dissipate at natural points of weakness, for example along the

sutures of the skull (Berryman and Symes 1998; Kranioti 2015).

Importantly, fractures will also not cross previously created discontinuities because the
energy will dissipate into these pre-existing fractures (Lovell 1997; Berryman and Symes
1998; Loe 2016; Nicklisch et al. 2017). Therefore, fracture patterns and their
interpretations can be very important for sequencing the order of multiple weapon strikes
(Berryman and Symes 1998; Bartelink 2015; Love 2015). Although usually thought of
more for studies of blunt force trauma, sharp force trauma can produce radiating
fractures sometimes as well (see Section 9.3 for further discussion). Lovell's (1997)
seminal article on trauma analysis in palaeopathology has an extensive description of
the variety of fractures that are commonly found in archaeological material and the

important information to obtain from them.

4.1.1.2 Mechanisms of Injury

There are four mechanisms of injury that can cause fracturing of the bone: direct trauma,
indirect trauma, stress, and pathology (Lovell 1997). Direct and indirect trauma cannot
be differentiated if only skeletal remains are present (e.g. L'Abbé et al. 2019). The

fractures that are caused by each are summarised in Figure 43.
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Mechanism of Injury Direct Trauma Indirect Trauma
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Figure 43: A flowchart showing the four mechanisms of injury (amended from Lovell 1997, Table 2, p.141)
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4.1.2 Interval of Trauma

The timing of when the trauma occurred is vital to the interpretation of events surrounding
the life and death of an individual (Sauer 1998; Coelho and Cardoso 2013). There are
three phases: ante-mortem, peri-mortem, and post-mortem (Figure 44) (Galloway et al.
1999; Kranioti 2015; Fleischmann 2019). There is some overlap between these phases,
however bone reacts distinctly and differently in each phase (Boylston 2000; Symes et
al. 2001). In certain instances such as some forensic contexts, the terms ‘wet’ or fresh’
and ‘dry’ bone is preferred over peri- and post-mortem respectively, however, due to the
archaeological nature of the collection in this work, the latter terms are used (e.g. L’Abbé
et al. 2015; Fleischmann 2019; Symes et al. 2001, 2014).

| e

Figure 44: Images of fractures: a) healed ante-mortem (femur), b) peri-mortem (femur),

and c¢) post-mortem (tibia)

Ante-mortem trauma happens prior to death and is not connected with the sequence of
events leading to death (Cunha and Pinheiro 2016). Often this is differentiated by
evidence of healing, remodelling, infection, or necrosis at the site of injury, indicating at
least short-term survival (Lovell 1997; Sauer 1998; Galloway et al. 1999; Cohen et al.
2012; Lukasik et al. 2019). The appearance of new bone formation or the rounding and
blunting of edges of a traumatic lesion is indicative of healing (Boylston 2000). Healing
starts fairly rapidly, however it does not become macroscopically visible for a couple
weeks and can vary based on factors such as age, type of injury, and health status,
making it difficult to determine the time between death and injury (Lovell 1997; Galloway

et al. 1999; Cunha and Pinheiro 2016; Nicklisch et al. 2017). There can be histologic,
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radiographic, or microscopic evidence of healing within two weeks of the injury (Loe
2016). This uncertainty also results in some overlap in the appearance of ante-mortem
and peri-mortem trauma. In such cases, context and historical background may help in

the interpretation of the timing of the trauma.

Peri-mortem trauma occurs at the time of death and may have contributed to that death
(Sauer 1998; Wheatley 2008). Since not all trauma is reflected on the skeleton, it is not
possible to definitively say whether a traumatic lesion was the sole cause of death, but
rather that it was involved in the sequence of events leading up to the individual’s death.
In this type of trauma, no healing will be seen (Cohen et al. 2012). Since fresh or wet
bone is pliable, it is able to absorb more stress before yielding and fracture margins tend
to be sharp, more irregular, and splintered (Sauer 1998; Wheatley 2008; Nawrocki 2016;
tukasik et al. 2019). Additionally, since bone tends to stain when buried, fractured
surfaces that preceded burial are often the same colour as the rest of the bone surface
because they too have been directly exposed to the burial environment (Lovell 1997,
Sauer 1998).

Post-mortem ‘trauma’, or post-mortem damage, occurs from after the individual has died
and may be because of funerary rituals, disturbance of the burial, taphonomic damage,
or excavation and analysis (Sauer 1998; Galloway et al. 1999). Bone tissue starts to die
shortly after the death of a person which leads to difference in appearance of fractures
that subsequently occur. The loss of organic matter makes bone a lot more brittle in this
phase (hence the alternate term ‘dry’ bone) and alters fracture patterns and the stress-
strain graph compared to living bone (Lovell 1997; Roberts 2000; Dirkmaat et al. 2008).
The edges of post-mortem fractures are typically rectangular and more regular, though
the texture of them is often rough (Lovell 1997; Sauer 1998; Boylston 2000; Wheatley
2008; tukasik et al. 2019). Often the exposed cortical and trabecular bone of post-
mortem fractures is evenly lighter in colour and less stained or dirty because it would not
be exposed to the burial environment the same way as surface of the bone would have
been, especially if the damage occurred during excavation (Sauer 1998; Boylston 2000;
Slaus et al. 2012).

It is typically the most difficult to distinguish peri- and post-mortem trauma (Figure 44,
Table 5) (Cohen et al. 2012; Cappella et al. 2014). The differences in appearance
depend on whether the bone has or has not lost its organic component (Coelho and
Cardoso 2013; Cappella et al. 2014; L’Abbé et al. 2019). The bone may retain sufficient
organic characteristics for a couple weeks after death to cause any fracturing to appear
to have occurred on the bone whilst it was living. There have been some attempts to see
if there are microscopic differences, such as changes to how the fractures cross osteons,

however, no method has met with sufficient success yet (Pechnikova et al. 2011).
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Similarly, differences in most characteristics that have been examined between living
and dry bone are not statistically significant and thus cannot be used as a differentiation
method, and considerable variation has been found in how long bones retain their

organic components (Wheatley 2008; Coelho and Cardoso 2013).

Table 5: Features of peri- and post-mortem damage (amended from tukasik et al. 2019,
Table 2, p.285)

Morphological Trait Peri-Mortem Post-Mortem

Plastic deformation

Present Absent

Staining of the bone
fracture surface

Fracture surface

Similar to the rest of the bone surface

Clean and smooth

Different in colour than the
surrounding bone

Jagged/stepped edges

Fracture angle Obtuse/acute Right

Fracture outline Concentric and radiating Perpendicular or horizontal

Fracture margins Peeling or lifting Rough and uneven

Loading point Present Absent

Area adjacent to the
fracture site

Small bone fragments adhere to the
fracture site

Tendency to break into a number of
pieces

SFT appearance Straight lesions with flat, sharp, and

polished edges

Buikstrva and Ubelaker 1994; Anderson 1996; Bennike 2008; Wieberg and Wescott 2008; SWGANTH
2011; Slaus et al. 2012; Ubelaker and Montaperto 2013; Galloway et al. 2014; Symes et al. 2014;
L’Abbé et al. 2019

Straight lesion with rough edges and
walls

4.1.3 Types of Trauma

There are five general categories of bone trauma or damage used in forensic sciences:
sharp force, blunt force, projectile/ballistic, healing, and burned/thermal (Galloway et al.
1999; Kimmerle and Baraybar 2008; Cunha and Pinheiro 2016). Sharp force trauma is
the focus of this project and will be discussed in Section 4.1.4, whereas the blunt and
projectile/ballistic trauma will be briefly mentioned in the following sections. Blast trauma
is not discussed in this project and healed trauma is described above in ante-mortem
trauma. All of these have been studied in both archaeological and modern forensic or
experimental contexts as it is important to know how bone reacts to different impacts
when it is still living to be able to more effectively understand what traumatic lesions look

like compared to post-mortem damage.

4.1.3.1 Projectile/Ballistic Trauma

Projectile/ballistic trauma occurs when an individual is hit by a propelled object, such as
an arrow or a bullet (Sauer 1998; Cohen et al. 2012, 2015, 2016). There is a high amount
of energy transfer in this type of injury, much higher than what is seen in other types of
trauma. The amount of damage is usually dependent on the type and size of the weapon

or projectile and the velocity at which it travels (Dirkmaat et al. 2008; Cohen et al. 2012).
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The force usually starts off having a narrow focus and widens after first impact (Kimmerle
and Baraybar 2008). The wounds that are created on the bone are often bevelled and
fracture patterns radiate from the point of impact, although different types of bone can
present different fracture patterns (Figure 45). Depending on the location and the angle
of the projectile, both the entrance and exit wounds may be apparent and discernible
with the margins being bevelled internally and externally, respectively. Although objects
such as spears and lances could be propelled, the velocity they reach is not as high as
what is seen in projectile trauma, and therefore they are categorised differently (Section
4.1.4).

Figure 45: An example of projectile trauma (plastic cast skull): a) the anterior view of the
exit wound, b) anterior close-up, c) the posterior view of the entry wound, and d) the

posterior close-up

4.1.3.2 Blunt Force Trauma

Blunt force trauma (BFT) is caused by an individual being struck by an object with a wider
area of impact (Cohen et al. 2012, 2015; Slaus et al. 2012). It is usually a lower velocity
impact than projectile trauma (Kranioti 2015; L’Abbé et al. 2019). The range of items that
cause BFT on the skeleton is important to note; for example, an impact with a vehicle or
with the ground would result in BFT (Galloway 1999; Loe 2016; L’Abbé et al. 2015, 2019).

These injuries can be challenging to interpret, and the patterning of the fractures is
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important (Dirkmaat et al. 2008; Cohen et al. 2012, 2015). Depending on the force, the
cranium may exhibit characteristic radiating and concentric fractures, allowing the impact
point of the object to be determined (Berryman and Symes 1998). BFT can result in small
injuries but can still cause a lot of damage, especially if on the cranium (Figure 46).
Similar to projectiles, they can create fractures, but the centre will not usually be pierced
in the same manner, though it may result in a depressed fracture (Berryman and Symes
1998; Dirkmaat et al. 2008).

Figure 46: An example of blunt force trauma (plastic cast skull): a) the anterior view and

b) the close-up of the anterior view

4.1.4 Sharp Force Trauma

Sharp force trauma (SFT) occurs when an individual is hit by a weapon with a fine, sharp
edge such as a sword, a knife, or an axe. In these situations, a high amount of force is
directed along a thin, sharp surface, creating distinctive marks (Galloway et al. 1999;
Symes et al. 2001; Slaus et al. 2010; Slaus et al. 2012). Overall, this type of trauma is
usually intentional and inflicted by another person, therefore it is a good insight into what
types of violent activities may have occurred in society, what factors may have influenced
them, and what consequences might have been seen (Cohen et al. 2012; Judd and
Redfern 2012).

Due to the nature of SFT, it is good for testing metric or qualitative methods as it is usually
clear, well-delineated, and the edges are usually discrete if taphonomically untouched.
This project will focus on SFT from this point forth. Dentition is of a different composition
than bone and does not heal, therefore it is more difficult to determine when dental
trauma occurred compared to the death, however fresh fractures are distinguishable
from post-mortem modifications (Buikstra and Ubelaker 1994; White and Folkens 2005;
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see Clement 2016 for a discussion of forensic odontology). Due to this, it is not within

the remit of this study.

The defects caused by these sharp weapons are typically known as ‘cutmarks’ and they
generally have very distinct morphology (Table 6). Two types of morphology will be
described here, those that do not fully bisect a bone and those that do. The former was
termed ‘incised’ cutmarks or defects and the latter ‘shaved’ cutmarks or defects to aid in

differentiating.

Table 6: The description of the different components of a cutmark

Terminology Description
Cutmark - Defect left in a bone by a blade
Can be created through hacking, slicing, or stabbing motions
Sometimes called a “kerf” in studies

Floor - Bottom of the incised cutmark
Furthest point the blade travelled into the bone
Sometimes called “apex” in studies

Wall - Sides of the incised cutmark

Shoulder - Area on the surface of the bone that is adjacent to either side of the incised
cutmark

Edge - Where the wall meets the surface of the bone

Surface - Exposed, cut surface of shaved cutmarks

Boylston 2000; Cohen et al. 2012

Incised cutmarks are produced when a blade traverses only part of the way into the bone
and is then removed, leaving a unique linear lesion (Figure 47). The defects made by
these sharp weapons usually have a very well-defined, straight edge and a polished, flat
surface (Figure 48) (Boylston 2000; Symes et al. 2001; Cohen et al. 2012). The
morphology of a cutmark is inherently dependent on nature of the weapon and the way
it struck the bone (Maté Gonzélez et al. 2015). They are typically linear and
conventionally have V-shaped profiles, though there are factors that can affect the exact
nature of the shape (Sauer 1998; Cohen et al. 2012; Slaus et al. 2012; Courtenay et al.
2019).
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Figure 47: An example of an incised cutmark from the Weymouth Vikings (SK3704)

Direction of Blow
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Wall

Floor

Figure 48: The profile of an incised cutmark with the components labelled (Table 6)

Generally, if a blade enters a bone at an angle, the wall ‘under’ the blade is smoother
and more polished than the other surfaces (Figure 49) (Smith and Brickley 2004; Slaus
et al. 2010). The opposite side is usually more ragged as parts of it may have fractured
or splintered from the force and therefore this information can sometimes help determine
the direction the blade came from (Smith and Brickley 2004; Slaus et al. 2010; Cohen et
al. 2012). The edges reflect the same pattern, with at least one, the ‘entry’ edge, nearly
always being clean and well-defined. The floor of the cutmark is the deepest point that
the blade penetrated and is instrumental in determining the profile of the cutmark and

the angle of the cutmark wall.
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Direction of Blow

Rougher

Smoother

Figure 49: An example of an angled incised cutmark creating a smoother surface ‘under’
the blade

Shaved cutmarks are found when the blow was powerful enough to completely cut the
bone in two or cut part of the bone off (Figure 50). These can be created in one of two
manners. The first is that the blade can cut right through the bone (Sauer 1998). The
second can occur when the blade cuts part way into the bone and the force of either the
blow or the withdrawal of the blade causes fractures to propagate, breaking the bone
(broken incised cutmark) (see Section 9.3). In this second case, the appearance is not
always consistent across the entire bone. Typically, with all shaved cutmarks, the part of
the bone closer to the initial point of contact will be smoother with neater edges and
sometimes have the polished look of an incised mark if there is compact bone present

and therefore can help determine directionality of the blow (Boylston 2000).

As the blade travels further through the bone, the appearance of the SFT may transition
to an appearance of fracturing, as described previously. The edges are usually still well-
delineated, but the surface loses smoothness and the shine is no longer present. If
shaved cutmarks have gone through trabecular bone, it can be more difficult to
differentiate which side the blow might have come from because exposed trabecular
bone is very delicate and subject to taphonomic damage. Cutmark profiles cannot be
easily generated from cuts like this unless all pieces are found undamaged and
reconstructed without introducing errors in alignment. Therefore, reconstructing broken

incised cutmarks to reform incised cutmarks has not been attempted for this study.
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Figure 50: An example of a a) shaved cutmark and b) broken incised cutmark (SK3789
and SK3704)

Microscopic striations can be left on the walls or surface of both incised and shaved
cutmarks depending on the blade and these are usually parallel to the direction of the
force and thus can sometimes help determine the direction of the blow (Smith and
Brickley 2004; Slaus et al. 2010; Loe 2016). The use of angled lighting, especially in
conjunction with a stereomicroscope, is necessary to make such these visible. These
striations are produced due to small imperfections in the blade used (Smith and Brickley
2004; Loe 2016; Weber et al. 2021). In rare occurrence, striations are large enough to
be seen macroscopically, this usually indicates a large defect in the blade (Loe et al.
2014b).

SFT can result in fractures both around and propagating away from the site of the initial

strike (Constantinescu et al. 2017; Nicklisch et al. 2017). In some cases, as discussed
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above in the context of broken incised cutmarks, the strike decreases with power as it
goes deeper into the bone and the result can be a decreased smoothness in the cutmark
caused by the bone fracturing along the grain ahead of the blade rather than being cut
by it (Galloway et al. 1999; Loe 2016). In other situations, the sharp implement, such as
an axe or sword, can cause fracturing that is more typically seen in BFT due to the weight
and force of the blow. This is also sometimes called hacking or chopping trauma. Overall,
this combination of SFT with BFT fractures is sometimes called ‘sharp-blunt force
trauma’ (SBFT) or “...blunt-force trauma with a sharp object...” (Loe 2016;355) (Alunni-
Perret et al. 2005; Downing and Fibiger 2017; Nicklisch et al. 2017). Weaponry such as
spears and lances can also create damage that falls within this category. Within this
research, the fractures propagating away from the floor of the cutmark, and thus
appearing as if an extension of the cutmark, are of particular interest and are addressed
as Residual Energy Dispersal (RED) fractures (see Section 9.3; for further information
of the fracturing of bone and similar materials, see Lawn 1993, Kieser et al. 2013, and
Christensen and Hatch 2019).

Different blades can leave different types of cutmarks which is an area that has been
studied in forensic contexts (Reichs 1998; Symes et al. 2001; Cohen et al. 2012; Symes
etal. 2012; Loe 2016; Maté-Gonzalez et al. 2018). For examples, metal blades generally
leave a more regular cutmark than other materials, and serrated blades leave different
marks with more striations than those with smooth blades (Symes et al. 1998; Freas
2010; Boschin and Crezzini 2012; Cohen et al. 2012). Though some differences are
notable macroscopically, such as the size and general depth of the cut, often microscopic

analysis, introduced more comprehensively in Section 4.1.6, can be more revealing.

4.1.5 Differentially Diagnosing Sharp Force Trauma

Overall, the four diagnostic criteria that are used are based on the distinct morphology
and are as follows (Wenham 1989; Houck 1998; Reichs 1998; Symes et al. 1998;
Kjellstrom 2005; Lewis 2008):

1. Linear lesion, well-defined sharp edges (incised) or sharp edges between the
surface of the cut and the surface of the bone (shaved)

2. V-shaped cross-section (incised) or flat surface, often transecting a bone
(shaved)

3. Flat, smooth, and polished surfaces; possibly flaking on contralateral wall,
surface, or edge

4. Signs of parallel striations

Determining which defects on a bone are actually traumatic in origin can also prove

surprisingly difficult, especially with archaeological collections that have high levels of
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fragmentation or poor preservation. Compared to many pathologies, there are fewer
guestions as to what else could cause SFT, but post-mortem damage and taphonomic
alterations can cause confusion (Symes et al. 2001). It is important to be aware of the
issues of equifinality created by the decomposition process, to avoid mis-classifying
taphonomic damage as trauma (Pinheiro et al. 2015). If not able to be differentiated
macroscopically, these can usually be differentially diagnosed with a microscope. Some
ante-mortem and post-mortem alterations that can appear similar to SFT are listed in
Table 7 (Figure 51).

Table 7: Some examples of ante-mortem and post-mortem alterations that can appear

as ‘pseudo-SFT or obscure the aetiology of marks on the bone

Timing Cause Description
Ante- Blood vessel - Rounded corners; U-shaped
Mortem impressions - No breakage along edges

- Depth can be variable
- Often not entirely linear (under magnification)
- Can be in places not accessible with a blade

Congenital - Rounded corners; U-shaped

variations - No breakage along edges
- Often not entirely linear (under magnification)
- Can be in places not accessible with a blade

Partially fused - Found at the joins between epiphyses and diaphyses
epiphyses - Rounded corners

- No breakage along edges

- Often not entirely linear (under magnification)

Pathologies - Often not linear
- May have undercut edges
Post- Root etching - Rounded corners; U-shaped
Mortem - No breakage along edges

- Depth can be variable

- Often not entirely linear (under magnification)

- Often not entirely continuous (under magnification)
- Can be in places not accessible with a blade

Animal damage - Gnawing, scavenging; both micro and macro fauna
- Puncture marks from carnivores’ teeth
- Can appear linear but usually shallower, less V-shaped
- More similar to multiple scrapes across the bone than

cutmarks
Excavation/modern - Trowels, surveying equipment, farming equipment
equipment - Margins and colouring of the injury usually have
damage distinctive post-mortem features
Taphonomic - Decomposition, weathering, burning
processes - Can obscure edges; create flat surfaces or round

originally sharp edges

Buikstra and Ubelaker 1994; Anderson 1996; Sauer 1998; Galloway et al. 1999; Boylston 2000; Symes
et al. 2001; Ubelaker and Montaperto 2013; Maté Gonzalez et al. 2015; Cunha and Pinheiro 2016; Loe
2016; Nawrocki 2016; Nicklisch et al. 2017; Yravedra et al. 2017

120



Figure 51. Examples of things that are sometimes confused with trauma: a) an

epiphyseal line, b) rooting, ¢) up-close of rooting damage, d) rodent gnawing damage,

e) up-close of the rodent gnawing damage with oblique lighting, and f) sampling

To avoid misclassifying variation as trauma, Cunha and Pinheiro (2016) recommend
having a solid base in morphological variations. These variations are more problematic
for determining ante-mortem trauma because peri-mortem trauma, especially SFT, will

have much clearer and sharper edges than would be seen in natural variation.

4.1.6 Current Methods of Sharp Force Trauma Analysis

Although recommendations for recording trauma have been proposed by individuals and
organisations such as Boylston (2000), the Scientific Working Group for Forensic
Anthropology (SWGANTH 2011), and the Chartered Institute for Archaeologists and the
British Association of Biological Anthropology and Osteoarchaeology (Brickley and
McKinley 2004; Mitchell and Brickley 2018), they are not always followed and
descriptions and interpretations can be inconsistent (Lovell 1997; Martin and Harrod
2015). Boylston (2000) suggest diagrams, descriptions, and measurements are all
required for a sufficiently detailed analysis. A lot can be learned from careful analysis
and therefore it is important to discover as much as possible about the timing of the
injury, the trauma itself, and the type of weapon (Dirkmaat et al. 2008; Vazzana et al.
2018). Unfortunately, in some reports, both past and present, trauma is not the focus,
and therefore it is noted, briefly described, and there may or may not be speculation as

to possible causes. That level of detail may have been sufficient for that publication, but
121



can leave future researchers without vital information, which is especially detrimental if
the remains are no longer available to study. As noted by Reichs (1998), the
interpretation that results from SFT analysis will only be as good as the observations

themselves.

There are several ways that trauma studies can be classified, though these divisions are
neither strict nor exclusive. At the present, a mixture of qualitative and quantitative
methods used to analyse trauma and this combination of both methods can be beneficial,
such as tukasik et al. (2019) who used descriptive techniques to record the morphology
as well as measurements to quantify the size of the cutmarks (also see Bonney 2014,
Vazzana et al. 2018). Some studies rely exclusively on one or the other; generally,
qualitative analysis has been more common for SFT analysis than its quantitative
counterpart (Bartelink et al. 2001; Bello and Soligo 2008; Bonney 2014; Cerultti et al.
2014; Courtenay et al. 2019). The information provided is equally as important, however
the general lack of quantitative measurements and inconsistency through guidelines is

often notable.

Some studies collect the data solely to present whereas others statistically analyse the
data, and such statistics can be a very beneficial tool when applied appropriately. More
recently, studies that are more conventionally descriptive are now integrating statistics
into their analyses as well, thus adding a level of scientific validity, such as seen in
Boschin and Crezzini’'s (2012) study in which they statistically group cutmarks into
different morphological classifications. With respect to SFT, the picture cannot be
complete without qualitative, quantitative, and statistical analysis and there is starting to
be a greater push to combine all of them in a holistic approach (such as Courtenay et al.
2019; Maté-Gonzélez et al. 2019).

Along with a transition to the more balanced use of qualitative and quantitative methods,
the use of microscopy is becoming more common and can be beneficial depending on
the objectives of the study. There are some macroscopically-visible morphological
differences seen between general categories of weapon type with SFT, however, some
minute differences can only be observed under magnification, therefore if information
such as the type of weapon is required, microscopy is recommended, especially with
oblique lighting (Bartelink et al. 2001; Alunni-Perret et al. 2010; Weber et al. 2021). Most
accessible are light microscopes and it has been shown that they do a sufficiently good
job when basic measurements and analysis of the morphology of the cut marks are
required (Figure 52) (Crowder et al. 2013).
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Figure 52: An example of a light microscope

The partial or full automation of digital microscopes can be seen as more useful as some
can create 3D models through sequentially focusing at different levels within a pre-set
range (Keyence Corporation 2014). These digital microscopes create very detailed
pictures, however the cost of such equipment and training for its use limits how many
archaeologists and researchers have access (Bello and Soligo 2008). Even more
detailed but less accessible is Scanning Electron Microscopy (SEM) which uses beams
of electrons instead of light and is designed to capture highly detailed images (Bell 2008;
Freas 2010). When available, SEM is recommended for use in SFT studies especially if
examining microscopic characteristics such as striations (Boylston 2000). However, the
equipment required is expensive and when trying to create 3D models, it is laborious and

time consuming to use (Bello and Soligo 2008).

Experimental studies on proxies for human bone can have great value in interpreting
SFT in both a forensic and archaeological situation. They can be used in forensic
anthropology to investigate the possible weapons that could have caused injury.
Additionally, this type of study is common in investigations of butchery and tool use in
the past. In order to differentiate weapon types or characteristics, these studies often
involve microscopy. SEM and digital microscopy studies have been used for many topics
in experimental toolmark analysis with variable success in differentiating characteristics
of the blades. Blade type, handedness, timing and directionality of blow, material of the
blade, and whether marks are peri- or post-mortem have all been investigated (e.g.
Bromage and Boyde 1984; Sauer 1998; Smith and Brickley 2004; Bello and Soligo 2008;
Nagaoka et al 2008; Thompson and Inglis 2009; Alunni-Perret et al. 2010; Freas 2010;
Boschin and Crezzini 2012; Ubelaker and Montaperto 2013; Bonney 2014; Nogueira et
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al. 2017). These experimental studies are often qualitative or analyse the morphology
though the patterns of striations are a common focus. There has been some success in
distinguishing differences in blade types using striations (Bartelink et al. 2001; Tucker et
al. 2001; Alunni-Perret et al. 2005, 2010; Crowder et al. 2013).

Overall, experimental studies using microscopy can help distinguish classes of blade,
such as knives compared to hatchets, or serrated compared to non-serrated blades,
however there is usually some overlap seen in categories (Bartelink et al. 2001;
Thompson and Inglis 2009; Alunni-Perret et al. 2010; Nogueira et al. 2017). They have
allowed some other microscopic differences in cutmark appearance to be noted by
investigators. Alunni-Perret et al. (2010) found that knives tended to produce two even
edges, whereas hatchets tended to produce one even and one irregular edge. Generally
serrated knives leave more striations (Reichs 1998; Crowder et al. 2013). These
procedures have also been used in forensic toolmark analysis and can help provide more
specific results about the weapon if there is a suspected weapon that can be used for

comparison.

To appropriately use the results of experimental studies, the many variables used have
to be carefully understood and mitigated as they can affect the outcome (Table 8). Both
the properties of the blade and bone used in any experimental studies could cause
differences as well (Bartelink et al. 2001). Insufficient consideration or explanation of
choices can lead to results that may be misleading. For example, Tucker et al. (2001)
used blades that were old and worn, thus calling into question whether the differentiating
striations that they found were from the category of blade or from defects accumulated

through wear.

Table 8: Factors to consider when interpreting experimental SFT studies

The Blade The Experimental Sample
- Bevel of blade - Bone density
- Serration - Bone shape
- Wear - Fleshed or defleshed
- Defects in blade - Treatment to deflesh
- Angle of blow - Provenance of the bone
- Force of blow - Freshness of bone
- Speed of blow - How bone is secured for the experiment
- Material of blade - Species used
- Thickness of blade - The location on the cutmark that is
- Type/method of strike (stab, slice, etc) analysed
- Extra movement of the knife (wiggled, - Compact or cancellous bone
twisted, withdrawn differently) - Sample size

- Which hand was used
Sauer 1998; Bartelink et al. 2001; Bello and Soligo 2008; Dirkmaat et al. 2008; Thompson and Inglis
2009; Alunni-Perret et al. 2010; Freas 2010; Boschin and Crezzini 2012; Crowder et al. 2013; Ubelaker
and Montaperto 2013; Bonney 2014; Nogueira et al. 2017
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The increasing use of 3D digitisation in archaeology is opening doors to different
methods of examining bones, something reflected in the increasing number of studies
involving computed tomography (CT), micro-computed tomography (uCT), and terrestrial
laser scanning (TLS) for both qualitative and quantitative osteological research. In
forensic science, there is a need for methods that are consistent, reliable, and
scientifically proven (Dirkmaat et al. 2008). The ability to digitise skeletal remains,
specifically those that have traumatic injuries would allow for new methods of analysis
that cannot be performed on the original bone itself. This would also allow for analysis
and long-distance collaboration without risk of damaging the collection as recommended

by Thompson and Inglis (2009), though not in relation to 3D modelling at that time.

As discussed in Sections 2.4.4 and 2.5, Structure-from-Motion Multi-View Stereo
photogrammetry (SfM-MVS) is an emerging method that meets the requirements of
collection digitisation for preservation and analysis. There have been recent advances in
using close range photogrammetry in the analysis of experimental cutmarks, especially
in relation to butchery and carnivore activity, however this field is still emerging and
therefore it is critical to find out the benefits and limitations of this method for metric
studies on human remains (Maté-Gonzalez et al. 2017, 2018; Palomeque-Gonzalez et
al. 2017; Yravedra et al. 2017). Maté-Gonzalez et al. (2017) have demonstrated that
close range SfM-MVS models produce statistically similar profiles to 3D digital
microscopy and laser scanning confocal microscopy. The project Digitised Diseases is
an open access resource of examples of pathological human bones that have been
digitised using TLS, CT, and radiography, and it has demonstrated the benefits of being
able to share models more easily between institutions for research and education
(Wilson 2014).

4.1.7 The Interpretation of Sharp Force Trauma

Examining trauma can help reveal information about the events that occurred and the
society in which they occurred. Interpretations of the causes of trauma must rely on a
knowledge of bone biomechanics and how bone will react to different stresses (Ubelaker
and Montaperto 2013). There are three type of information that are important to consider
(Lovell 1997):

1. The characteristics of the trauma itself and how that might reveal the weaponry
2. The pattern of trauma in both the individual’s skeleton and the population

3. The social, cultural, and environmental context surrounding that burial

4.1.7.1 Interpreting the Weapon
As mentioned, different types of blades can leave different marks and knowing what

weapon caused an injury can be useful in both forensic anthropology and
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osteoarchaeology (Bonney 2014). This knowledge of the weapon can help determine
the type of violence that might have been occurring and the nature of the attack. As
discussed in Section 4.1.6, there has been some success in differentiating classes of
weapon, using both microscopic and macroscopic techniques, though overlap is usually
present (Humphrey and Hutchinson 2001; Bonney 2014; Maté-Gonzalez et al. 2018).
Information about the material of the weapon can sometimes be determined as well as
whether a metal blade was serrated (Symes et al. 2012). In the world of forensic science,
it may be possible to match an exact blade if a reference weapon is available, but this is
unlikely in archaeology so the category of blade is usually as specific as an investigator
can be (Houck 1998).

Cerutti et al. (2014) cautions about using the size of the cutmark to specify the exact type
of weapon used because there are many other factors that can affect morphology, such
as angle of entry. Additionally, the compression and subsequent expansion of bone
tissue around a cut when it is created could cause the wound to actually be smaller than
the width of the blade. This, however, would be a more pressing consideration with
incised cutmarks and when a bone was struck perpendicularly. Sometimes the
combination of the size of the cutmark, especially the width and depth, and historical

context can help give a more accurate indication of what type of weapon was used.

4.1.7.2 Interpreting the Impact and the Sequence of Events

Details about a cutmark can provide important information about the violent event. From
looking at the bone, certain information can be determined about the nature of the blow
that caused the injury. The morphology, location, and direction of the cutmark can
sometimes help indicate the general angle at which the bone was hit or which side of the
person the assailant was placed (Anderson 1996; Bello and Soligo 2008; Thompson and
Inglis 2009; Giuffra et al. 2015; Constantinescu et al. 2017). This is very important for
forensic analyses and it can also be valuable in osteoarchaeological analysis when trying
to interpret as much as possible about the patterns of warfare in use on that occasion
(Kjellstrom 2005; Slaus et al. 2010; Nicklisch et al. 2017).

There will always be some uncertainties in SFT trauma analysis in archaeological
remains, such as details of exact body position when the individual was hit (see L’Abbé
et al. 2019 for a discussion about this regarding BFT). As with many parts of osteology,
one problem that trauma analysis can encounter is the limit to which interpretations can
be made before crossing into speculation, the latter of which is undesirable (Wakely
1996; Pinheiro et al. 2015). Without a priori knowledge of what occurred, the amount of
information that can be gathered from skeletal remains may not be sufficient to interpret
an exact and detailed account of events, therefore drawing too many precise conclusions

may further muddle the record rather than clarify it (Symes et al. 2012; Bartelink 2015).
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Additionally, incomplete, fragmentary, and commingled remains present an incomplete
set of data, limiting what conclusions can be drawn (Roberts 2000; Kjellstrom 2005; Loe
2016).

Despite the limitations, the information that can be gathered through a detailed
examination of the trauma can be sufficient to reconstruct some possibilities of what may
have occurred (Loe 2016). For example, cutmarks on radial and ulnar diaphyses are
often thought to be defensive, caused when the victim having raised their arms to shield
their face (Judd 2008; Valoriani et al. 2017). In such cases, modern forensic and medical
literature can aid in the interpretation, despite them not always being specific to SFT
(Ambade and Godbole 2006; Racette et al. 2008; Hugar et al. 2012; Mohite et al. 2013).
Sometimes the sequence of blows can be determined based on radiating fractures or
placement of the cuts and this can help forensically reconstruct what occurred. The
context of the skeletal remains is very important for accurate analysis (Pinheiro et al.
2015).

Regardless of the category of trauma, the pattern of the trauma across a skeleton is
important to be able to identify what might have happened (Roberts 2000; Cunha and
Pinheiro 2016; Loe 2016; for examples, see Cohen et al. 2015 and Lovell et al. 2016).
Cohen et al. (2015) provide a good example of the interpretation of trauma on a skeleton
without going too far. They outline three possible scenarios of how the trauma could have
occurred using information of the historical context and the osteological data. In
situations where the skeletal remains are known to be from a battle, the pattern of
wounds can give indications about the type of warfare that occurred, what the targets of
the blows were, and whether the attack was likely mounted or on foot (Giuffra et al.
2015). In his paper looking at trauma on Early Medieval skeletons in Ireland, Geber
(2015) notes that the placement and pattern of some of the trauma present may indicate
certain specific acts of violence, such as a cut aimed to sever the vital structures in the
anterior neck or the removal of an ear. Something similar is seen in what is thought to

be a case of intentional mutilation from Basingstoke, England (Cole et al. 2020).

A comprehensive study of SFT on a skeleton may aid in determining which blows could
have been fatal, helping to reveal manner of death, which is important in both modern
and archaeological studies, but SFT analysis often cannot provide an exact cause of
death or a motive behind the injuries (Sauer 1998; Appleby et al. 2015; Geber 2015; Loe
2016; Lukasik et al. 2019). It is also important to remember that not all trauma that was
present will be seen on the skeleton; for example, SFT to the abdomen might be fatal,
but might not damage any bone, thus remaining skeletally invisible (Kjellstrom 2005;
Brgdholt and Holck 2012; Kemp et al. 2013; Giuffra et al. 2015). A modern study of non-

accidental sharp force trauma has shown the outcome of the injuries can be extremely
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unpredictable and random (Kristoffersen et al. 2016). Regardless of these limitations,
when interpreted with the appropriate level of caution and with contextual background,

important and compelling arguments for the events that occurred can be made.

4.1.7.3 Interpreting the Trauma in a Broader Context

In addition to the actual trauma on the bones and the location of the burial, the cultural
context is important too (Boylston 2000; Roberts 2000; Nagaoka et al. 2008; Judd and
Redfern 2012; Martin and Harrod 2015). Roberts (2000) advocates for a holistic
biocultural approach when interpreting trauma. Information such as whether injured
individuals were buried together could indicate that they were likely all victims of the
same event (Giuffra et al. 2015). Large amounts of healed trauma in addition to peri-
mortem trauma could suggest a ‘professional’ soldier/warrior or an individual having
been repeatedly exposed to high levels of interpersonal violence. If there are known
historical events that could have led to injuries seen, they may suggest possible causes
though care must be taken not to over-interpret the data (Houck 1998; Judd and Redfern
2012; Symes et al. 2012; Martin and Harrod 2015). Sometimes the trauma on a skeleton
can be connected to a specific historical event, such as from the Battle of Towton (March
1461) or the Battle of Visby (July 1361), however this is rare and it may be problematic
to make such connections if there is a level of uncertainty (Ingelmark 1939; Thoremann
1939; Wakely 1996; Novak 2000a). Events must be interpreted objectively to provide the
most accurate assessment possible (Martin and Harrod 2015). Some burial practices
such as cremation are not highly conducive to trauma studies and therefore levels of
trauma found in populations that used such burial techniques may be under-represented
(Boylston 2000; Martin and Harrod 2015).

Trauma studies are often used to try to interpret behaviour in society and the levels of
violence that may have been present because skeletal trauma is said to be the most
direct evidence of violence (Martin and Harrod 2015; tukasik et al. 2019). Interpersonal
injuries can be identified, but the intent behind the injury is not often possible to determine
in the archaeological record though there are some exceptions, such as battles or
massacres. In general, SFT has been noted as an indicator of interpersonal violence
more consistently than BFT (Slaus et al. 2012; Krakowka 2017). Trauma can be both
between members of the same group or between groups and differential treatment of
groups can sometimes be noted through different trauma patterns (Slaus et al. 2010;
Martin and Harrod 2015). The sociocultural implications of interpersonal violence are
important to consider both when interpreting the events that may have occurred and the
society in which they occurred (Lovell 1997). The levels of violence in a society can be

reflective of the stability of that society (Krakowka 2017).
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4.2 Archaeological Decapitations and Mass Graves

In some cases, the individuals who have met with a violent end have subsequently been
buried in methods outside the societal normal for that culture at that time and the
Weymouth Ridgeway Vikings could be considered a dramatic example of this. Non-
normative burials, sometimes called deviant burials, have been observed amongst
geographically and chronologically diverse contexts and may in some form have been
common to all cultures (Sledzik and Bellantoni 1994; Aspdck 2008; Murphy 2008; Tsaliki
2008; Reynolds 2009; Harte 2011; Gardeta and Kajkowski 2013; Riisgy 2015;
Gregoricka et al. 2017; Micciché et al. 2019). In post-7™ century Anglo-Saxon England,
these sites are often on hilltops, near or on prehistoric monuments, and they are often
visible from local roadways or waterways (Reynolds 2009). Another distinctive
characteristic is that they are often situated near the boundaries of counties, borough, or
hundreds (Buckberry 2008; Reynolds 2009; Harte 2011; Williams 2015; Lavelle 2016).

Books by Reynolds (2009) and Murphy (2008) delve further into this world, however the
focus in the subsequent sections will be on mass graves and decapitations; both
considered non-normative in Anglo-Saxon England and relevant to the Weymouth
Ridgeway Vikings. As listed by Reynolds (2009), there are eight factors that may explain
the reasons behind deviant burials and are thus important to their interpretation: battle,
execution, massacre, murder, plague, sacrifice, suicide, and superstition. Other
indicators of deviant burials are variables such as the location, depth of the grave, if the
individual was bound, or if the individual was placed in a prone position (Sirbu 2008;
Tsaliki 2008; Reynolds 2009; Kepa et al. 2013; Riisgy 2015; Gregoricka et al. 2017).
Sometimes deviant burials are associated with overkill as well, demonstrating more
injuries, or more severe injuries, than would have been required to kill the individual. This
can be seen in both mass burial related to the battles, such as the Battle of Towton (see
Sections 4.2.3 and 9.7), and individual burials (Fiorato et al. 2000; Murphy 2008). There
are many speculations as to the reasons why these people viewed as ‘others’ were
buried so differently; for example, a mark of shame, superstition, punishment, contempt,
or to make them atone (Balter 2005; Asptck 2008; Taylor 2008; Tsaliki 2008; Reynolds
2009; Harte 2011; Gardeta and Kajkowski 2013; Tucker 2013; Carty 2015).

4.2.1 Decapitations
Decapitations are found throughout the burial record and are considered to be deviant
of the typical burial pattern (Pitts et al. 2002). They have been found as single burials all
the way through to mass burials (Pitts et al. 2002; Taylor 2008; Caffell and Holst 2012;
Loe et al. 2014b). Decapitation burials can usually be identified through the displacement
of the head or characteristic damage (Waldron 1996). Any displacement must be
carefully considered to exclude the possibility of movement during taphonomic
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processes. This starts to appear in the burial record in England in Roman and Anglo-
Saxon times (Boylston 2000; Mattison 2016).

There are differences in the types of decapitations that are found and they are not always
easy to distinguish. There are burials found where the individual was decapitated post-
mortem, likely after skeletonisation, and in cases like this, it is rare that any vertebrae
will be with the skull and there may not be any evidence of toolmarks. As appears to be
the case with the Weymouth Vikings, there are also burials where the individual was
either killed by the decapitation or was decapitated shortly after death with the
decapitation directly related to the burial rite. These two are often more difficult to
differentiate because in both cases sharp force trauma may be present (Section 4.1.4)
(McKinley et al. 1993; Buckberry 2008; Taylor 2008). Additionally, the upper vertebrae
and mandible will often be with the skull, articulated (McKinley et al. 1993; Buckberry
and Hadley 2007; Taylor 2008). Heavy, chopping blows, often multiple, tend to be seen
more in burials where decapitation was the manner of death (Tucker 2013).
Decapitations with many blows to the head or excessive violence could be an indication
of a formalised or judicial execution (Reynolds 2009). If the only cuts that are found are
small, incised cuts it is possible that the head was removed after death for ritual purposes
(Tucker 2013).

The sharp force trauma that is present in decapitation can change based on variables
such as the position the individual was in, the weapon used, and whether done peri- or
post-mortem (Waldron 1996; Buckerry and Hadley 2007; Carty 2015). Many osteological
reports of decapitated skeletons describe the trauma present on each, but a pattern of
trauma on each bone has not been firmly established (see McKinley et al. 1993; Waldron
1996; Buckerry and Hadley 2007; Buckberry 2008; Taylor 2008; Loe et al. 2014b; Geber
2015). In this study, there is the potential to investigate decapitation-specific trauma
patterns since the collection has a large number of individuals who were decapitated in

the same event (Section 5.1 and 9.6).

The locations that trauma is commonly found on decapitated skeletons is the cervical
vertebrae, the mandible, and the base of the cranium (McKinley et al. 1993; Waldron
1996; Buckerry and Hadley 2007; Cessford et al. 2007; Buckberry 2008; Taylor 2008;
Tucker 2013). What was done with the head itself varies; there are individuals whose
heads were not buried with them and have not been found, there are heads that have
been placed back in anatomical position, and there are heads that have been placed in
various locations around or on the body. Sometimes the head is ‘replaced’ with
something like a stone (Taylor 2008). Overall, it seems like the removal of the heads is
important enough that if they were not completely successful in one strike, they would

continue until the head was fully severed (Tucker 2013).
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4.2.2 Mass Burials

Mass graves are considered an exception in burial practice which goes against
conventional burial practice in European societies (Kjellstrém 2013). The number of
individuals that comprises a mass grave can vary considerably (Figure 53) (e.g. Loe et
al. 2014a, 2014b; Constantinescu et al. 2017). It could indicate that the deaths were a
public spectacle (Kjellstrom 2013). Judicial executions have been a public spectacle
throughout history, both as punishment and a deterrent (for a more comprehensive
discussion of executions in early medieval England, see Mattison 2016).

Lotzen - Mass grave

M 0003

Figure 53: Two examples of mass graves from a) Litzen and b) Bucharest (Nicklisch et
al. 2017, Fig. 2, p.11 and Constantinescu et al. 2017, Fig. 2, p.109)

However, with mass burials, it is important to remember that the circumstances of the
burial could seriously affect the way in which the individuals were interred. Mass graves
can be a result of a number of different circumstances such as a battle, a massacre, a
natural disaster, a mass casualty accident, or a disease. Additionally, the individuals who
buried the dead are important because it can make a difference to how they were buried;
whether it was compatriots, kinsmen, perpetrators, opponents, or locals who may never
have interacted with those dead whilst they were living (Reynolds 2009; Slaus et al.
2010; Loe et al. 2014a; Nicklisch et al. 2017). All these factors can be reflected in the
amount of care that appears to have been used when burying the bodies; some
demonstrate organised alignment whereas other sites appear chaotic and uncaring
(Section 9.7.8). A high level of organisation might indicate compatriots or neutral parties
buried the bodies, or if they were buried by an enemy, that was with respect. It might
also suggest the need to systematically bury the dead after a disaster. A chaotic burial
might demonstrate burial by a disrespectful enemy or the need for a fast burial due to a
large number of dead, or the presence of disease, which could create unsanitary
conditions if left.
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4.2.3 Selected Comparative Sites

Although the type of burial found on the Weymouth Ridgeway is rare, there are multiple
instances of mass graves and cemeteries being found containing an unusually high
number of individuals with evidence of SFT or violent deaths. Table 9 contains a select

list of some such examples.

Table 9: A list of selected sites that were mass burials, had high levels of trauma, or both.
The time period ranges from the 1st C to 17th C and is primarily focused on Europe

(amended from Constantinescu et al. 2017, Table S4)

Location Type of Number of Time Period Publication
burial Individuals
Aljubarrota, Portugal Ossuary 400 1385 Cunha and Silva
Battle of Aljubarrota 1997
Bucharest, Romania Mass grave 3 16%-17t" C  Constantinescu et al.
2017
Cepin, Croatia Cemetery 147 1441 Slaus et al. 2010
Driffield Terrace, Cemetery 82 1stto 4" C  Caffell and Holst
England 2012
Fishergate, England Cemetery ~48 Late 101" — 12t Stroud and Kemp
1993
Gotancz, Poland Mass grave 25 1656 tukasik et al. 2019
Battle of Gofancz
Krakow, Poland Mass grave 4 Mid-17" C  Kepa et al. 2013
(possibly 1657)
Lutzen, Germany Mass grave 47 1632 Nicklisch et al. 2017
Battle of Lltzen
Mohacs, Hungary Mass grave 353 1526 Zoffmann 1982
Niesulice, Poland Mass grave 3 14" C  Dziedzic et al. 2011
Oland, Sweden Shipwreck 150-200 1676 During 1997
Man-of-war Kronan
Oslo, Norway Cemetery 337 1050-1540 Brgdholt and Holck
2012
Sandbjerg, Denmark Mass grave 60 1300-1350 Bennike 2006;
Boucherie et al. 2017
Sidon, Lebanon Mass grave 25 13" C  Mikulski et al. 2021
(possibly 1253 or
1260)
St John’s, England Mass grave ~35 Late 10" C Pollard et al. 2012
Townton, England Mass grave 38 1461 Fiorato et al. 2000
Battle of Towton
Turin, Italy Cemetery 113 10t-11% 15" C  Giuffra et al. 2015
Uppsala, Sweden Mass grave 60 1440-1650 Kjellstrom 2005
Battle of Good
Friday (1520)
Vadum lacob Mass grave >5 1096 Mitchell 2013
Visby, Sweden Mass grave 1185 1361 Ingelmark 1939
Battle of Visby
Weymouth Ridgeway, Mass grave 50 970-1025 Loe et al. 2014b;
England This study
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Location Type of Number of Time Period Publication

burial Individuals
Wittstock, Germany Mass grave 125 1636 Eickhoff et al. 2012
York, England Mass grave 113 17" C  Mclntyre 2017

(possibly 1644)

A select number of sites of comparative importance will be discussed here, specifically
Walkington Wold (E Yorks), Driffield Terrace (N Yorks), Towton (N Yorks), and Visby
(Sweden). Unfortunately, due to the COVID-19 pandemic, the full osteological report for
St John’s was unable to be obtained.

Although not a mass burial, Walkington Wold contains burials from 640 to 1030 which
have evidence of decapitation (Buckberry and Hadley 2007; Buckberry 2008). Thirteen
individuals were analysed, all of whom were either male or indeterminate, and a majority
of whom were young to prime adult. Some of the skulls were left with, presumably, their
skeletons, but some were moved around and are missing. The possibility of the use of
heads as trophies or head-stakes is discussed due to the mismatch in the number of
mandibles and individuals present, though there is no evidence of osteological to suggest
it (Buckberry and Hadley 2007; Buckberry 2008). Decapitation trauma was seen on
mandibles and vertebrae, some individuals presenting with multiple cutmarks. It has
been interpreted as an Anglo-Saxon execution cemetery (Buckberry and Hadley 2007,
Buckberry 2008; Reynolds 2009).

Driffield Terrace is of earlier date than the time period of interest in this study because it
dates to Roman Britain, however it has such a high number of decapitated burials, it
needed to be considered as well (Caffell and Holst 2012). Of the 72 skeletons
(commingled excluded), 70.8% show either osteological or contextual evidence for
decapitation. The contextual evidence typically relates to the head being placed in a
position that is not possible anatomically. In cases where the mandible and some cervical
vertebrae are still attached, it becomes unlikely this placement would be due to any factor
such as animal activity or burial disturbance (Caffell and Holst 2012). Osteologically,
many had cuts to the cervical vertebrae, mandible, or both, however the majority were
decapitated with one blow. In a couple instances, cutmarks were seen on the cranium,
likely from blows intended to decapitate but not accurately aimed (Caffell and Holst
2012). Demographically, the majority of the burials were young males and there were
some cases of previously healed trauma, typically BFT. Caffell and Holst (2012) have
said it is likely these individuals were some form of military or engaged in fighting, but

the exact details cannot be known.

In contrast to the Driffield Terrace collection, Towton and Visby have no decapitation,
but high amounts of battle-related trauma. The Battle of Towton took place in March 1461
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with the Lancastrian army being routed. In 1996, a mass burial of 37-38 male skeletons,
mainly from ages 16-45, was found, many with severe trauma (Fiorato et al. 2000). There
are good examples of the extent of damage a sword can do as well as the types of marks
left by penetrating weapons, such as halberds or lances. From the patterns of trauma, it
appears all the individuals were killed during the battle and the healed injuries found

suggest they were likely professional soldiers (Fiorato et al. 2000).

Visby was also a battle (Battle of Visby, July 1361), however the compositions of
individuals was different as it was a professional army against locals (Ingelmark 1939).
Approximately 1185 individuals were found across three mass graves. The bones
examined were mainly as disarticulated as the magnitude of the task of reassociating
skeletons across multiple years of excavations was likely deemed too great relative to
the data that would have been provided (Ingelmark 1939). This unfortunately means that
there is no individual patterning for the site, however there are overall patterns that were
examined. The majority are males, though many os coxae were not in a condition for sex
to be determined. A small number of possibly female os coxae were found. The ages of
the individuals spanned from adolescent to older adult and the three graves each had a
different composition of ages. Ingelmark (1939) suggests this indicates the local army
was comprised of nearly the entire male population, both old and young, in many states
of health. The SFT injuries (N=456) that are seen are consistent with a brutal battle, with

many deep cutmarks on limbs and crania indicating close-combat (Ingelmark 1939).

The remains found at St. John’s, Oxford, are also useful for comparative purposes
(Also noted in Section 3.3.2 in relation to the St Brice’s Day Massacre) (Pollard et al.
2012). Dating to the late 10" century, isotopic signature and aDNA analysis suggest
the individuals (33 males, 2 juveniles) found in a chaotic mass grave were Vikings.
They suffered from SFT and many had evidence of ante-mortem trauma. These men
were generally young or prime adults, between 16 and 35 and possibly professional
soldiers (Pollard et al. 2012). There was some evidence they might have been exposed
to burning around the time of death. There was no evidence of decapitation in these
cases, but the event that caused their deaths was clearly violent and likely a mass

execution (Pollard et al. 2012).

All of these sites provide interesting comparisons for the site being researched here as
they are generally from a similar time period, when metal, bladed weapons were
primarily used, and show comparable trauma and/or burial patterns. These sites will be

discussed alongside the osteological findings (Chapter 7) in Chapter 9.
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4.3 Summary

A good knowledge of bone properties and biomechanics is vital to the successful
interpretation of trauma. SFT is typically considered a less equivocal indicator of inter-
personal violence than the other types of trauma as it is less likely to be accidental. There
are many methods used to analyse and report trauma; macroscopically and
microscopically, qualitatively and quantitatively, statistically, or through a combination of
these. Studies that investigate trauma are usually either focused on experimental trials
or reporting the trauma from a site or individual. Either of these categories could benefit
from a fast, accessible, and accurate method of digitising cutmarks, such as SftM-MVS
photogrammetry (Chapter 3). The analysis of SFT on skeletons can be revealing about
societies and the violence that was present within them. Sometimes these wounded
skeletons can be linked back to historical events, and having an osteological record of
those occurrences can augment knowledge about what occurred. The interpretations
that are made about the weapons, sequences of events, and the trauma in a broader
context must all be made with appropriate caution as the over-interpretation of SFT can
lead to erroneous conclusions. This chapter addressed Objective 1 (Section 1.3.1) by
providing background to the field of osteological trauma analysis and discussing methods

and collections that have been examined in later chapters (Objectives 8 and 9):

- Sharp force trauma, the focus of this project, tends to present as thin linear
cutmarks (incised) or cutmarks that have transected the bone (shaved)

- There are many factors to consider when interpreting trauma regarding things
such as the cutmark itself, how it was caused, and the contextual or historical
evidence

- SFT analysis typically relies on manual measurements and microscopy is
sometimes used, however 3D techniques have recently been shown to be an
asset to this type of analysis and should be further investigated in order to be
made more accessible

- Mass burials and sharp force trauma are found together in the archaeological
record and indicate a burial outside of societal conventions, leading to
implications about the events that occurred, such as seen with the Weymouth
Ridgeway Vikings

- By further exploring the SFT from a mass burial in relation to other similar

collections, further interpretations can be made about the event
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5 Materials and Methods

Within this chapter, the collection that was used and its background will be presented.
The prior work will be outlined, with a focus on the elements that are pertinent to this
study. This is followed by a discussion of the methods used to create the models and
how the models are further analysed. This portion begins with the pilot studies where the

workflow was developed and then progresses to the full collection methodology.

5.1 The Collection

The collection used in this study were the ‘Weymouth Vikings’ (site code WEY08). They
were discovered and excavated in 2009 during the building of the Ridgeway Hill Relief
Road near Weymouth, Dorset. Monographs about the site and the skeletons were
published in 2014 (Brown et al. 2014; Loe et al. 2014b). They have not been studied
since the initial report, apart from an aDNA study and an on-going PhD project regarding
dental wear by K. Faillace (Cardiff University) (Margaryan et al. 2020).

5.1.1 Site Background

The site was on the top of Ridgeway Hill along the South Dorset Ridgeway at NGR SY
672 859 (Figure 54) (Tamminen et al. 2019). It was immediately east of the A354, near
the Roman road running from Dorchester (Durnovaria at the time) to Radipole,
Weymouth, within the boundaries of the Domesday Cullifordtree Hundred. The geology
in that area is Upper Chalk of the Cretaceous period which had roughly 0.3m of
ploughsoil over the top (BGS 2021). The grave itself was 7.m by 6.8m, slightly longer in
the north-south direction. The maximum depth of the pit was 1.66m, however it had been
partially infilled when the remains were deposited and therefore the maximum depth of
the human remains was about 0.75m. The pit is thought to have originally been a small-

scale Roman quarry pit, one of a number found throughout the excavated area.
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Figure 54: Location of the excavation as seen in Airborne Laser Scanning (ALS) data
(via the Environment Agency for England & Wales) acquired December 2009 & January
2010 during the construction of the Weymouth Relief Road (A354). Contains OS data ©
Crown copyright and database right (2019). British National Grid (BNG) projection, Airy
1830 ellipsoid, Ordnance Survey 1936 datum (Tamminen et al. 2019, Fig. 1, p.81)

5.1.2 Demography
The demographics for the collection will be treated in two discrete parts: cranial remains

and postcranial remains (Table 10).

Table 10: Number and preservation of individuals (information from Loe et al. 2014b)

Characteristic Cranial Postcranial
Most Likely Number of 47 52
Individuals (MLNI) 17 complete skeletons
23 partial skeletons
25 isolated extremities*
Preservation Good Good
Completeness 51-75% 26-100%
Fragmentation High (machine damage from Moderate to high
excavation)
*Associations with the partial skeletons and other isolated extremities unknown

137



For this study, both 47 and 52 are used as the most likely number of individuals
(MLNI), however, 52 is given priority because it is highly probable there were an equal
number of bodies and heads when the individuals were decapitated. The calculation of
MLNI was performed since it can be considered more statistically accurate than
minimum number of individuals (MNI) (equation from Adams and Konigsberg 2004,
2008; calculations done by Loe et al. 2014b).

(left + 1)(right + 1)
(paired + 1) B

MLNI =

All demographic information was obtained by Loe et al. (2014b) and is presented in
Tables 11 and 12. Wherever possible, sex and age were determined and are presented

in their respective cranial or postcranial sections.

Table 11: The results of the sex determination of the cranial and postcranial remains

(information from Loe et al. 2014b)

Category Number
Cranial Postcranial

Male 43 31
?Male (and ??Male) 4 5
Indeterminate 0 0
?Female (and ??Female) 0 0
Female 0 0
Unable to sex — preservation 3 4
Total

Contexts analysed 50

Discrete skeletons 40

Table 12: The results of the age determination of the cranial and postcranial remains

(information from Loe et al. 2014b)

Category Number
Cranial Postcranial

Adolescent (13-17) 0 8
Young Adult (18-25) 21 10
Prime Adult (26-35) 10 9
Mature Adult (36-45) 9 6
Older Adult (>45) 2 3
Adult (>18, unable to further determine) 8 4
Sub-Adult (<18, unable to further 0 0
determine)
Total

Contexts analysed 50

Discrete skeletons 40

5.1.2.1 The Cranial Remains

From the cranial remains, the temporal bones were used to calculate the number of
individuals. A total of 45 right, 40 left and five disarticulated (three right and two left) were
found resulting in an MNI of 48. The MLNI that was established for the skulls was 47
(Loe et al. 2014b). No individuals presented as female and the largest group represented
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was young adults, followed by the prime adults (Table 12). Metric and non-metric trait
assessments and data on dental and cranial pathology was collected as well and can be
found in the monograph. Peri-mortem trauma was also recorded (see Section 7.1 for

updated tables).

5.1.2.2 The Postcranial Remains

For the postcranial remains, a MNI was calculated based on the distal right femur. A total
of 46 right were found, 31 of which were pairs. In the disarticulated remains, a total of
five highly likely pairs were found, leading to an overall MLNI of 52 (Loe et al. 2014b).
No remains were identified as female, however several did not have sufficient elements
to determine sex (Table 11). Young adults, prime adults, and adolescents were the
largest categories (Table 12). Stature, robusticity, handedness, non-metric traits, and
ante-mortem pathology and trauma were all investigated as part of the monograph
however are not the focus of this study. Peri-mortem trauma was investigated as well

(see Section 7.1 for updated tables).

5.1.3 Geographic Origin and Health Status
5.1.3.1 Dating and Geographic Origin

During the original analysis, radiocarbon dating was performed and the results are
presented in Table 13. From the isotopic analysis, it was seen that the individuals
consumed some marine protein, however, it was argued that the amount they ate would
not have significantly altered the radiocarbon dates, a theory which is reflected in the
consistency of the three values. Additionally, because of the Vikings’ mobility, it is

unlikely they would have maintained the same diet over their whole lives.

Table 13: The radiocarbon dating from WEY08 performed at the Scottish Universities
Environmental Research Centre (SUERC) using OxCal 1.4.7 and atmospheric data from
IntCall3 (Reimer et al. 2013)

SK Number  SUERC Number Bone Dates BP* Calibrated Dates*
3689 24206 Right Tibia 1055 +/- 40 890-1020
3763 27339 Left Fibula 1090 +/- 30 890-1040
3804 27335 Left Fibula 1005 +/- 30 970-1160
Weighted mean 1045 +/- 19 970-1025

*A probability of 95.4% is noted

Isotopic analysis was performed using both bones and teeth. The former was performed
on a total of 40 individuals and the latter on 31 individuals using only one tooth from each
skeleton, typically the most distal molar present. The isotopes that were investigated
were oxygen (5'®0), strontium (87Sr/%®Sr), carbon (5C), and nitrogen (3'°N). Full
techniques can be found in Chenery et al. (2014) and Loe et al. (2014b). General findings

are presented in Tables 14 and 15. Overall, the majority of the individuals were most
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likely originally from outside the British Isles and many appear to have lived in various

locations in Northern Europe and Scandinavia before their deaths (Section 5.1.3.2 and

Appendix C).

Table 14: The results of the isotopic analysis of the origins of WEYO08 (information from

Loe et al. 2014b) with italicised SK numbers indicating aDNA analysis

Birth Region Number Potential Locations Skeleton Numbers
(N=31)
Potentially local 5 Weymouth area, England/United 3725; 3726; 3729, 3752,
Kingdom, Denmark 3757
Potentially local but not 3 Devon, Cornwall, west coast of the 3726; 3729; 3757
around Weymouth Lake District, Denmark, north east
Scotland, southern Norway
Outside the British Isles 26 Scandinavia (not Denmark), Baltic
States, Northern Germany and
Poland, Belarus, Russia
Very cold regions 5 Arctic Norway, Sub-arctic 3694; 3711; 3712; 3747,
Scandinavia, very high altitudes in 3759
Europe
1 South of Baltic, Western Russia, 3759
coastal Northern Scandinavia
1 Sub-Arctic Scandinavia, parts of 3747
Russia or Ukraine
1 Northern Scandinavia, Iceland, parts 3694
of Russia
Cold regions 21 Baltic Shield of Norway, Sweden,
Finland, some areas of Denmark,
south of the Baltic Sea
Younger geological terrain 11 Southern and western Baltic, eastern  3696; 3706; 3710; 3722;
Russian, Belarus, coastal north- 3730; 3733; 3738; 3739;
eastern and eastern Denmark, 3744, 3746; 3758
southern Sweden
5 Coastal Eastern Denmark, Southern 3706; 3710; 3733; 3738;
Sweden, Western Baltic 3758
6 Baltic east of River Vistula 3696; 3722; 3730; 3739;
3744; 3746
Older geological terrain 10 Mid-latitude Scandinavia, some areas 3704; 3705; 3707; 3720;
in eastern Germany and the Czech 3724; 3743; 3749; 3751,
Republic/Slovakia 3760; 3761
2 Not specified further 3705; 3743
3 Not specified further 3707; 3720; 3749
1 Not specified further 3724
1 Not specified further 3760
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Table 15: The results of the isotopic analysis of the mobility of WEY08 (information from
Loe et al. 2014b)

Number Potential Locations SKs
(N=38%)
Habitation up to 15 years
prior to death
Very cold climates 26 Scandinavia, north-eastern 3687; 3689; 3716; 3719%;
Russia 3763; 3764; 3768*; 3775;

3777; 3778; 3781, 3784%,
3786; 3791; 3792*; 3794,
3795; 3796; 3798; 3800;
3801, 3804; 3806; 3809;

3810; 3811
Extremely cold climates 6 Arctic, high altitudes 3687; 3763; 3786; 3791;
3804; 3806
Cold climates 12 Mid-south Scandinavia (not Not specified

southern-most Norway, Sweden,
not Denmark), eastern Russia,
Belarus

Habitation within 2-5
years prior to death

Cold climates 13 Sub-arctic regions of Scandinavia 3688; 3689; 3762; 3770;
3775; 3778; 3781; 3790;
3796, 3800; 3806; 3809;

3810
Less cold climates 25 Mid-south Scandinavia (not Not specified
southern-most Norway, Sweden,
not Denmark), western Russian,
Belarus, northern Iceland
Migrated prior to arrival 6 Generally moving from colder to 3687; 3764; 3786; 3791;
at Weymouth less cold / cold to warmer 3804; 3806

Mid-south Scandinavia (not
southern-most Norway, Sweden,
not Denmark), Belarus, western
Russia, northern Iceland

*38 total, 31 paired rib and femur samples; denotes unpaired samples

5.1.3.2 Ancient DNA (aDNA)
Since the publication of the monograph, ten of the skulls have been tested as part of a
large Viking aDNA study (Margaryan et al. 2020). Of those that were tested, only five
also had isotopes analysed and all of these were ones with average values within the
group and all were from within the same grouping of likely origin (ltalicised in Table 14).
All of the oxygen values suggested an origin of outside of the UK and most of the nitrogen
values for these five had similar results, with values above the upper limits for the UK
and below the upper limits for Denmark. All were within the range of values for ‘Cold
Regions’. All ten successfully had DNA extracted and details from Margaryan et al.
(2020) on those individuals are in Appendix C. When looking at the regional contributions
to the DNA, all the individuals present with a mixture of geographical affinities which
supports the idea of gene flow throughout Scandinavia for generations prior (Margaryan
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et al. 2020). In general, the three highest components are ‘North-Atlantic type’, ‘Danish
type’, and ‘Norwegian type’ which generally aligns with what is expected. ‘Swedish type’,

‘Polish type’ and ‘Finnish type’ have the lowest contributions across the ten individuals.

5.1.3.3 Physical Health and Attributes

The Vikings were generally taller in stature than contemporary British populations, but
similar to contemporary Scandinavian populations (Loe et al. 2014b). Overall, they are a
very robust group of individuals, many with notable muscle attachments. They have an
interesting phenomenon commonly in their clavicles at the costoclavicular ligament
attachment and in the humerus at the bicipital groove where the muscle attachments
there are notable but have a lytic appearance. This is seen in some other populations
housed at Bournemouth University, specifically on a collection of royal navy sailors.
Generally, they were found to be more notably robust in their upper bodies, perhaps
suggesting that the activities they did required upper body strength or movement.
Additionally, some of the joints of the upper body had pathologies that can be associated
with activity, such as osteoarthritis or osteochondritis dissecans. Their overall young age
profile and the relative dearth of healed ante-mortem trauma may suggest that they were

either a relatively newly assembled force or they were not professionals.

Skeletal collections, such as this one, that are classified as having ‘catastrophic’ rather
than ‘attritional’ profiles provide opportunities to study the health of individuals who died
when they were still in their prime. The pathologies that are found on these individuals
are more likely to be related to occupation and general health status than related to
aging. The vertebrae of many individuals reflect they likely had a hard life of work;
Schmorl’s nodes and osteoarthritis are commonplace and Scheuermann’s disease is
seen. There is evidence of non-specific infection in the form of periostitis and a case of
osteomyelitis. Loe et al. (2014b) re-iterates that this does not mean these individuals
were of “...weak constitution...” (p.214). On the contrary, the opposite argument could
be made as they were all still alive; whatever hard life they might have endured prior to
this had not killed them. Additionally, there are few indicators associated with the
cessation of growth during childhood, suggesting they were adequately nourished, or at

least never malnourished to an extent that it affected their skeletons.

5.2 Stage One: Initial Analogue Analysis of the Collection

To begin the discussion of the current research project, the definition of ‘cutmark’
compared to ‘blow’ must be discussed first. Here, a cutmark is any defect made by the
blade, whereas a blow is all cutmarks made by a single strike of the weapon (Section
4.1.4). Therefore, in this study, a cutmark will not extend beyond one bone, but a blow

will.
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The initial step of this study was to look through the collection manually to make sure all
the cutmarks were identified (Figure 55, Figure 115 in Appendix D). This was done by
examining each bone for each skeleton and noting any trauma before comparing the
findings with the osteological report (Loe et al. 2014b). Any discrepancies were re-
checked with magnification (Section 4.1.6) and a second opinion was obtained if
required. During this time, the cutmarks were classified. Please see Table 16 for the
working definitions of the categories of cutmarks found in this study. For this research,
the cutmarks were only classified into two main groups, one with a subgroup. These
categories were used for ease with the development of the photogrammetric process;
regardless of the unique properties of each cutmark, the geometry required for image

capture within each group was the same.

Stage One

Match with

Look at each skeleton Give

what is noted TS Quick Add to
for trauma — note any i Looatal Match cutmark ID photograph catalogue
found 2014 | code \ J

If a new
cutmark
second opinion if
required

Discrepancy Resolve
L discrepancy —

Stage Two

Iterative testing o find
optimal parameters
(see iterative testing
workflow)

Selection of one incised
and one shaved cutmark
for iterative testing

Pilot studies with five Statistical
incised and five shaved analysis on the
cutmarks pilot study data
Stage Three l
) o Interpretation of results
[ (SZ:" !°°'! E!ﬂ'ed; :!'; !"! d; 3 "au”“'im'e ) }—} (consltation with literature
ys and comparative sites)

Figure 55: The workflow for the study with Stage One highlighted (Appendix D Figure
115 for the full workflow without highlights)

Table 16: The definitions for different types of cutmarks found in the collection

Term Characteristics

Incised Cutmark (1) - V-shaped profile
- Did not bisect the bone
- Force did not cause the bone to break

Shaved Cutmark - Nodistinct profile
(S) - Bone fully bisected by the blow
Broken Incised - Originally V-shaped profile
Cutmark (BI) - Cut did not bisect the bone, but post-mortem damage or residual energy

dispersal fracturing (Sections 4.1.4 and 9.3) caused the two halves of the
cutmark to be separate

- Both halves may be present, however reuniting could introduce error and
therefore has not been performed

- Processed the same as S
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After classification, observations were written about the cutmarks and a photograph
taken. An identification code was given to each to ensure the image and observations

could be matched and then later the digital models could be connected as well.

5.2.1 Cutmark Coding
Each cutmark was given a unique identification code, based on the skeleton and bone it

was on. The code system works as follows:

Articulated Components Disarticulated Components
0000_AO0 0000.00_AO0

Skeleton Number Context Number

Cutmark ID Discrete piece of bone
Segment of cutmark, if applicable Cutmark ID

Segment of cutmark, if applicable

Some initially identified ‘cutmarks’ were re-diagnosed as fracturing or deemed to have
too much uncertainty due to taphonomy after the initial codes were given, thus the final
numbers and letters are not always sequential. In cases where a cutmark runs across
multiple bones, it was given a new cutmark ID (letter) on each bone to avoid erroneously
attributing segments of cutmarks to the same blow because the coding was completed

early in the analysis process.

5.3 Stage Two: Developing the Photogrammetric Workflow

The overall workflow used is outlined in Figure 56. A more specific workflow regarding
the model creation is introduced further in the chapter. The software that was used for

this project is outlined in Appendix D (Figure 115).
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Look at each skeleton Give - ;
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and one shaved cutmark
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Pilot studies with five Statistical
incised and five shaved analysis on the
cutmarks pilot study data

.. Y
Methodological
design

Stage Three

Interpretation of results
[ i J_,m_,[(mmmm j_.:]
and comparative sites)

Figure 56: The workflow for the study with Stage Two highlighted (Appendix D Figure

115 for the full workflow without highlights)
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5.3.1 The Photography

Nikon cameras with standard SD cards were used for the image capture (Figure 57).
Two types of Nikons were chosen because they are different camera ranges, with the
‘DX’ being a mid-range camera and the ‘FX’ being higher-end. The latter is considered
a ‘full-frame’ camera whereas the former has a 1.5x crop factor due to a smaller sensor
size (Nikon USA 2019a, 2019b). The DX camera that was used was the D5300 and the
FX cameras was the D810 (Appendix D). Other brands of cameras with similar

specifications should produce similar results.

Figure 57: The camera equipment used in the main part of the study (Nikon D810 and
FX AF-S Micro NIKKOR 60mm f/2.8G ED lens)

The lens was an FX AF-S Micro NIKKOR 60mm f/2.8G ED lens (Appendix D). This
allowed for close-up photographs whilst maintaining the focal length of the camera, thus
eliminating any confounding effects from a change in focal length. The FX lens was
compatible with both the DX and FX cameras and did not reduce the quality or size of

the array in either camera.

5.3.1.1 File Format

Photographs were captured in fine Joint Photographic Experts Group (JPEG) format and
14-bit RAW. The RAW files (.NEF for Nikon) were converted to Tag Image File Format
(TIFF) files using Adobe Photoshop 2018. Since the number of images required is small

and TIFFs are a lossless image format, they were chosen as superior to JPEGs. This
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was confirmed in the initial trials (Section 5.3.4 and Appendix E). JPEGs were also used

to quickly test the alignment of the models to ensure no images had been missed.

High Dynamic Range (HDR) photography was considered as it allows for a larger range
of exposures to be captured in one photograph. This is done by bracketing the ‘optimal’
image with an over- and under-exposed image from the same location taken
sequentially. These can then be combined using Photoshop. The results from HDR tests
were inconclusive as to whether the models appeared better. However, the process of
creating HDR photographs was inconsistent as not all images would combine as they
were meant to, therefore either delaying model creation significantly or requiring an
entirely new set of images. Thus, other methods of creating optimal images were

considered.

5.3.2 3D Control

In order to create a model that is scaled properly in all dimensions, 3D control was
needed (Section 2.4.3.3) (Linder 2009, 2016; Wolf et al. 2014, Lillesand et al. 2015;
Historic England 2017). Due to the size of the subject, conventional photogrammetric
methods of surveying-in control (e.g. a total station theodolite [TST] or Global Navigation
Satellite System [GNSS]) were not possible (For larger-scale studies, see Chandler et
al. 2007, Verhoeven et al. 2012; Olson et al. 2013, Sapirstein 2016). Several options for
how to add 3D control into the models were considered and it was decided that the best
method for this project was to use a bespoke design created by additive printing, more
widely known as 3D printing. It could be scaled to different sizes for different
requirements and could also be replicable. The impact of this decision on accessibility
was thoroughly considered, especially around the issue of obtaining access to the 3D
printer. Fortunately, fused deposition modelling desktop 3D printers, designed for use
with a variety of plastic filaments (most often polylactide, PLA, or polyethylene
terephthalate glycol, PETG) in the home or office, can be relatively inexpensive (~£200)
and are widely available (3DSourced 2021; Hsueh et al. 2021). There are also many
businesses that will 3D print objects for individuals. The cost of printing such an object
is highly dependent on its size and the material one wishes to print it with. The design

will be published for other researchers to use.

The 3D printed control was named the ‘Control Cradle’. This device was made to hold
small bones securely whilst taking up the entire camera frame. This allowed for the
Control Cradle-Object complex (CC-O) to be moved rather than the camera, since the
objects and control points would always be in the same place with respect to each other.
Although conventionally, Structure-from-Motion Multi-View Stereo photogrammetry
(SfM-MVS, or simply ‘photogrammetry’ within this research) requires the object to be

stationary and the camera moving, the same effect can be created when all control points
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move with the object and therefore stay in constant relative position (Section 2.4.4)
(Micheletti et al. 2015b; Ferreira et al. 2017; Granshaw 2018). It was also important to
assure that the small amount of background seen outside the Control Cradle had no
identifying features or defects that the software might consider to be Key Points (KP)

since these would not move with the CC-O.

The original Control Cradle (OG) was symmetric with five control points (CPs) in each
guadrant. These points were at four different heights to allow for multiple z-values to be
input and seen in each image. An arrow was added after printing to keep track of the
rotations during photography. The initial cradle designed for the pilot study is pictured in
Figure 58a. It was designed using Sketchup, sliced using Cura, and printed on an Ender-
3 (courtesy of A. Ford). The coordinates and file are found in a supplemental data file.
The control points were created at multiple levels by making cylindrical voids with a
diameter of Lmm. After printing, these were filled with a dark putty in order to make them
visible in images. In more recent iterations (MK2 and PH), a narrow gauge (1mm) black
rubber gasket was used instead as it created a cleaner CP. For the pilot studies, OG was
used for all samples. Due to the differences in geometry of the bones in the general
collection, an additional set of 3D control needed to be designed. It was based on the 3D
control used for the pilot study with modifications to make it more universal (Section
5.4.1.2).

OG and MK2 were of similar design, created to hold smaller irregular bones (central
inset) and long bones (V-shaped cut-outs) (Figure 58a and c). The original design used
a series of small hooks and elastics to hold the bone in place on the rubberised black
stickers. In the later iteration (MK2), the Vs were deepened, the height of the towers
raised, and screws inserted as braces in order to accommodate taller bones without the
surface being too far away from the CPs. One side of the base was made unique so it
could be used as a starting and ending point for each rotation of photographs, thus not
requiring the drawn arrow that was seen on OG. A stand was also created for MK2
because some of the bones, such as mandibles, were overhanging the cradle and thus
made it impossible to lie flat without additional height (Figure 58d). The rectangular-
shaped cut-outs in the base of MK2 were similarly designed to accommodate such
bones. Not bones would naturally lie so that the cutmark was level in the transverse
plane, thus the wedges were created for both OG and MK2 to help give them support

and level them for photography (Section 5.4.1.2).

PH was designed specifically for bones that were too large to fit in the cradle, such as
skulls (Figure 58b). In this case the cradle would sit on the bone, the opposite method
compared to the other two cradles. It would encircle the cutmark whilst not overlying any

of it. It was designed to be secured using thin string, such as thread, as opposed to
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elastics, due to the fragility of the bones. Since PH needed to be larger to surround the

defects, an extra CP was added to each side to avoid clustering of the control.

Figure 58: The control cradles used in the project: a) the original cradle (OG), b) the party
hat (PH), c) MK2, and d) MK2 on its stand

5.3.3 The Image Capture

5.3.3.1 Camera Parameters

The following protocol was developed through the pilot study and found to be effective
to digitise the remaining collection as well. In order to vary as few parameters as possible,
an aperture was chosen that allowed the entirety of the longest pilot study cutmark to be
in focus when viewed obliquely. This was found to be 22 in the incised cutmark pilot
study and 25 in the shaved cutmark pilot study. The majority of the light used was natural
light, with some overhead artificial lighting, and therefore varied at times. Due to this, the
shutter speed changed between captures to compensate (Section 2.2.1). The only
requirement was that the shutter speed be kept the same with both the DX and FX
camera for each bone in the pilot studies. The ISO was set to 100 since the camera
would always be on a tripod. No camera remote was available at this point, so the two-
second self-timer setting was used to ensure that the camera would not shift in the middle

of capturing a photograph due to the pressing of the shutter release.
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5.3.3.2 Photographic Strategy

For both pilot studies, the following photographic strategy described below was repeated
twice; first with the DX camera and second with the FX. This order was chosen because
the DX was a more restrictive field of view and therefore it was important to make sure
the placement of the camera and the parameters were sufficient to capture the required

amount of data.

To begin, the Control Cradle was set up on a white piece of paper with a white backdrop
to both avoid confounding non-moving points and allow some illumination from the
reflected light. The set-up was illuminated with natural and artificial light. It was placed
near the edge of a table to allow the tripod to stand on the floor beside (Figure 59). The
distance from the object was set to be approximately the minimum focusing distance of
the lens (18.5cm) which allowed the Control Cradle to fill the majority of the frame whilst

retaining as many control points as possible to be in each image.

Figure 59: The control cradle holding a bone (cuboid) set up for the lower orbit of images
in the image capture strategy used in this study (n.b. the white paper backdrop has been

removed for the purposes of capturing these three images)

Images were taken in a pattern than would form a ‘Union Jack’ (Figure 60). To avoid
moving the camera as much as possible, all eight ‘low-angle’ pictures were

photographed first whilst rotating the CC-O 45° after each image, followed by all eight
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‘high-angle’ pictures using the same strategy. The final picture was taken from directly
above in landscape with the longitudinal axis of the cutmark aligned horizontally

whenever possible.

Figure 60: The ‘Union Jack’ image capture strategy

The low-angle pictures were taken at 45° to the vertical axis of the tripod and the high-
angle pictures were taken after the tripod was raised slightly and the angle changed to
22.5° to the vertical axis of the tripod (Figure 61). A total of 17 images were taken per

capture.

22.5°

450

18.5cm
18.5¢cm

a) b)

Figure 61: The camera angles used for the image capture strategy, a) 22.5° and b) 45°

(final vertical image not pictured)

5.3.4 Initial Iterative Photogrammetric Trials

Several iterative tests were designed to find the ideal processing parameters for this
collection and were done twice as there were two major categories of geometry in the
cutmarks which required separate testing (Sections 4.1.4 and 5.2). One sample was
chosen from each pilot study to create the methodology. The cut that was picked for
each was chosen based on both being representative of the others in the pilot study and
likely being the most restrictive due to geometry (e.g. the longest). The final workflow

was determined to be the best procedure for this project. All initial tests and pilot studies
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were performed on Agisoft Photoscan 1.4, before the release and update to Agisoft
Metashape 1.6. This change did not subsequently cause any changes to workflow or

model quality.

For the incised cutmark test, pilot study sample 3685.10_K was used. It was a second
cervical vertebrae with a cutmark running horizontally across the posterior aspect where
the odontoid process joins the body. For the shaved cutmark test, pilot study sample
3734_C2 was used. It was a fragment of skull, left parietal, that was originally thought to
be extraneous to SK3735 and therefore the models are coded as 3735_X. It was later
found to reassociate with the cranial fragments of SK3734. The cut has penetrated the
outer table of the skull and exposed the diploé (Figure 62). The total number of points in
the dense point cloud (DPC) and the number of points surrounding the cutmark in the
DPC were both measured (Figure 63). Errors were also examined (pixel and mm),
however, errors were found to be more dependent on the precision of placing the points
compared to the quality of the model. Additional tables and figures associated with the
iterative tests are found in Appendix E (workflow Figure 116). Overall, the models all

appeared robust to changes and very few were unusable.

T

Figure 62: The cutmarks used for a) the first pilot study (3685.10_K) and b) second pilot
study (3734 _C2; originally numbered as 3735_X)
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a)

b)

Figure 63: The a) full DPC and b) cutmark DPC (when the highlighted section is deleted)
of cutmark 3685.10_K used during the iterative tests

The DX Nikon camera (D5300) was chosen for the iterative tests because the field of
view was more restrictive and therefore it would likely be the limiting factor for what the
best settings were. The image capture strategy, detailed in Section 5.3.3.2, was the
same for both categories of cutmark. All 17 images were used for each model and these
sets of images were used for all the iterative trials to avoid confounding the results.
Camera parameters are found in Table E-1 (Appendix E). The aperture was increased
for the shaved cutmarks because 3735 X was overall larger than the incised cutmarks
and therefore an increased depth of field was needed to capture the entire cut in focus.

When examining the percentage difference, 5% was used as a delineator. Any
differences less than that were considered to be likely due to chance. Figure 116
details the iterative process used for this testing and the final settings can be found in
Table D-4.

5.3.4.1 File Format, Bit Depth, and Editing
The first variable examined in the iterative testing process was bit-depth. Additionally,

models created from edited and unedited images were compared at each bit-depth to
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determine which were superior. During image capture, the images were saved as both
RAW and large, fine JPEGs. This set of JPEGs were used throughout this aspect of the
trials as a baseline for the number of points generated and the file size of the images.

The RAW images, in Nikon’s NEF format, were converted into TIFFs using Adobe
Photoshop 2018. They were converted at both 8-bits/channel (24-bit depth) and 16-
bits/channel (48-bit depth). These were then duplicated and turned into greyscale. This
resulted in four bit depths to test: 8-bit (greyscale), 16-bit (greyscale), 24-bit (colour), and
48-bit (colour).

Initially, high dynamic range (HDR) photographs were going to be tested and therefore
each image was bracketed at an exposure that was one higher and one lower than the
set exposure. However, there was significant inconsistency when trying to get the
photographs to merge into one HDR image in Photoshop. Due to this, it was decided
that editing the image to achieve similar results was superior. The same RAW images
as above were taken and the contrast was fully decreased and the shadows fully
increased before converting into a TIFF. They visually appear more faded, however this
was done to try to augment the area in shadow, specifically within the cutmark. The
images were then saved in the same manner as the unedited images, resulting in the

same four bit depths.

The JPEGs were not edited nor converted to greyscale. The model they created was
used as ‘control’ and the relative number of points and relative file size compared to the
JPEG model were examined for all bit depths and levels of editing in order to determine
if there was a place at which the exponentially increasing file size would outweigh the
benefits of extra points obtained from an increased bit depth (Appendix E, Tables E-2 to
E-4). Visually, the point clouds were examined to see if it appeared as if many points

were ‘jumping off’ the surface which would be indicative of a noisy model.

All nine models for each cutmark were aligned on High with the default settings of 40,000
key points (KP) and 4,000 tie points (TP). After the initial sparse point cloud (SPC) was
created, the values for the control points were input and the points were placed on all
images. An accuracy of 1.5mm was used for the control points in order to mitigate for
human error in point placement. Camera optimisation was performed following that to
allow for the software to perform a bundle adjustment using the control coordinates. The
values that were used for the optimisation were the default values of: f, cx, cy, k1, k2, k3,
pl, p2. The number of points was recorded (Table E-2). There are notable pixel error
differences between the two pilot studies and this is due to user experience rather than
the first pilot study being less precise. The iterative trials for the second pilot study were

done after the entire first pilot study had been finished and therefore the tester had
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significantly more experience placing the markers consistently on the control points by
the beginning of the second pilot study. This is not thought to affect the outcomes of the

iterative tests or the first pilot study.

Gradual selection was used to edit the SPC to reduce erroneous points and noise. The
value of 0.2 was used for the reprojection error (RE). Reproduction uncertainty (RU) and
projection accuracy (PA) were below what would be considered acceptable for that RE
(roughly 2xRE, therefore 200), however, they were further reduced to approximately 12
and 60 based on the visual appearance of the number of deleted points at those selected
levels. The shaved cutmark sample was found to always have an RU of under 10 and
therefore it was left unchanged. The cameras were then optimised again using the same

values. The number of points in the SPC after the editing was recorded.

The dense point cloud (DPC) was then created on High with Disabled depth filtering to
get the most recreation accurate of the cutmark possible, avoiding any artificial
smoothing. The number of points for the entire model (fDPC) was recorded as well as
for just the cutmark itself (cDPC). To measure the points in and around the cutmark,
markers were placed on the photographs of each model at distinct features. These were
used as boundaries for the rectangular selection tool. The model not rotated as
inconsistencies in rotation could lead to erroneous differences in point cloud numbers.
The area that was measured was approximately 10 mm by 4 mm for the incised cutmark
and 30 mm by 40 mm for the shaved cutmark. Since the two types of cutmarks were not

compared to each other, this difference in area measured was inconsequential.

The results are shown in Tables E-3 and E-4. For the file format and bit depth, the most
important parameters were the file size and the number of points in the fDPC because
that was an indication of the quality of the model overall, since the SPC had been
rigorously edited to mitigate noise. The magnitude of the errors was also noted to see
how that changed. When examining the merits of editing the point cloud prior to running
the model, the number of points in the cDPC was the focus because that was the region
the editing was intended to influence. The numbers of points in the in the overall model
and just the cutmark were both transformed into additional variables with values relative
to the JPEG model (assigned the value of 0). The values of the relative number of points
and relative file size for both the edited and unedited images were plotted on a scatter
plot to see if it could be visually determined where the extra points became more of a

limitation than a benefit.

When examining the fDPC in the incised cutmark iterative tests, the three highest
variables compared to the JPEG were the 48-bit edited TIFF, the 16-bit edited TIFF, and
the 48-bit unedited TIFF (21.5%, 20.7%, and 20.6%, respectively). For both the 48-bit
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TIFFs, the file size was 193% greater than that of the 16-bit TIFF with less than a 1%
increase in points in both instances. Therefore, it was decided that the 16-bit TIFF would
be the optimal bit depth. This would only create a greyscale model; however, the lack of

colour would not affect the measurements, only the aesthetics of the model.

In the shaved cutmark iterative test, difference higher than 5% were only seen in the
fDPC. Compared to the JPEG values, the unedited 48-bit TIFF, edited 48-bit TIFF, and
the unedited 16-bit TIFF had the highest differences and the only differences over 5%
(6.8%, 6.7%, and 5.4%, respectively). Similar to the incised cutmark pilot study, the
increase in file size was exponentially higher than the increase in points when going from
the 16-bit TIFF to the 48-bit TIFF. Therefore, greyscale was again considered to be the
superior option. The smaller differences were interesting to note. This may be due in part
to the points in the shaved cutmark being much greater and therefore the differences
less notable, however, part of the difference may be due to the geometry of the cutmarks.

In the iterative tests if both types of cutmarks, the fDPC and the cDPC were examined
to determine whether the edited or unedited point clouds were superior. Here the two
pilot studies diverged (Table E-5). In general, for the incised cutmark pilot study, the
edited point clouds produced more points. The results for the cutmark were given priority
as the editing was designed to increase the visibility into the cut. This comparison
supported the earlier result that the edited version of the 16-bit TIFF would be the optimal
format to use for this pilot study. Conversely, the unedited point cloud for the fDPC were
all superior to the edited ones in the shaved cutmark pilot study. The differences seen
when just looking at the cDPC were minimal and therefore they could be due to chance.
Overall, the shaved cutmark inherently has less deviation in the profile than the incised
cutmark and therefore, since the editing was designed to augment the cutmark, as

expected, the impact of editing was lower for the shaved cutmarks.

In both pilot studies, the chosen format had low errors for both mm and pixels. Although
they were not necessarily the lowest, the differences between the errors in the chosen
file format and the file format with the lowest error was small. Overall, the findings
suggested that the process is fairly robust to changes and all combinations produced a

usable point cloud.

5.3.4.2 Tie Points and Key Points

The number of TPs and KPs were manipulated to determine what the optimal number
would be. For each value tested, the difference in number of points in the fDPC and
cDPC were examined in comparison to the points found using the default value. As a

result of the bit depth trials, the 16-bit edited images were used for this trial when
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exploring the incised cutmarks. For the shaved cutmarks the 16-bit unedited images

were used.

At the time this was completed, the default setting for Agisoft Photoscan 1.4 were 40,000
KP and 4,000 TP and thus were used as a baseline for these trials. The default KP was
left unchanged and five levels of TP were chosen to be investigated: 4,000, 8,000,
12,000, 16,000, and 20,000. These variables and the following process was the same

for both the incised and shaved cutmark pilot studies.

Other than varying the TP numbers, the method of SfM-MVS model creation was the
same as for the bit depth trials. Once the SPC was created and the control was input
and the cameras optimised, the model was duplicated so the RE could be edited
differently. One set of models was edited using the values of 0.2 (RE), 11 (RU), and 50
(PA) and the other was edited using 0.1 (RE), 11 (RU), and 50 (PA). RU and PA numbers
were based on visual gradual selection and were pushed as far as they could be without
losing a significant number of points. DPCs were then created and the number of points
in the fDPC and cDPC were recorded. The overview of variables tested are in Table 17

and the full numerical results are in Appendix E (Tables E-5 to E-11).

Table 17: The Tie Point and Key Point variables evaluated in the iterative testing process

(default values in bold)

Variable Reprojection Error Values Tested Selected Value?

Tie Points 0.1 4000 Yes
8000
12000
16000
20000
0.2 4000
8000
12000
16000
20000
Key Points 0.1 10000
20000
30000

40000 Yes
50000
0.2 10000
20000
30000
40000
50000

The errors were examined for each trial model. It was found that the error values that
were recorded were more dependent on the precision of placing the points compared to
the actual changes in the quality of the model. For example, the 40,000/4,000 (KP/TP)
combination in the first pilot study was executed twice; once in each of the TP and KP

trials. The difference in error between the two in both mm and pixels was large (9% and
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30% respectively) despite containing the same parameters and generally improved with
user experience. Differences in errors between the editing levels for each trial were either
non-existent or less than a fraction of a mm or px and thus were not considered important
in the decision process. Therefore, unless an error value appeared large enough to be

anomalous, it was not heavily weighted in the consideration of the best method.

The results for the fDPC were initially examined as it was thought that would give a better
indication of the quality of the model overall at each level of TPs. No differences of a
magnitude greater than 5% were seen for either level of RE or between the levels of RE,

therefore the results for just the cutmark were looked at as well (Tables E-6 to E-8).

In the incised cutmark tests, the only the TP of 16,000 had an increase of points in the
cutmark compared to the default settings. This percentage was not greater than 5%,
therefore any differences could have been due only to chance and therefore the default
value was chosen for this pilot study. The difference between each trial with and RE of
0.2 and an RE of 0.1 demonstrated that 0.1 was superior in all cases, though only the
cDPC showed any improvements that were over 5%. There was a 6% increase in the
default trial when using 0.1. Therefore, pending confirmation through the KP trials, an
RE of 0.1 was decided to be best in combination with 4,000 TPs.

In the shaved cutmark tests, in both the fDPC and the cDPC, there were minimal
differences between the different levels of TPs. There were small increases seen
between the higher TP levels and the default value, however, none of the differences
were over 5%. The RE of 0.1 had no values over 0.6% for either the fDPC or the cDPC
and the RE of 0.2 has one difference of 1.4% and no other values over 0.7%. Therefore,
the default value was chosen because it would reduce computational time compared to

using higher numbers of TPs.

There were minimal differences between the number of points found in the RE of 0.2 and
of 0.1 and any differences that were seen were likely to have been through change and
random error. Therefore, because editing the point cloud to an RE of 0.1 should allow
for a better bundle adjustment without creating any negative effects on the point cloud,
this was chosen in combination with 4,000 TPs. In both cases, the hope was the increase
in the strictness of the editing parameters would lead to a decrease in, or removal of, any

extra noise.

The same images were used for this trial as were used for the KP trials. From the
previous trials, 4,000 had been established as the optimal TP number and therefore this
was used throughout these trials. Five KP values were chosen; 10,000, 20,000, 30,000,
40,000, and 50,000. 40,000 was typically the default value.
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The same procedure was followed for these trials as for the TP trials. The fDPC was
looked at first in both tests to determine if there were any differences in the quality of the
model for each number of KPs. All differences that were seen were less than 5%,
therefore the values from the cDPC were investigated as well (Tables E-9 to E-11). When
analysing the incised cutmarks, the number of points that was produced by 10,000 KPs
was very similar to the number produced by the default of 40,000. However, when editing
the 10,000 KP SPC, the model started to lose its distinctiveness and identifiability. Due
to this, 40,000 was decided to be superior.

In the shaved cutmark trials, the differences that were found were minimal, the majority
did not have a magnitude of greater than 1%. Overall, the models with more KPs had
more points in the DPC. As this parameter does not seem to make a major difference in
the total point or the cutmark points, the default value of 40,000 was chosen since this
value was superior in the incised cutmark trials and therefore would be standardised

between all geometries of cutmarks.

Although no large changes were seen when comparing 0.1 and 0.2 RE in the full point
cloud, there was seen to be a 5% increase in cutmark points when using 0.1. Therefore,
this supported the findings from the TP trials that 0.1 RE would be better in this study.
Overall, TP and KP values were left at default and the RE used was 0.1. This was able
to be used for both types of cutmarks which aided in standardising and speeding up the

data capture.

5.3.4.3 Control Point Accuracy

Lastly, the accuracy of the control points was varied. A SPC of one model was created,
using 40,000 KP and 4,000 TP. Control was imported through the reference pane and
the points were placed. This model was not optimised, instead it was duplicated multiple
times and different accuracies were entered for the control in each model. The CP
accuracy was never varied within a model. This was done to avoid any changes in error
due to difference in placing the control points or in the alignment of the photographs.

After these accuracy values were input, each model was optimised.

From there, the procedure was the same as the TP and KP tests. The errors in mm and
pixels were recorded both before and after editing to see what the effect of the accuracy

changes was. The number of points in the fDPC and the cDPC were recorded.

Overall, the models were very robust and did not break until an accuracy likely
unachievable by human placement. The errors in the model did not change over a wide
range of values; from 0.1mm to 1000mm (Tables E-12 and E-13). The accuracy of
1.5mm was used as the default value as that was initially used for the prior tests. This
value was determined through the size of the control points (approximately 1mm in
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diameter) and the possibility of human error in the placement (0.5mm). The number of
points in the fDPC did not increase by more than 0.3% from the default in any of the
tests. Similarly, when focusing on the cutmark, no increases were greater than 2.3%
from the default, therefore none of the differences in DPC values was thought to be due
to the changes in accuracy. The number of points in the SPC starts declining at 0.1mm
however. The model was taken until ‘breaking point’ where the error (mm) would start to
increase again. This corresponded with a decrease in the number of points as well.
However, when trying to apply this level of accuracy to a different cutmark, the model
was found to be unusably noisy regardless of what amount of gradual selection was
used. Therefore, despite the increased number of points, this was discarded as a method

of improvement.

Initially, the shaved cutmark trial yielded similar results with a wide range of accuracies
resulting in the same errors. The number of points in the fDPC remained consistent until
the accuracy of 0.001lmm where there was an 3.5% increase. An increase of over 5%
was seen at the accuracy of 0.0005, however, due to what occurred with the incised
cutmark pilot study, this was suspected to primarily be an increase in noise. Therefore,
the accuracy at which the error started to increase is thought to be an appropriate cut-
off point because the accuracies smaller than that would risk not accounting for the

prospect of human error in the placement of the control points.

Therefore, for both trials, since the size of the control points is Imm in diameter, an
accuracy of 0.5mm was decided to be the minimum that should be used due to the
possibility of human error. It appeared that pixel and mm error work slightly reciprocally
in these models and balancing between the two was optimal. Therefore, even though
neither error was minimised at 0.5mm, that was thought to be an optimal point as it would
also account for the possibility of human error in placing the control points and reduce
the noise whilst maintaining a high level of accuracy. Despite being able to push the
accuracy further, it was deemed ‘safer’ to avoid that as it did not automatically equate to

a better model.

Overall, the final processes are reflected within this chapter and are deemed to be the
best for use in these situations. However, it is recommended to perform iterative trials
such as this with any different types of subjects and differences in geometry and material
could affect these results. The method overall appears to be robust. Very few of the

models apart from those in the accuracy trial were unusable.

159



5.3.5 Workflow Design through Pilot Studies

The following workflow was performed on Photoscan 1.4 before being updated to
Metashape 1.6 (Figure 64, Appendix D). For ease, both will be called Agisoft as the
workflow was unchanged (Agisoft LLC 2018a, 2020a).

5.3.5.1 Importing Photographs

Each cutmark was designated its own project in Agisoft. Within that, stages of each
model were duplicated and kept as separate ‘chunks’. This was done to allow for records
of the earlier stages of processing, especially the pre-edited versions so they could be
referred to in case there was a problem with the final model. The chunks were renamed
to reflect their contents after the importing of the images. In this project, the background
was generally not masked because anything beyond the control cradle was uniform in
colour and texture to avoid causing erroneous feature matches. In some photographs, a
small corner of the table was seen. In these situations, just that part was masked before

alignment to prevent it affecting the model.

5.3.5.2 Alignment and Sparse Point Cloud Generation

All parameters used for this stage of processing are found in Appendix D. If not
discussed, a setting was left at its default value. The first stage after the importation was
the creation of the SPC (Section 2.4.4.1).
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Figure 64: The detailed methodological workflow used for creating and processing the models
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5.3.5.3 Adding Control Points

Control can either be added before or after the creation of the SPC. In this situation,
control was added after as it sped up the process of placing control because the software
would project the CP once two were placed and then the researcher could confirm or
adjust the point rather than placing them without a guide. The control values were
imported into the software and markers were placed on CPs with known X, y, z-
coordinates in an arbitrary (local) coordinate system. Markers must be placed in at least
two images, however, it was often beneficial to place them in the majority of images to
give them a higher likelihood of being in the correct position in all three planes. In this
project, all visible control points were marked in all images. The accuracy was set to
0.5mm based on the accuracy trials. Once all control was input, the cameras were
optimised using the default variables (Appendix D, Table D-4) (Figure 64). The errors in
both metres and pixels were examined and if they were anomalously high, whichever
points were the cause would be located and checked to see if those points had been
misidentified or misplaced. If they were, they would be fixed and re-optimised. Since the
average errors that appeared initially were usually between 0.5 and 1.6 pixels, it was
decided that ideally the pixel error for each marker should be under 1.5 pixels. If the error
was too high, the markers would be moved to their correct location and the cameras
would be optimised again. The m error was more dependent on the point placement and

is further discussed in the Section 6.2 and 8.2.

5.3.5.4 Sparse Point Cloud Editing

The next stage was to edit the SPC to remove points that were of lower quality (Figure
64). Using the ‘Gradual Selection’ tool, four different parameters of point quality were
examined. The parameter of ‘Image Count’, which says the number of images that a
point is found in, was not used due to the small sets of photographs in this project. This
Gradual Selection tool can be used as a sliding scale and there is generally no
consensus on the optimal values as it is often highly influenced by the subject and the
images. As established in the initial trials, 0.1 was the preferable RE. Since, both RU and
PA are on a sliding scale, a value for each was looked for which would remove some
points without culling them unnecessarily (Section 5.3.4, Appendix E, Table E-5 to E11).
Following that, the cameras were finely adjusted through Optimise Cameras using the

same variables as previous optimisations.

5.3.5.5 Creation of the Dense Point Cloud

The DPC was created using the parameters in Appendix D and E (Table D-4, Figure 64)
(Section 2.4.4.2). For the incised cutmarks, some area around the cut was maintained
to properly determine the profile, whereas for the shaved cutmarks, the point cloud was

trimmed to the edge of the cut so the unaffected surface would not impact any surface
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roughness calculations. The point cloud was then exported to be used in different
software (see Section 5.4.4 for the incised cutmarks and Section 5.4.3 for the shaved

cutmarks).

5.3.6 Testing the Control Cradles

The cradles needed to be tested to ensure they were not introducing systematic errors
to the models. To do this, initially one models for each cradle was chosen at random.
The two types of cutmarks, shaved and incised, were not separated for this aspect
because the cradle was the focus of this component of the analysis, not the cut. Any
models that were aligned on Highest, not High, were excluded. Markers were placed on
all the CPs following standard procedure and optimised. Subsequently, the other half of
the points present on the cradle that had not been used as CPs, were designated as
check points (ChPs) and placed on the model. These ChPs were then deselected and a
secondary optimisation was run before all the error values for the CPs and ChPs were
exported and statistically compared for differences (Section 5.3.8.3 for more detail on
the statistical tests used). Ideally, there would be no statistical difference between the
CP and ChP errors.

Following this, five random models were chosen for each cradle and the three types of
cradle were analysed both separately and together. The X, y, and z-values were
extracted along with the x, y, and z-errors for each CP. Any correlation between value
and error would indicate if a systematic error was being inadvertently introduced (Section
5.3.8.3).

5.3.7 Pilot Study Cutmark Measurement and Comparison

The follow section details how the measurements were taken and compared. Originally,
digital microscopy was going to be used as a ‘gold standard’ for comparison with the
photogrammetric measurements in order to test metric accuracy (Section 4.1.6). Due to
the microscope itself (Keyence VHX-5000) there was low confidence in the accuracy of
the measurements taken, and due to COVID-19, this could not be further explored to
rectify or mitigate the problems. This is discussed in Section 8.3.1. Instead, since
callipers are the most commonly used method of measuring cutmarks, this was deemed
as an acceptable amount of reference for this study. Measurements were converted to
millimetres at two decimal places. All measurements were taken three times and the
mean calculated. If one measurement of three measurements was 25% greater or less
than the mean of the other two, it was considered a potential outlier and an additional
measurement was taken to confirm or reject this idea. If confirmed, the outlier would be
omitted, however none were found. Additionally, approximately a week after the round
of three measurements was completed, a single set of measurements was taken. These

were used to test for intra-observer error. For the pilot studies, both manual and SfM-
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MVS measurements were used in order to determine the applicability of the models.
Subsequently, any full population analysis that occurred was performed solely on the

digital 3D models.

The measurements that were compared between manual and photogrammetric models
from both cameras were length (measurement from end-to-end of the cutmark along the
longitudinal axis) and width (measured from the upper break of slope on each side at
50%, and of the length).

5.3.7.1 Conventional Measurements
The manual measurements were taken using a Mitutoyo Digimatic Calliper (CD-6" ASX;

500-196-30) (Figure 65). This specific calliper was chosen because it was easier to use
on small targets compared to some of the larger callipers and it contained the certificate
of inspection. The sample and the callipers were held under an illuminated magnifying

glass in order to aid in data capture.

Figure 65: The calliper used for the manual measurements

5.3.7.2 SfM-MVS Model Measurements
It was easier to identify the edges of the cutmark on the photograph compared to the full

point cloud as the size of the points could not be increased in Agisoft when zoomed in to
the necessary magnification. Therefore, after the DPC was completed, markers were
added to each end of the incised cutmark on the images. For the shaved cutmark pilot
study, markers were placed across the longest part (length) and then at the maximum
distance perpendicular to the length was found (width). For both types of cutmarks, the
points were added in three images each. Once completed, the markers were made to
appear on the DPC (Figure 66a). The point cloud was imported into CloudCompare
(CICo) as a .LAS file and the markers as an ASCII file. This could be done with the point

cloud also as an ASCII and retrospectively it would be recommended. The markers
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identifying the ends of the cutmark were marked as point and then the markers and point
cloud were merged. The length, and width in the case of the shaved cutmarks, was then

measured.

For the shaved cutmarks, both length and width were measured in CICo. For the incised
cutmarks, the only measurement captured in CICo was length. With both types of
cutmark, the ‘Point Selector’ tool was used and the imported markers were selected and
the distance between them measured. CICo was used for the lengths because it
accounts for all three dimensions present in the model, allowing an accurate
measurement since any vertical displacement is also accounted for, which is especially

important if the model is not completely level.

Figure 66: An example of the placement of the points denoting the ends of the cutmark
3789_B with markers highlighted in black a) in Agisoft, b) in CloudCompare with the

extracted 50% section highlighted, and c) a side-view of the profile of the cutmark at 50%

For the incised cutmarks only, the segmentation tool was used to get the profile at 50%
(Figure 66). In cases where there was taphonomy or other obscuring factors at the
relevant location, the incised cutmark was sectioned at 5% intervals and the closest
section to 50% with a useable profile was used. The profiles were taken from the same
place for both the FX and DX models.

Using the ability to fix rotation around an axis (z-axis in this case), the section cloud of
interest was rotated so it could be viewed perpendicularly to the longitudinal axis of the
cutmark. This was captured as an image to analyse in ImageJ. The image of the profile
was imported into ImageJ and scaled using the scale bar that was captured in the corner
of the image. Due to the maximum number of decimal points that ImageJ can use, the

units were converted from metres (as is found in CICo) to mm. Wall heights, opening
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angles, and widths were measured to compare the DX and FX models. Although the
above procedure was only performed on the incised cutmarks, the shaved cutmarks

were further investigated in the population-level analysis as described in Section 5.4.3.

5.3.8 Pilot Study Statistical Analysis

Overall, non-parametric statistical tests were used for the pilot studies because of the
small number of samples (McCrum-Gardener 2008). A significance level of p=0.05 was
used for all tests unless otherwise mentioned (McCrum-Gardener 2008). Work by Field

(2009) provided guidance for choosing statistical tests throughout the following sections.

Since the pilot studies were non-parametric due to sample size, the values that were
explored for the descriptive statistics were primarily the median and range, however the

standard deviation and standard error were also examined.

5.3.8.1 Intra-Observer Error

Intra-observer error was calculated for each of the measurements from the SfM-MVS
models. The mean of the initial three measurements were used as the ‘test’ (Test 1) and
the later measurements that were taken as the ‘re-test’ (Test 2) and therefore non-
parametric repeated measures tests were applicable (Field 2009).

In this case, typically a Wilcoxon Signed Rank test would be used (Wilcoxon 1945;
McCrum-Gardener 2008). The basis of this test is that differences are calculated
between the two measurements and then ranked and the sign of the difference is given
to the rank (Wilcoxon 1945; Field 2009). However, there are some issues with this test
when running it in either R or SPSS. R ignores any tied values which becomes
problematic if a substantial portion of the tests fall within this category; it can skew the
statistic by omitting a large number of samples. SPSS does use any tied values in the
analysis, however, it seemingly arbitrarily assigns them to be within the negative or
positive category; this can also alter the significance level. Due to the small sample size,
either of these can be an issue that alters significance. In order to combat these potential
problems, a Sign test was also run. This is similar to a Wilcoxon but only looks at the
sign of the difference and not the magnitude and is not as affected by differences of zero,
however it is less sensitive to differences because of this (Field 2009). The descriptive
statistics were also examined for similarities, differences, and patterns between the first

and second test. This was also visually examined using box plots.

5.3.8.2 Comparing Measurements

To compare the same type of measurement taken using each combination of methods,
paired-sampled statistics were appropriate since the same object was being measured
multiple times at different points in time using different methods. There are two types of

tests that are most appropriate for these parameters. For the comparison of two
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measurements, a Wilcoxon Signed Rank test is used and for three or more
measurements, a Friedman’s test is used (Friedman 1937, 1939, 1940; McCrum-
Gardener 2008). The Friedman’s test works on the same principles as the Wilcoxon

Signed Rank test and is often considered an extension of that test.

The comparison of the manual values to both types of SfM-MVS models was analysed
using a Friedman’s test. An additional comparison between the two SfM-MVS models
and between each and the manual measurement was done using a Wilcoxon Signed
Rank with a Bonferroni correction (Dunn 1961; Field 2009).

5.3.8.3 Control Cradle Analysis

For each cradle, the errors (m) for the control and check points were exported and
analysed, both overall and in the constituent x, y, z-components. Descriptive statistics
were calculated and the normality was examined in order to appropriately compare the
control and check point errors (Shapiro and Wilk 1965). The Mann-Whitney U test was
used for consistency as the normality tests indicated a mixture of parametric and non-
parametric data (Mann and Whitney 1947). The X, y, z-values were also compared to
their respective errors to determine if there were systematic errors. These were visually
examined using scatterplots and correlation analysis was run; a Spearman’s Rho was

used (Spearman 1904).

5.4 Stage Three: Application to the Full Collection

5.4.1 Procedural Modifications for the Full Collection Analysis

Various small changes were made to the procedures for the full data collection based on
the pilot studies in order to increase the efficiency of the process and decrease the time
required. The final full workflow from image capture to data output is seen in Figure 64.

The workflow for Stage Three is seen in Figure 67.

Stage One

Match with i
Lgic f oen el A e Quick Addto
or trauma — note any in Loe et al. & photograph catalogue

2014 Discrepancy If a new
cutmark

dlscrepancy =
second opinion if

required

"z’;mfes""g o Pilot studies with five Statistical
(see nerg(?ve edr incised and ﬁve shaved analysis on the
4”51
pilot study data

Stage Two

Selection of one incised
and one shaved cutmark
for iterative testing

Stage Three

Full collection data capture Statistical Interpretation of results
(consultation with literature

{ (see methodological workflow) ) analysis and comparative sites) )

Figure 67: The full workflow for the study with Stage Three highlighted (Appendix D

Figure 115 for the full workflow without highlights)
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5.4.1.1 Prioritisation

All cutmarks that were found before 18 December 2020 were photographed and
processed. Any that were subsequently found (N=14 new cutmarks or extra segments
of known cutmarks) were added into the patterning up until 25 August 2021 but could
not be modelled. These were not all used for analysis due to the sheer number of
cutmarks or cutmark segments that were present (For example, when accounting only
for those modelled, there were 535 segments and 454 models). As discussed further in
Section 5.4.3, ten shaved cutmarks were chosen for analysis as this portion of the study
was testing a method not previously applied to bone, thus a smaller number of examples
with the greatest potential to provide useful results about the method were chosen. For
the incised cutmarks, nearly all (N=107/115) were used in order to perform a more
comprehensive shape analysis. Any incised cutmarks with substantial taphonomy or any

other factor that may have confounded their shape were excluded.

5.4.1.1.1 COVID-19 Impact

The plans for full population data collection were changed when the university closed
twice in alignment with government regulations in the face of the COVID-19 pandemic.
Progress was delayed during the first closure (20 March 2020 to 10 August 2020) since
data collection and image capture was on-going. Prior to the second closure (6 January
2021 to 15 March 2021), all photography was completed and models were created. Due
to the closures and the subsequent limited access (March 2021 to September 2021), the

Keyence Digital Microscope and SEM could not be fully investigated.

5.4.1.2 Control Cradle Modifications

The shape of some bones required adaptations to the control cradle to allow the bone to
be held in such a position that the cutmark was facing up and level horizontally, whilst
being kept secure and stationary. A selection of optional support wedges was made to
keep the bone steady if it needed to be tilted. In addition to the wedges, a raised base

was created so bones that required overhang could be accommodated (Figure 68).
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Figure 68: The various wedges used in the project with the ones for OG on the left and
MK2 on the right. Wedges were angled at (back to front) 30°, 10°, and 0°

As initially introduced in Section 5.3.2, various iterations of the control cradle were
developed, trying to use the initial one (OG) as a base as much as possible. The second
control cradle (MK2) contained a deep V through the middle and higher control points for
bones which were too tall for the original cradle. It also included a system to brace the
bone with nuts and bolts rather than with elastic bands to avoid occluding the surface of
the bone (Figure 58c and d). A total of 52 CPs were used in this version so some could
be reserved as ChPs and more were likely to be visible if the subject is either large or
oddly-shaped. One further control cradle (PH) was developed for use with bones that
would not rest nicely in the cradle, such as skulls. As in the case of MK2, extra CPs were
added to PH (up to 60) (Figure 58b). Like the original cradle, both new cradles were
designed to be symmetrical and easy to rotate, though the symmetry was now confined

to one axis rather than two.

5.4.1.3 Image Capture Strategy Modifications

The first modification of the image capture strategy was that only one camera was used.
The statistically non-significant differences between measurements from each type of
model meant that the camera used should not affect the quality of the results. This choice
was made for pragmatic purposes; first, the D810 was not available to as many
individuals as the D5300 and therefore was more likely to be available for use during
periods of intense image capture, and second, the lens in use was a FX lens, thus the
lens is designed to work best with the FX camera, therefore the FX camera (the D810)
was used. The use of a photographic tent was considered in order to extend the hours
during the day that image capture could be performed, however the geometry of the

available tent proved to be a hinderance so the idea was discounted.
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For all cutmarks, the aperture was set to be 25 since that was the maximum used for
either pilot studies. Having additional depth of field was expected to enhance model
creation for the incised cutmarks and therefore it was decided that standardising the
aperture for all image capture would speed up the process. Overall, slower shutter
speeds tended to be used during full data collection because in the pilot studies several
of the models were slightly darker than desired once changed to greyscale and because
the image capture began in the winter with poorer lighting conditions. In general, for the
shaved cutmarks, the slightly over-exposed images created models that were easier to
analyse. The incised cutmarks were more robust to variation in the light between days

because they were edited, which generally resulted in a lighter image.

5.4.1.4 Processing Modifications

If any models did not align on High or Highest, the images were re-taken. This was an
issue in less than 2% of the models (N=9/454) and all were successfully created with a
new set of images. Only two models failed at the DPC stage but were successful using

a new photoset.

5.4.2 Further Data Collection from the Skeletons

Frequencies of blows, cutmarks, and affected bones were examined along with the
patterning of each bone and the overall patterns in the side of the body and location
(Appendix F, G, and H; Supplementary Adobe lllustrator [.ai] files). Demography and
burial were also examined in regards to the number of blows. Further analysis was
performed on the point clouds as they are a resource that allows for a variety of digital
examinations that cannot be done on the actual bone. The direction of decapitation-

related blows was also investigated through frequencies.

5.4.3 Surface Roughness

In the earth and environmental sciences, rugosity is typically a term used only when a
continuous surface is analysed and since the point cloud was analysed in this study, the
term ‘surface roughness’ is used instead (Smith 2014). Typically, in osteology, surface
roughness is used to look at muscle markers and it is a relatively subjective, nominal
scale (Mariotti et al. 2004, 2007; Henderson et al. 2013). It was proposed that looking at
surface roughness of bones through an earth science lens could be a good way of
guantifying the roughness of the shaved cutmarks. This could be beneficial for learning
about directionality since the entrance is usually the smoothest area since it has
encountered the least resistance by that point. This is further discussed in Sections 6.3,
7.3, 8.4, and 9.5 and the principles of fracture propagation and Residual Energy
Dispersal (RED) fractures, which denote the opposite side to entry, are discussed in
Sections 4.1.1 and 9.3.
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There are several methods by which roughness could be calculated and they are further
outlined in Section 8.5.4. For this project, it was decided that surface roughness would
be analysed on the point cloud itself rather than on a triangulated irregular network (TIN)
or mesh of the point cloud. This decision was made because the rest of the analysis was
on the point cloud itself and therefore this would remain consistent and avoid
interpolation. Additionally, there are many methods of surface reconstruction and in order
to properly investigate the roughness of a cutmark rendered as a mesh surface, these
methods and their variables would need to be explored to ensure the optimal one was

selected which was beyond the remit of this project.

In order to investigate surface roughness, ten shaved cutmarks that had a visible
difference between exit and entrance were used as a pilot to create the method (Figure
64). In order to create an initial methodology, the trabecular bone was ignored and only
the outer, compact bone was analysed. This was done because the added surface area
of the trabeculae raised questions about differential rates of taphonomic damage across
the surface as well as inherently increasing roughness. This meant that some shaved
cutmarks would be excluded because they did not have sufficient compact bone,
however, since this was a pilot study to see if this technique would be able to produce

helpful results, it was deemed an acceptable limitation.

The cutmarks with known directions were trimmed and extracted as ASCII files, levelled
in CICo, exported, and imported as XY files into a QGIS project which was set in local
coordinates. They were then saved as a Shapefile and it was ensured that the project
and the file were in a local coordinate system. All subsequent outputs were saved as
shapefiles. Buffers were created around each point (radius=1mm) and a spatial index
was created for both the points and the buffers. The tool ‘Join Attributes by Location
(Summary)’ was used in order to calculate the statistics for the points that fell within each
buffer and the z-statistics were extracted (specifically interquartile range [IQR] and
mean). The output was polygons that were identical to the buffers but with added
columns in the attribute table. This was then converted to centroids in order to plot the
zIQR value in the location of the original point. IQR was chosen in order to examine the
variability in the height of the surrounding points whilst attempting to exclude points that
were potentially noise. The areas of lower variability were smoother and likely to be
closer to the entry of the blade because that is the region where the most force is

transmitted to the bone and propagating fractures will not have arisen yet.

In order to get as close as possible to a continuous colour ramp when visualising the
data, 256 classes were initially used (comparable to an 8-bit image; Section 2.2.3.1) and
the output was compared to 128 classes. No differences were seen so 128 classes were

used in order to make the classification easier: running from dark blue (smoothest) to
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yellow (roughest) using the ‘Viridis’ colour ramp. The classes were made in two ways;
linear (equal intervals), and equal counts (the default). The outlines were removed from
each point in order to avoid adding any artificial grid-like patterns that sometimes occur

visually.

The differences in roughness are easier to see with equal counts, however images of
both have been included in Appendix |. Standard deviation was considered and
appeared visually similar to equal counts, but the software would automatically change
the number of classes to a bespoke setting for each cutmark, therefore it was not used.
In this study, the classes were not standardised between cutmarks as the cutmarks were

being compared.

These were processed blind with respect to the direction of the blow and the orientation
of the cutmark as the points were given a solid colour when imported to QGIS. Since the
orientation of the cutmark on the screen was arbitrary, the suspected direction of each
was identified using a 1-8 system rather than anatomically-based directions (Figure 69).
In this case, 1 indicated the top of the screen, with numbers increasing clockwise every
45°, The number that was closest to the smoothest part of the cutmark was assigned as
the blow direction. The original images of the cutmark were orientated to the same

direction as the QGIS image and compared.

Figure 69: The direction system used to assign a location to the smoothest part of the

shaved cutmarks under analysis

5.4.4 Shape Analysis
Shape analysis was performed on the incised cutmarks in order to examine any patterns

or groupings in their shape (Figure 58, Appendix ). The incised cutmarks were
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segmented into profiles perpendicular to the longitudinal axis at every 5% using CICo.
Initially, the profiles from only 50% were extracted unless there was a large gap in the
profile in which an adjacent profile (45%, 55%) was chosen in its place. These profiles
were manually turned into a black line on a white background in lllustrator as binary
images are required for shape analysis. It was decided to initially test the 50% profiles
and then try combining the 25% and 50% profiles to see if there is any separation based
on distance along the length of the cutmark, however none was found. This is further
outlined in Section 7.2 and the final decision was to focus on the 50% profiles to test how
effective the method would be for analysis of the collection. Each profile was given a set
of attributes to see if the factors that influenced the shape of the cut most significantly
could be determined. These can be seen in Appendix I. The attributes examined were
angle, location, width, and side. The suspected throat cut marks were also noted and an
exploratory analysis was run in order to see whether they would cluster when the shapes

of the profiles were analysed.

This analysis was done in R/RStudio using Momocs, Here, and Tidyverse (Bonhomme
et al. 2014; Mdiller 2017; Wickham et al. 2019). All code for this was adapted from a
workshop by Dr. C. Hoggard as the code is graciously provided on GitHub (Hoggard
2020). The adapted code is in Appendix D. The images were digitised into coordinates
within RStudio. Since the initial procedure involves the equivalent of a General
Procrustes Analysis (GPA) which scales and shifts all the imported outlines to be the
same size, cutmark width was added to the attributes (very small, small, medium, large)
so it would still be accounted for. If the results clearly showed that all separation was due
to size, a separate set of un-scaled outlines would have been used and the R-based

scaling would be skipped, however this was not the case.

For the attributes that were entirely or mostly known, such as location or side of the body,
Principal Components Analyses (PCA,; using Elliptical Fourier Analysis) were run. As
further exploratory analysis, Discriminant Function Analyses (DFA; using Linear
Discriminant Functions, terms used interchangeably in this study) were used and
hierarchical clustering were performed whether the chosen variables may have
influenced the shape and whether cutmarks on this collection could be categorised
based on said shape (Pearson 1901; Hotelling 1933, 1936; Martinez and Kak 2001). For
some attributes, a secondary analysis was run omitting any cutmarks with ‘unknown’ for

that category.

Overall, since these are exploratory statistics, a nearly infinite number of combinations
of factors and ‘what if's’ could be examined. However, that was not feasible and therefore
the number of avenues chosen to explore were limited. Future work could look at other

combinations of factors as well as investigate the covariance of factors.
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5.4.5 Full Collection Statistical Analysis

Non-parametric statistical tests (Pearson’s Chi-Squared and Kruskal Wallis) were used
to explore any relationships between the number of cutmarks per individual and aspects
such as demography and burial differences (Pearson 1900; Kruskal and Wallis 1952).
Age (five categories), burial orientation (eight directions) and stratigraphic layer (three
and five layer) were examined. Sex was not investigated as all were suspected to be
male. The Chi-Squared tests were used for checking the binary value of Affected/Not in

each variable group and the Kruskal Wallis test was used to look at the number of blows.

5.5 Summary

This chapter discussed the collection under investigation (the Weymouth Ridgeway
Vikings) and the three stages used in research methods (Initial Analogue Analysis,
Development of the Workflow, and Application to the Full Collection). Within the creation
of the workflow, the iterative tests, pilot studies, and control development have all been
detailed before subsequent discussions in Sections 6.1 and 6.2 as well as Chapter 8.
The osteological results from the analogue analysis have been combined with the results
from the digital analysis of the 3D models in Chapters 7 and 9. Overall, a method was
successfully created which produced photogrammetric models of high metric quality with
measurements that were statistically similar to manual calliper measurements. The 3D
models were subsequently investigated for profile shape and surface roughness. The
location of the trauma on the collection was noted and illustrated. It was also statistically
analysed to look for differences in demography or burial pattern. Within this chapter,

Objective 2 was addressed (Section 1.3.1).
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6 Methodological Results

This chapters touches on the results of the iterative tests (Section 5.3.4, Appendix E),
before detailing the development of the workflow and outcome of the pilot studies, the
testing of the control cradles, and the technical use of surface roughness analysis. Due
to the osteological results being dependent on the development of the photogrammetric
methodology, the results from Stage Two of the methods are presented first (Section
5.3). The osteological results, encompassing the both the analogue analysis of Stage
One and the digital outputs from Stage Three are presented the subsequent chapter
(Chapter 7).

6.1 Methodological Development through the Pilot Studies

The first steps of the development of the methods were to determine the best file format
and pre-processing. These steps are described more fully in Section 5.3.4 and Appendix
E. Once it was established that a greyscale 16-bit TIFF would be best (edited for incised,
unedited for shaved), the basic parameters such as Tie Point (TP) and Key Point (KP)
numbers were analysed with the results suggesting keeping the default values (4,000

and 40,000, respectively) was optimal (Section 5.3.4.2).

The full workflow was then established during the two pilot studies (Figure 64, Section
5.3.5). Throughout the studies, approximate timings of each stage were noted and Table
18 presents the results for one model from set-up to completion. Further discussed in
upcoming Section 8.1, it is possible to work on multiple models simultaneously

depending on the specification of the computer being used.

Table 18: The timings for each stage of the process to create one model

Stage Time (min) Included in stage
Photography 15 Retrieving and setting up sample
Photography
Packing sample away

Pre-processing 10 Transferring images
Converting to TIFF
Converting to Greyscale
Organising files

Sparse Point Cloud 2-4  Agisoft file creation
Sparse Point Cloud creation
Control and Editing 30-60 Addition of markers on control points

Optimisation (x2+)

Gradual selection and editing of Sparse Point Cloud (SPC)
Dense Point Cloud 5-8 Dense Point Cloud (DPC) creation
Total 62-97

After the ten pilot study models were complete, measurements were taken manually and
with both DX and FX camera (Section 5.3.7).
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6.1.1 Descriptive Statistics

Similar procedures were conducted with both pilot studies (Section 5.3.8). Descriptive
statistics were found for each measurement obtained by each method. Boxplots were
created to visualise the data by comparing the median and interquartile range (IQR) of
each measurement taken (e.g. length, width, etc) amongst different methods of model
creation (Figures 70 to 73, Appendix E Figures 117 to 119). All descriptive statistics were
run, but the median and IQR were the most closely examined because they are better

for smaller data sets where outliers could cause a large effect on the results (Field 2009).
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The test (Test 1) and re-test (Test 2) values were also plotted side-by-side to investigate
intra-observer error. Subsequently, statistical tests were run for intra-observer error,
however, the small sample size of the pilot studies meant that some of the tests were
thought to be less reliable based on how tied values were handled differently in different
software (Section 5.3.8) (Field 2009). Additionally, the methods of measurement were
compared to determine if they produced statistically similar results. The descriptive
statistics of each of the measurements found through each method is presented in
Tables 19 and 20.

Table 19: The descriptive statistics for Tests 1 and 2 from pilot study 1 with

measurements in mm unless otherwise specified

DX FX Manual
Measurement Statistic Test1 Test 2 Test 1 Test 2 Test1 Test 2
N 10 10 10 10 10 10
Length Mean 7.993 8.001 7.952 7.985 7.911 7.867
SE of Mean 1.536 1.529 1.544 1.538 1.542 1.547
Median 7.069 7.014 7.097 7.011 6.855 6.980
25%ile 3.758 3.882 3.713 3.903 3.754 3.738
75%ile 10.575 10.588 10.417 10.590 10.495 10.285
IQR 6.817 6.706 6.704 6.687 6.741 6.548
Width Mean 0.815 0.818 0.818 0.815 0.880 0.874
SE of Mean 0.199 0.201 0.215 0.213 0.262 0.276
Median 0.407 0.405 0.370 0.371 0.713 0.685
25%ile 0.333 0.334 0.290 0.290 0.201 0.153
75%ile 1.448 1.465 1.536 1.526 1.552 1.578
IQR 1.116 1.130 1.246 1.236 1.351 1.425
Wall Height 1  Mean 0.533 0.540 0.549 0.555
SE of Mean 0.145 0.146 0.159 0.162
Median 0.273 0.278 0.226 0.229
25%ile 0.189 0.192 0.166 0.167
75%ile 0.879 0.884 0.954 0.947
IQOR 0.691 0.692 0.788 0.780
Wall Height2  Mean 0.386 0.391 0.425 0.427
SE of Mean 0.128 0.129 0.142 0.142
Median 0.164 0.166 0.192 0.195
25%ile 0.123 0.130 0.094 0.092
75%ile 0.582 0.593 0.670 0.670
IQR 0.459 0.463 0.576 0.578
Opening Mean 87.528 87.501 90.171 90.620
Angle (°) SE of Mean 7.328 7.174 7.519 7.276
Median 84.414 84.706 88.884 88.910
25%ile 75.879 75.467 77.466 79.703
75%ile 104.648 103.347 103.371 103.879
IQR 28.769 27.880 25.905 24.176
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Table 20: The descriptive statistics for Tests 1 and 2 from pilot study 2 with

measurements in mm

DX FX Manual
Measurement Statistic Test 1 Test 2 Test 1 Test 2 Test 1 Test 2
N 10 10 10 10 10 10
Length Mean 18.680 18.677 18.737 18.745 18.549 18.691
SE of Mean 2.836 2.838 2.803 2.813 2.831 2.802
Median 16.365 16.205 16.380 16.245 15.775 15.755
25%ile 13.480 13.525 13.613 13.630 13.618 13.608
75%ile 22.450 22.470 22.448 22.565 22.473 22.575
IQR 8.970 8.945 8.835 8.935 8.855 8.968
Width Mean 9.319 9.287 9.337 9.334 9.444 9.360
SE of Mean 1.328 1.331 1.317 1.322 1.333 1.339
Median 8.675 8.715 8.655 8.680 8.770 8.695
25%ile 6.043 5.983 6.195 6.158 6.138 6.175
75%ile 10.853 10.785 10.815 10.828 10.860 10.883
IQR 4.810 4.803 4.620 4.670 4.723 4.708

6.1.2 Intra-Observer Error

Intra-observer error was evaluated for the manual reference measurements and the
photogrammetric measurements (Section 5.8.3.1). It was visually considered using
boxplot and was also statistically analysed. When examining the descriptive statistics of
each method in both pilot studies, good agreement was shown between the first and
second test, indicating that these methods have good intra-observer reliability. Visually,
the similarity between the repeated measurements can be seen in the boxplots in Figures
70 and 71 and Appendix E. This was further statistically underlined by the use of the
Wilcoxon Signed-Rank test and the Sign test as discussed in Section 5.8.3 (Table 21).

Table 21: The Intra-observer error results for the Wilcoxon Signed Rank and the Sign

Test for the pilot study 1

Measurement Statistic DX FX Manual
Length Z -0.153¢ -0.255¢ -0.561°
Wilx Sig.* 0.878 0.799 0.575
Sign Exact Sig. 0.7547 1.000" 1.000"
Width Z -0.051° -1.588P -0.210°
Wilx Sig.* 0.959 0.112 0.833
Sign Exact Sig. 0.754n 0.109" 0.7277
WH1 VA -1.785¢ -1.071¢ -
Wilx Sig.* 0.074 0.284 -
Sign Exact Sig. 0.754" 0.754" -
WH2 Z -0.652¢ -1.009¢ -
Wilx Sig.* 0.514 0.313 -
Sign Exact Sig. 1.000" 0.508" -
OA Z -0.051° -1.478¢ -
Wilx Sig.* 0.959 0.139 -
Sign Exact Sig. 1.000" 0.109" -

a. Wilcoxon Signed Ranks Test, b. Based on positive ranks., c. Based on negative ranks; Test 2 - Test
1

*Asymp. Sig. (2-tailed)

A Binomial distribution used
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The same procedure was completed for the second pilot study as for the first. The visual
depiction is show in Figures 72 and 73. Further analysis was performed using the
Wilcoxon Signed Rank and Sign test to check the intra-observer error. All results were
non-significant except for one Wilcoxon Signed Rank test which is thought to be due to

how the software handles ties (Table 22).

Table 22: Intra-observer error results from the Wilcoxon Signed Rank and Sign test for

the pilot study 2

Measurement Statistic DX FX Manual
Length VA -0.102¢ -0.474¢ -1.888¢
Wilx Sig.* 0.919 0.635 0.059
Sign Exact Sig. 1.000" 1.000" 0.109"
Width Z -2.094° -2.094b -0.255°
Wilx Sig.* 0.036 0.779 0.799
Sign Exact Sig. 0.180" 1.000" 0.754"

a. Wilcoxon Signed Ranks Test, b. Based on positive ranks., c. Based on negative ranks; Test 2 - Test
1

*Asymp. Sig. (2-tailed)

" Binomial distribution used

Overall, all the methods used show non-significant differences when both statistically
and visually comparing test and re-test values. Therefore, all methods have sufficient
intra-observer reliability to use in studies (Section 8.1.2). The method designed for this
study has similar intra-observer error to the established methods, such as manual

measurements which were also tested here, thus indicating it is appropriately reliable.

6.1.3 Statistical Comparison of Methods

For both pilot studies, the photogrammetric models were compared to the manual
method through multiple methods (Sections 5.3.7 and 5.3.8.2). Overall, the descriptive
statistics and boxplots of the measurements showed that the measurements were similar
(Figures 70 to 73, Appendix E). Additionally, all methods of measurement were
compared using a Friedman test, which showed non-significance (Table 23). The
different combinations were also compared pair-wise with a Wilcoxon Signed Rank test
and a Sign test. For these results, a Bonferroni correction was required and therefore
the p-value for significance was p=0.017 for both pilot studies. All of these resulted in

non-significant values as well (Tables 24 and 25).

Table 23: Results of the Friedman Test for both pilot studies

Pilot Study Measurement Chi- Degrees of Asymp.
Square Freedom Sig
PS1 Length 2.400 2 0.301
Width 1.000 2 0.607
PS2 Length 0.649 2 0.723
Width 0.667 2 0.717
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Table 24: Comparisons using the Wilcoxon Signed Ranks Test and Sign Tests of
measurements that have a manual equivalent for pilot study 1 (those without a manual

equivalent are in Table 26)

Length Width
Asymp. Sig. N Asymp. Sig. N
z (2-tailed) Sign z (2-tailed) Sign
FX-DX -1.478¢ 0.139 0.109 -0.764° 0.445 0.754
DX-Manual -0.968° 0.333 0.754 -0.980° 0.327 0.727
FX-Manual -0.561° 0.575 0.754 -0.980° 0.327 0.727

a. Wilcoxon Signed Ranks Test, b. Based on negative ranks., c. Based on positive ranks.
*Binomial distribution

Table 25: Comparisons using the Wilcoxon Signed Ranks and Sign Tests for length and

widths for pilot study 2

Length Width
Asymp. Sig. I Asymp. Sig. _—
z (2-tailed) Sign z (2-tailed) Sign
FX-DX 1.1879 0.235 0.508 -0.119° 0.906 1.000
DX-Manual -0.119¢ 0.906 1.000 -1.428 0.153 0.344
FX-Manual -1.011° 0.312 1.000 -0.919° 0.358 1.000

a. Wilcoxon Signed Ranks Test, b. Based on negative ranks., c. Based on positive ranks.
*Binomial distribution

In summary, the results of the comparisons in both pilot studies reveal that the
measurements obtained from photogrammetric models are statistically similar to
currently used methods (manual measurements), and therefore they are valid means to
obtain measurements. When comparing multiple methods, the Friedman test produced
results indicating non-significant differences between the methods for each

measurement.

6.1.4 FX and DX Comparison

In both pilot studies, the models created from the two types of cameras needed to be
compared to determine if the specifications of the camera had altered the results
(Appendix D). Even without any Bonferroni correction, these were deemed non-
significant, demonstrating that the specifications of the camera do not impact the models

created or the measurements derived from either shaved or incised cutmarks (Table 26).
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Table 26: Comparisons of DX and FX cameras in both pilot studies

PS 1 PS 2
z Wilx Sig.* S'ggiz’_‘aa z Wilx Sig.* S'ggi'z’.‘a(’t
Length 1478 0.139 0.109 1187 0.235 0.508"
Width -0.764 0.445 0.754 -0.119 0.906 1.000"
WH 1 -0.561b 0.575 1.000 - ; -
WH 2 -1.580° 0.114 0.344 : : :
OA 1274 0.203 0.109 : : :

6.2 The Control Cradle

Another methodological component of this study was to examine the control cradle itself
to decide whether the design was appropriate to use to create scaled models of small
objects (Sections 2.4.3.3, 5.3.6, and 5.3.8.3). Overall, all models were successfully

created using a combination of three control cradles and associated wedges.

Tables 27 and 28 contain the descriptive statistics and the normality tests that were
performed on the errors from the control and check points for each of the three control
cradles (Figure 74). The errors were analysed as a whole using Mann-Whitney U tests
and also broken down into constituent x, y, and z-components. No statistically significant

differences were found between the control point error and check point error.

Table 27: The summary statistics and Shapiro-Wilk results for the overall error (in mm)

in the check and control points with significant values in bold and the p values in

parentheses
oG MK2 PH
(Ncp=12, Nchp=8) (Ncp=26,Nchp=26) (Ncp=30, Nchp=30)
Control Check Control Check Control Check

Mean 0.081 0.078 0.157 0.158 0.328 0.306
SD 0.036 0.040 0.084 0.105 0.123 0.102
SE of Mean 0.010 0.014 0.017 0.021 0.022 0.019
Median 0.073 0.092 0.138 0.137 0.355 0.313
IQR 0.024 0.068 0.064 0.086 0.175 0.089
Range 0.114 0.109 0.394 0.458 0.560 0.490
Shapiro-Wilk 0.810 0.895 0.833 0.784 0.963 0.931
(0.012) (0.261) (0.001) (<0.001) (0.360) (0.053)
. 48.000 319.000 378.500
Mann-Whitney U (1.000) (0.728) (0.290)
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Table 28: The summary statistics and Shapiro-Wilk results for the error (in mm) in the

check and control points with significant values in bold and the p values in parentheses

broken down into x, y, and z components for each cradle

Yy z
Control Check Control Check Control Check
oG Mean 0.039 0.028 0.038 0.039 0.050 0.051
(Nep=12  SD 0.023 0.021 0.030 0.031 0.031 0.039
Nenp=8)  SE of Mean 0.007 0.007 0.009 0.011 0.009 0.014
Median 0.037 0.024 0.029 0.039 0.047 0.038
IQR 0.039 0.019 0.038 0.061 0.038 0.062
Range 0.072 0.071 0.107 0.072 0.114 0.114
Shapiro- Wik 0.957 0.863 0.894 0.853 0.915 0.903
(0746)  (0.130)  (0.132)  (0.103)  (0.246)  (0.309)
. 32.000 46.000 44.500
Mann-Whitney U (0.217) (0.877) (0.787)
MK2 Mean 0.062 0.092 0.069 0.066 0.109 0.081
(Ncp=26  SD 0.046 0.082 0.050 0.052 0.081 0.085
Ncnp=26)  SE of Mean 0.009 0.016 0.010 0.010 0.016 0.017
Median 0.042 0.063 0.053 0.055 0.108 0.056
IQR 0.065 0.087 0.080 0.056 0.082 0.069
Range 0.174 0.343 0.175 0.221 0.353 0.368
Shapiro-Wilk 0.907 0.834 0.942 0.834 0.847 0.770
(W) 0.022)  (0.001)  (0.451)  (0.001)  (0.001) (<0.001)
. 273.000 310.500 232.000
Mann-Whitney U (0.234) (0.615) (0.052)
PH Mean 0.195 0.195 0.166 0.134 0.138 0.120
(Nep=30  SD 0.114 0.116 0.130 0.116 0.095 0.094
Nenp=30)  SE of Mean 0.021 0.021 0.024 0.021 0.017 0.017
Median 0.181 0.161 0.132 0.102 0.130 0.103
IQR 0.195 0.172 0.186 0.158 0.118 0.139
Range 0.444 0.435 0.447 0.472 0.415 0.396
Shapiro-Wik 0.975 0.955 0.880 0.892 0.935 0.925
(0681)  (0.236)  (0.003)  (0.005)  (0.068)  (0.037)
. 433.500 386.500 397.000
Mann-Whitney U (0.807) (0.348) (0.433)
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Figure 74: Normality histograms of the errors (in mm) seen for OG (other graphs found
in Appendix E Figure 120 and 121)
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For each of the three cradles, five different models were randomly selected and the
coordinates exported along with the errors (Sections 5.3.6 and 5.3.8.3). The values of
each x, y, and z were graphed against the absolute x, y, and z errors in order to determine
whether any of the error was systematic as opposed to purely random (Figure 75,
Appendix E Figures 122 to 132).
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Figure 75: A scatterplot of the values and errors along the x-axis of all control cradles

(see Appendix E for the scatterplots that are split by cradle)

The only error that had visual evidence of systematic issues when plotted was the z
errors, though this was not statistically significant for any cradle other than OG when
analysed using the Spearman’s rho (rs). Additionally, the relationship was weak and
therefore it was considered acceptable and not confounding for this study. There was
statistical significance in some correlations involving x and y, however, when examining
the rs and R? value of each, these relationships were not seen to be strong. They were
therefore not of concern for this study but should be examined for any control cradle in

use.

Despite the non-significance, it appears there might be a relationship between the height
of the control point and the error magnitude likely due to the printing process. This is
discussed further in Section 8.2. The error, both z and overall, was considered small

enough to be fit for purpose for this study (Table 29).
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Table 29: The correlations on the x, y, and z-values and x, y, and z error for each control

cradle with significant values in bold using non-parametric tests as established by the

normality tests also included in the table. For each cradle, five models are in use

Sig (two

N/df  Kolmogorov-Smirnov* Shapiro-Wilks* I's tailed) R? Linear
Value Sig Value Sig
OG X 100 0.105 0.009 0.945 0.000 0.202 0.044 0.068
Yy 100 0.083 0.083 0.944 0.000 -0.260 0.009 0.029
z 100 0.152  0.000 0.871 0.000 0.666 0.000 0.423
MK2 X 130 0.137 0.000 0.910 0.000 -0.106 0.229 0.032
y 130 0.129  0.000 0.925 0.000 0.404 0.000 0.218
z 130 0.143  0.000 0.849 0.000 -0.057 0.518 0.314
PH X 150 0.091 0.004 0.970 0.002 -0.501 0.000 0.201
y 150 0.150 0.000 0.876 0.000 -0.420 0.000 0.276
z 150 0.073  0.050 0.946 0.000 0.114 0.166 2.627e-5
Overall x 380 0.175 0.000 0.842 0.000 -0.213 0.000 0.063
y 380 0.169 0.000 0.783 0.000 -0.072 0.159 0.078
z 380 0.121  0.000 0.886 0.000 0.030 0.561 0.034

*Only the normality for the error data is presented here, this is due to the locations of the CP and ChP (values)
being known and systematically set-up, therefore they will inherently have a non-normal distribution

6.3 Surface Roughness

The final methodological aspect of this study was the creation of a workflow to analyse

surface roughness on bones (Table 30) (Sections 4.1.1, 4.1.4, and 5.4.3). The workflow

that was designed successfully created images that could be visually analysed for

directionality, with the entry corresponding to the smoother portion. In this study, the

output Z_IQR was not further mathematically or statistically analysed, though potentially

could be. An example of the image captured, both alone and superimposed on the bone

itself, are seen in Figure 76. The remainder are found in Appendix E. Overall, the bones

and 3D models all showed a clear bias towards one side when the smoothest areas were

examined. All were found to match or nearly match.

Table 30: The ten cutmarks used for the surface roughness analysis with the minimum

and maximum zIQR values (in m)

. Digital Manual Minimum  Maximum
Cutmark Code Location Direction Direction ZIQR ZIQR

3708_F2 Mandibular corpus 5 5 0.000029 0.008277
3711_F Mandibular corpus 6 6 0.000034 0.000525
3720_B2 Mandibular corpus 2 2 0.000030 0.000752
3730_D Mandibular corpus 5 5 0.000026 0.001105
3735_A1 Mandibular corpus 7 7 0.000016 0.000897
3748_B Mandibular corpus 5 5 0.000010 0.000492
3750_C2 Mandibular corpus 7 7 0.000012 0.000967
3752_D1 Mandibular corpus 7 7 0.000017 0.000576
3752_E Mandibular neck 2/3 2 0.000016 0.000718
3763 _D Clavicle 1 1 0.000015 0.000797
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Figure 76: An example of the output of 3748 B seen using a) 128 classes of equal
counts, b) 128 classes of equal intervals, and c) the overlayed version. The smoothest
value is 0.00001m and the roughest 0.000492m (remaining images are in Appendix |)
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6.4 Summary

This chapter presented the results of the methodological aspect of this project. Overall,
it was shown that the methodology designed was successful and the control cradle was
beneficial for creating models which were of high metric quality. These findings all
supported the use of close-range photogrammetry in the digitisation of human remains.
The implications of these results and further work that could be explored are discussed
in Chapter 8. This chapter addressed Objectives 2 to 4, and 6 (Section 1.3.1):

- Photogrammetric models allow for the lengths and widths of SFT to be measured
on bone with high levels of precision

- The statistical results found from these measurements are comparable to those
taken manually and there was no difference between models made from DX and
FX cameras

- Intra-observer error was low for each measurement from the photogrammetric
models and it was comparable to the manual intra-observer error

- The 3D control cradle was successful and there were no differences in error
between the control and the check points, however it is important to test the
control cradle before use to ensure there are no systematic errors in the x, y, and
z-components

- The use of QGIS for exploring surface roughness of cutmarks shows great

promise and requires further examination
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7 Osteological Results

This chapter covers the osteological results from Stage One and Three and
encompasses the initial analogue investigation and the data from the 3D models
(Sections 5.1 and 5.3). It focuses on the Weymouth Ridgeway Vikings and presents the
number and distribution of injuries and the statistical results analysing these injuries in
relation to assorted demographic and burial variables. It also discusses the outcome of
the shape analysis and surface roughness analysis (Sections 5.4.3, 5.4.4, 8.4, and 9.4).
The full catalogues of sharp force trauma (SFT) found in the articulated and disarticulated
remains are found in Appendix F and G, respectively (also see supplementary Adobe

lllustrator [.ai] files).

7.1 Trauma throughout the Collection

It was not within the remit of this study to look at re-associating the individuals and
therefore it is possible that some of the cutmarks found on the cranial and postcranial
remains were caused by the same blow. Due to this, the cranial and postcranial remains
are mainly examined separately to evaluate frequencies. The cervical vertebrae (CV) are
an exception to this as the full number of affected vertebrae was required to compare to
other sites (Section 9.6). The disarticulated remains are also discussed separately to the
articulated ones. Any affected fragments from within the articulated collection that were
noted as ‘commingled’ are discussed within the disarticulated section. No bones labelled
as commingled in the postcranial remains were found to have trauma. Tables 31 and 32
show the total number of individuals that received each number of blows; both the
minimum and maximum number of blows, based purely on osteological evidence, are
presented (Figures 77 and 78). In this instance, ‘maximum’ refers to the total number of
blows if the tentative associations between cutmarks on different bones (e.g. a vertebrae
and mandible) are disregarded due to the level of uncertainty. It is not the maximum
possible number of blows the individual received as that number cannot be determined
with only skeletal remains. Both numbers are presented here to avoid the over-

interpretation of which cutmarks may have been related.

Table 31: The number of individuals with each maximum and minimum number of blows

seen based on osteological evidence in the articulated cranial remains

Number of Blows

Number of Total
Individuals Number
Affected Affected 1 2 3 4 5 6 7 8 9 10 11 12 13 14
(Min./Max.) (N=49)
Min. Blows 38 9 6 9 4 9 3 2 1 2 2 2 0 0 0 0
Max. Blows 38 9 6 8 4 8 3 2 3 0 2 2 2 0 0 0
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Figure 77: A grouped bar chart of the minimum and maximum number of blows found on

the cranial remains

Table 32: The number of individuals with each maximum and minimum number of blows

seen based on osteological evidence in the articulated postcranial remains

Number of Blows

Number of Total
Individuals Number
Affected Affected 1 2 3 4 5 6 7 8 9 10 11 12 13
(Min./Max.) (N=61)
Min. Blows 27 34 7 5 8 0 2 1 1 0 1 0 1 1 0
Max. Blows 27 34 7 5 8 0O 2 1 1 O O O 1 2 O
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Table 33 presents the total number of blows found and rates of blows per person. The
majority of individuals with cutmarks were affected by three or less blows (postcranial)
or four or less blows (cranial). Although the use of mean is not entirely appropriate, as it
is impossible to have a fraction of a cutmark present, the postcranial median is not
entirely representative since over half the postcranial individuals do not have trauma.
The six most highly affected individuals are presented in Table 34 and further discussed

in Section 9.1.

Table 33: The number of blows per individual seen across the collection

Number of Individuals Per Person Per Affected Person
Discrete  Total Affected Not Mean Median Mean Median
Blows Affected
Articulated 257-274 *52
Cranial 161-175 49 38 9 3.29-3.57 3 4.24-461 4
Postcranial 69-99 61 27 34 1.13-1.62 0 2.55-3.67 3

Disarticulated 39-40

*The highest MNLI was chosen here as it is highly probable all postcranial remains did initially have a skull despite the
lower cranial MNLI currently

Table 34: The individuals with the highest blows and their age category (YA=young adult,
PA=prime adult, MA=mature adult)

Cranial/Postcranial  SK Minimum Blows Maximum Blows Age Group
Cranial 3704 10 11 YA

3707 10 10 PA

3722 9 11 YA
Postcranial 3715 11 12 PA

3777 12 12 MA

3778 9 11 MA

7.1.1 Neurocrania

The skulls suffered extensive post-mortem damage (Section 4.1.2). Despite this,
amongst what remains of the skulls, it is thought that most of the SFT has been able to
be identified. However, quick reconstructions were done of the skulls and it is thought at
least 16 have indications of blunt force trauma (BFT). Further reconstructions would be
required to confirm and refine this number, as well as potentially find further SFT
currently obscured by fracturing. Table 35 contains the number of neurocranial blows

found in the cranial remains (Figure 79).
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Table 35: The number of individuals with each number of blows seen in the neurocranium

and its components based on osteological evidence in the articulated cranial remains

Number of Blows

Total Number

Side of Individuals 1 2 3 4
Affected
Neurocranium  Left 10 8 1 0 0
Right 12 7 2 1 0
Central 2 2 0 0 0
Bilateral *1 1 0 0 0
Total 18 10 6 1 1
Parietal Left 3 3 0 0 0
Right 4 2 1 1 0
Bilateral 0 0 0 0 0
Total 5 2 2 0 1
Frontal Left 2 1 1 0 0
Right 1 1 0 0 0
Central 0 0 0 0 0
Total 3 2 1 0 0
Occipital Left 3 2 0 0 0
Right 6 4 1 0 0
Central 2 2 0 0 0
Bilateral *1 1 0 0 0
Total 8 7 2 0 0
Temporal Left 4 3 0 0 0
Right 4 3 0 0 0
Bilateral *1 1 0 0 0
Total 7 7 0 0 0

*Also represented individually for each side

Figure 79: The patterned cutmarks showing the distribution on the a) right and b) left

cranium of the full collection (Other orientations can be found in Appendix H)

In total, 18 of the 49 cranial remains showed some indication of SFT on the
neurocranium. Of these, eight had multiple cuts on them leading to an average of 1.61
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blow per affected neurocranium (median=1.00) throughout the whole collection and 0.59
blows per skull (crude prevalence rate; CPR). These cuts were all peri-mortem and most
of the cuts on the cranial vault would not have been immediately fatal. The cuts that were
found at the base of the skull were associated with the decapitation attempts and are
often related to cuts found either on the mandible or the upper cervical vertebrae
(Sections 9.6 and 9.7.7).

The occipitals were the most affected of the neurocranial bones. In some cases, such as
SK3748, the damage to the occipital was bilateral and extensive, removing a substantial
basilar portion (Figure 80). These were thought to be decapitation attempts. There were
other individuals, such as SK3707, with injuries to the squama of the occipital which were
at angles that do not correspond to missed decapitation attempts. The temporal bones
and the mastoid processes were the second most affected component with seven
individuals affected (seven cutmarks). There were minimal differences seen between
sides in the overall collection, though there was only one in which the mastoids are
definitely bilaterally affected on the same person (SK3748). However, this number could
be affected by the aDNA sampling; petrous portions from the temporal bones were
removed but the exact amount of bone taken and the appearance of the temporal bones

before the extraction is unknown (Appendix C and H). In some instances, the trauma on

the occipital and temporals can be linked to the same blow.

Figure 80: An example of the trauma seen on a) the neurocranium of SK3748, and close-
up images of the trauma seen on each component; b) the right temporal, c) the occipital,

and d) the left temporal

The frontal bone was the least affected of the cranial vault bones with only three
individuals having cuts. The posterior parts of the parietal squama were more impacted
than the anterior portions. Many of the blows likely came from the sides, though the exact

location of where the assailant was placed compared to the victim is unknown. There
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were more cuts on the right parietal (N=4 with eight cuts) compared to the left (N=3 with

three cuts).

7.1.1.1 Disarticulated/Commingled Skulls

No disarticulated cranial remains from contexts 3681 and 3685 had trauma.

7.1.2 Facial Bones and Mandibles

The mandibles had large amounts of trauma on them, especially the inferior and
posterior parts, and were the most affected skull component (Figure 80) (N=28 with 65
blows; 2.32 blows per affected; 1.33 CPR). Additionally, many mandibles were
significantly fractured (Sections 4.1.1.1 and 9.3). Although a lot of this could be PM
fracturing due to the weight of the excavator on top of them, some appeared to have
extensive fracturing that resulted from the cuts, directly or indirectly. Some of these were
Residual Energy Dispersal (RED) fractures and are discussed further in Section 9.3.
Other fractures were indirectly related to the cutmarks and were often on parts of the
mandible away from the location of the cut. Despite the blow being with a sharp weapon,
it still struck the individual with a force which led to some of the fracturing seen on remote
parts of the mandible (Appendix H). Table 36 contains the number of blows sustained to

the mandibles and maxillae in the cranial remains.

Table 36: The number of individuals with each number of blows seen in the maxilla,

mandible, and hyoid based on osteological evidence in the articulated cranial remains

Number of Blows

Total Number of

Side Individuals 1 2 3 4 5
Affected
Maxilla Left 1 1 0 0 0 0
Right 3 3 0 0 0 0
Bilateral 0 0 0 0 0 0
Total 4 4 0 0 0 0
Mandible Left 20 8 3 3 1 1
Right 21 10 7 1 0 0
Central 0 0 0 0 0 0
Bilateral *6 6 0 0 0 0
Total 28 9 10 3 3 3
Hyoid 2 2 0 0 0 0

*Also represented individually for each side

There were no major differences in the number of blows or the number of affected
mandibles on either side. The cuts on the mandibles were mainly found on the ascending
ramus, especially posterior, and on the inferior border of the corpus. There were some

cuts that are anterior, but these were only along the border of the corpus.

The majority of the cuts on the inferior of the corpus were angled in the transverse plane

or very near to it. The right side had more cuts that are angled to some degree compared
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to the left side. Generally, there was more variability in the angle of the cuts on the
posterior portion of the ascending ramus compared to the rest of the mandible. The RED
fracturing on the mandible commonly resulted in sweeping, curved fractures that ran
along similar paths, often running from cuts that impacted from the posterior (Figure 81)
(Sections 9.3 and 9.6).

a)

b)

Figure 81: The patterned cutmarks including the RED fractures (purple/blue) showing
the distribution on the a) buccal and b) lingual mandible of the full collection (Other

orientations can be found in Appendix H)

There were clusters of cuts on the posterior of the condyles or the condylar necks. All of
these blows were struck from the back, often transitioning to RED towards the front.
Some were bilateral and there were some examples which potentially were bilateral
however, due to either taphonomy or bone loss, the opposite side could not be properly

examined.

The maxillae were relatively unaffected. There was a total of four maxillae that had been
cut, in some instances in association with mandibular cuts (such as SK3723). The rest
of the facial bones were not found to be impacted, however there were large amounts of
fragmentation in many cases. One right zygomatic bone had indications of SFT along

the inferior margin, however this also had taphonomic damage.
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7.1.2.1 Disarticulated/Commingled Mandibles

There were eight disarticulated mandibular fragments that presented with cutmarks
(Table 37). Two were within the general collection labelled as commingled (3724_X,
3730_X). Four of the eight were small finds. Two of them (SF 10420 and 10421) are
approximately 50% of a mandible. Both present with multiple cuts (N=4 and 2,
respectively) and one had extensive RED fracturing. Most of these blows were close to
the transverse plane and from the right. The other two small finds were condyles which
were hit from a posterior direction. Although they were of opposite side, it is unknown if

they were related.

In context 3685, there were two mandibular fragments which have cutmarks on them.
One was a probable left condyle, cut from the posterior side and the other was a portion
of right ascending ramus which had four discrete cuts. Three of the cuts were in close
proximity below the lingula but come from various directions; one posterior, one left, and
one unknown. The final cut was above the lingula and quickly progresses to a long RED

fracture and therefore likely was from the posterior.

Table 37: The number of individuals with each number of blows seen in the mandible

based on osteological evidence in the disarticulated cranial remains

Number of Blows

Side 1 2 3 4
Mandible Left 4 0 0 1
Right 3 0 0 1
Central 0 0 0 0
Bilateral 0 0 0 0
Total 5 1 0 2

7.1.3 Vertebrae

The vertebrae associated with the skulls were the most affected component. Less of the
vertebrae associated with the postcranial skeletons had trauma because the vertebrae
that were present were generally lower down on the neck. Relatively few vertebrae
superior to CV4 were present in the postcranial remains; the opposite to what was seen
in the cranial remains. Vertebrae below CV6 are typically covered by the main belly of
the trapezius muscle, making them less likely to have been a primary target to aim for
as they would no longer be at the narrowest and ‘easiest’ part of the neck to cut through
(Marieb et al. 2014).

Overall, CV2 and CV3 were the most affected (N=29 and 25, respectively) with the CV7
the least affected (N=3). For CV2 and CV3, this represented approximately 50% of total

individuals. The majority of the cuts were in or near the transverse plane though overall,
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the inferior vertebrae had cuts that were most consistently in the transverse plane (Figure
82).

c) d)

Figure 82: The patterned cutmarks showing the distribution on the a) anterior CV2, b)
posterior CV2, ¢) anterior CV3, and d) posterior CV3 (Other orientations and CVs can be
found in Appendix H)

Amongst the vertebrae, there was no overriding common location that was most
impacted, although articular facets are typically affected. The bodies of the vertebrae
were more affected from CV2 through CV5, however the differences between these and
CV6 and CV7 could primarily be related to the overall number of cutmarks. Patterns that
were seen between the vertebrae and with the mandible will be discussed in Section 9.6.
Any patterns seen with each vertebra are noted in Table 38. The unknown CV (CV Unk)
showed no bias towards any specific part of the bone. There were a mix of angles,
however the majority were in the transverse plane or level between right and left. The

total number of blows to each vertebrae follow, in Tables 39 to 43.
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Table 38: The patterns seen amongst the cutmarks on the vertebrae with the regions of

higher frequency highlighted

v o P lewRen ST e
preference preference  preference
1 Il\_/IOc\)/:/j-erate Posterior Left Inferior Transverse I@l;;pﬁg:;,naligns with goal of
No clear patterns
2 High Posterior Left (arch)  -- Transverse  Base of odontoid commonly
affected
High -- -- Inferior No clear patterns
Moderate - - Superior Transverse IAF > SAF
Moderate - Left (AFs) Superior Transverse  Body > AFs and arch
Right .
6 Low- B (superior) Transverse | S/! highly affected, less in
Moderate Left middle
(inferior)
7 Low N/A N/A N/A N/A Unable to draw patterns due

to low number

Table 39: The number of individuals with each number of blows seen in the cervical

vertebrae based on osteological evidence in the full collection of articulated remains

Number of Blows

Total
cVv 2 3 4 5 7 Cut
Cvi 9 0 0 1 1 0 0 11
CVv2 19 4 4 1 0 1 0 29
CvVv3 20 5 1 0 0 0 0 26
Cv4a 9 5 2 1 0 0 0 17
CV5 11 2 0 0 0 0 0 13
CV6 4 2 1 0 0 0 0 7
Cv7 3 0 0 0 0 0 0 3
CV Unk 6 3 1 0 0 0 0 10

Table 40: The number of individuals with each number of blows seen in the cervical

vertebrae based on osteological evidence in the articulated cranial remains

Number of Blows

cv O/Not 5 3 4 5 7 Total

present Cut
Cvi 39 9 0 0 0 1 0 0 10
CVv2 23 17 4 4 1 0 0 0 26
Cv3 31 15 2 1 0 0 0 0 18
Cv4 39 6 2 1 1 0 0 0 10
CV5 46 2 1 0 0 0 0 0 3
CVv6 47 1 1 0 0 0 0 0 2
Cv7 49 0 0 0 0 0 0 0 0
CV Unk 43 5 1 0 0 0 0 0 6
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Table 41: The number of individuals with each number of blows seen in the cervical

vertebrae based on osteological evidence in the articulated postcranial remains

Number of Blows

cv O/Not 1 2 3 4 5 6 7 Total

present Cut
Cvi 60 0 0 0 1 0 0 0 1
CVv2 58 2 0 0 0 0 1 0 3
Cv3 53 5 3 0 0 0 0 0 8
CVv4 54 3 3 1 0 0 0 0 7
CV5 51 9 1 0 0 0 0 0 10
CV6 56 4 1 0 0 0 0 0 5
Cv7 58 3 0 0 0 0 0 0 3
CV Unk 57 1 2 1 0 0 0 0 4

Table 42: The number of individuals with each number of articulated cervical vertebrae

affected by at least one blow

Number Affected
Cvl Cv2 Cv3 Cv4 CV5 CV6 Cv7 CV Unk
Cranial 10 26 18 10 3 2 0 5
Postcranial 1 3 8 7 10 5 3 4
Total 11 29 26 17 13 7 3 9

Table 43: The prevalence rates of blows in the present articulated cervical vertebrae and

the entirety of the collection. MLNI of 47 and 52 correspond to cranial and postcranial

MNLIs, respectively. Numbers 49 and 61 correspond to the number of contexts for

cranial and postcranial, respectively.

Cvi Cv2 Cv3 Cv4a CV5 CV6 Cv7
Number Present .
(Loe et al. 2014b) Cranial 42 41 30 16 8 3 0
Postcranial 1 5 11 20 25 32 34
Total Present 43 46 41 36 33 35 34
Number Affected
(This study) 11 29 26 17 13 7 3
0,
Prevalence Rates TPR% (Loe et al. 256 63.0 63.4 47.2 394 20.0 88
2014b)
CPR% MLNI 52 21.2 55.8 50.0 32.7 25.0 135 5.8
CPR% MLNI 47 23.4 61.7 55.3 36.2 27.7 14.9 6.4
0 .
CPR% Cranial (49 204 531 367 204 6.1 41 NA
contexts)
0 .
CPR% Postcranial 16 49 131 115 164 8.2 4.9

(61 contexts)

7.1.3.1 Disarticulated/Commingled Vertebrae

There were seven vertebrae with nine cuts from the disarticulated material (Table 44).

One CV1 was found missing the left SAF. Three CV2 were damaged; one missing the
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tip of the odontoid process, one with a combined incised/shaved cut to the posterior neck
of the odontoid and SAFs, and the third with both an incised cut to the posterior neck of
the odontoid and a shaved cut to the inferior body. Three unknown CV had cutmarks on
them; one of which had both a superior and inferior cutmark affecting the entire body and

sole-existing AF.

Table 44: The number of individuals with each number of blows seen in the cervical

vertebrae based on osteological evidence in the disarticulated remains

Number of Blows

cv 1 2 3 4 5 6 7 Total Cut
cV1 2 0 0 0 0 0 0 2
CV2 2 1 0 0 0 0 0 3
CV Unk 2 0 0 0 0 0 0 2
7.1.4 Hyoids

There were several individuals who had a portion of a hyoid associated with the body.
Of these, there were two with cuts on the internal aspect of the greater horn of the hyoid
(SK3708 and SK3760). Since only isolated fragments of the greater horn remain, it was
difficult to determine the side or direction of the cut. It was thought that these could relate
to the anterior cuts that were found on some of the vertebrae, discussed further in Section
9.2.

7.1.5 Pectoral Girdles
Overall, there were a much lower number of appendicular injuries compared to axial

ones (Figure 83).
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Figure 83: The patterned cutmarks showing the distribution on the a) anterior and b)

posterior postcranial remains (enlarged figure in Appendix H)
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The number of blows for each aspect of the pectoral girdle are found in Table 45 at the
end of this section. The clavicle was the most commonly affected of these. The cuts on
the clavicles were slightly more predominantly on the right, although both sides were
affected. There were many more anterior and superior cuts compared to the left side.
These tended to be at a shallow angle to the transverse plane, running from
superior/medial to inferior/lateral, possibly from an attacker facing the victim and
swinging a sword downwards from right to left. Some of the cuts were at angles such

that they could have occurred in the same blow as the decapitation.

The cuts that were found on the left clavicle are mostly on the posterior aspect of bone.
Interestingly, there were some cuts found on the inferior portion of the clavicle on one
individual. These cuts came from the inferior/lateral direction, which would be a hard
location to impact on the clavicle without involving the ribs as well which do not appear
to be injured in this individual (Sections 4.1.7 and 9.7). One likely possibility is that the
arm was not in the anatomical position. For example, when the arm is extended and

abducted, the clavicle is rotated to the inferior aspect and is more exposed.

On the scapulae, cuts appeared linked to clavicular damage on those individuals. These
seemed to be hard strikes as many went deep into the bone, mainly from above but

some were angled.

Table 45: The number of blows seen in the pectoral girdle and forearms based on

osteological evidence in the articulated postcranial remains

Number of Blows

Total Number

Side of Individuals 1 2 3 4 5 6
Affected
Clavicle Left 4 3 1 0 0 0 0
Right 5 2 2 0 1 0 0
Total *7 2 4 0 0 1 0
Scapula Left 1 1 0 0 0 0 0
Right 1 1 0 0 0 0 0
Total *2 2 0 0 0 0 0
Ulna Left 0 0 0 0 0 0 0
Right 1 1 0 0 0 0 0
Total *1 1 0 0 0 0 0
Radius Left 2 1 1 0 0 0 0
Right 2 1 2 0 0 0 0
Total *4 2 2 0 0 0 0

*Also represented individually for each side; unknown sides also included

7.1.5.1 Disarticulated/Commingled Pectoral Girdle
In context 3685, a disarticulated left scapular spine was found which has two cutmarks,
one incised nearly in the sagittal plane and one shaved nearly in the coronal plane with

a slight superior tilt anteriorly. The blow that led to the incised cut came from
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superior/right. From context 3681, a clavicle was found with two widely angled incised

cutmarks on the lateral end. Both blows were hit from the superior/left.

7.1.6 Upper Extremities

There are four individuals that had trauma on their forearms which appear to be
defensive trauma (See 7.1.6.1 for an example of defensive forearm trauma). The
numbers for the upper limb were listed in Table 45 in the prior section. The number of
cutmarks found on the hands are seen in Table 46. No forearms were bilaterally affected
in the remains that were present. There was one example (SK3778) of an ulna and radius
both affected, possibly by the same blow. In the cases in which the positioning of the cut
on the bone can be determined, they were generally on the posterior or posterior/lateral
sides. Excluding disarticulated material, there were seven individuals with injuries to the
hands; four were affected on their left, two on their right, and one bilaterally. Two of the
unilaterally affected skeletons had SFT on unsided phalanges as well. The cuts were
significant and are suggestive of defensive wounds since a high amount of force would

have been needed to cause such dramatic cuts (Sections 4.1.7 and 9.7).

Table 46: The number of cutmarks seen in the hands based on osteological evidence in

the articulated postcranial remains

Number of Cutmarks
7 8 9 10 11 12 13 14 15 16 17

[N
N
w
N
()]
(o))

Left 0 0 1 1 0 1 1 0 0 0 0 0 0 1 0 0 0
Right 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Unsided 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Total 0 1 2 1 0 0 2 0 0 0 0 0 0 0 0 0 1

There were slightly more cuts on the left hand and this was more notable on the posterior
side. There were several phalanges that were unable to be sided due to either being
disarticulated or too fragmented for re-association and therefore the true bilateral
distribution of cuts may be different. A fairly good recovery of manual bones revealed
that a relatively small proportion of individuals had their hands affected. However, in
those that were affected, there was a pattern of multiple blows having been afflicted. In
many cases, multiple bones in each hand were affected by the same blow due to the
size of the bones and their close proximity to each other. Due to their mobility and the
number of separately moveable joints, hands have a high complexity when attempting

to determine the number of blows (Marieb et al. 2014).

All the trauma found on the long bones was on the posterior aspect. Compared to the
left radii, the right radii were found to have more cuts that were either shaved or at a very

wide angle though the overall numbers of blows were approximately the same between
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sides (N=4 and N=3, respectively). An unexpected pattern was that the radii were more
affected than the ulnae. Typically, defensive trauma occurring from someone raising their
arms to shield from a blow to the head or face region primarily affect the ulna because
when the shoulder and elbow are both flexed, it is the bone that would be facing
anterior/superior, such as seen in parry fractures (Section 4.1.7.2) (Bohnert et al. 2006;
Judd 2008; Geldenhuys et al. 2016). This is further discussed in Section 9.7.4. There is
also the possibility that not all of those blows were inflicted in a situation in which the

victim had free movement.

7.1.6.1 Disarticulated/Commingled Upper Extremities

One right radius was found in context 3681 which has two incised and very angled
cutmarks. Due to the close proximity, it is possible that the much smaller cut is associated
with the larger one, possibly to do with withdrawing the blade, however this cannot be
confirmed. A left radius in context 3681 was found in two pieces and reassociated (Figure
84). Only one of the pieces had a cut on it, but they physically reassociated very well and
were a very good example of resultant fracturing from a cutmark, likely from a twist of

the blade, possibly when withdrawing.

Figure 84: The posterior aspect of the left radius from context 3681 that was found in two

pieces and subsequently reassociated

There were some disarticulated fragments of upper extremities in which the positioning
of blows cannot be determined. For two fragments, the identity of the bone could not be
established due to their size and taphonomic damage; however one was likely humerus
and the other was either radius or ulna. Both of these were incised cutmarks. A first

proximal phalanx with a cut to the dorsal aspect of the head was found in context 3681.
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The side of this phalanx was unknown. From context 3685, there were two proximal
phalanges that had shaved cutmarks nearly in the sagittal plane. No further information
is known about side or position in the hand. A left, second metacarpal (MC2) with a

longitudinal cut though the shaft was also present.

7.2 Incised Cutmark Focus: Shape Analysis

Shape analysis was used to look at the profiles of the incised cutmarks to see what, if
any, patterns could be found (Sections 5.4.4 and 9.4). The profiles of the incised
cutmarks at 50% were examined using R. Several variables were included in order to
see if there was any separation in the shapes found (Appendix I, Supplementary File).
The goal was to discover if there was any clear indicator of what affected the shape the
most significantly, and if none was found, to test whether it was possible different
weaponry was used, as represented by unexplained clustering. For this study, the
variables that were focused on were the angle of impact, the side of the body, and the
location on the body (Sections 4.1.1 and 4.1.7). There are further variables that could be
examined but some were excluded from this analysis because the focus was on

variables that might shed light on differences caused by weaponry or execution methods.

Initially, only the 50% profiles were used in order to minimise confounding factors. The
results of those analyses are presented here. The 50% were subsequently run with the
25% in order to check if there were any differences. No differences were found between
the two groups (linear discriminant analysis [LDA] correction percentage 0.7461905) and
no differences in the patterns were seen in the harmonics or the general running of the
principal component analysis (PCA) (PC1 62.58%, 6.275887°%; PC2 16.9%, 1.689680
01 PC3 8.13%, 8.1294857?). Due to this, it was decided to focus on the 50%. Although
this led to a smaller sample size, some of the group sizes are very small so the addition
of multiple profiles of the same cut was thought to potentially be more confounding than
revealing. Since there are already possible unknown factors that could affect the shape
of the cutmarks, it was decided that using the 50% would be sufficient to see how

appropriate the methodology is.

Once it was established that there was no separation of the 25 and 50% profiles, a PCA
was performed on the 50% profiles of the cutmarks. A total of 107 profiles were used for
the analysis. Elliptic Fourier Transforms were used to obtain the required harmonics.
During normalisation, the PCA with the outlines both rotated to be aligned and not rotated
were checked to see if there were any differences (Figure 85). None were found and
therefore the rotated ones were used since the cutmarks were not guaranteed to be in
anatomical position to begin with. A total of 16 harmonics were able to account for 99.9%

of the variation in the collection, with five and nine accounting for 95% and 99%,
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respectively. Based on this, nine harmonics were used and this was found to be
appropriate for all the PCAs run in this study (Figure 86).

Figure 85: An example of the normalised and stacked outlines with ‘coo_slidedirection()’

used for the shape analysis of the full incised cutmark collection

Figure 86: An example of the profile at 50% of cutmark 3753_D with up to 20 harmonics

The proportions of variation accounted for by each of the first ten principal components
(PCs) is seen in Table 47. The first three PCs were all plotted in conjunction with one
another for the different factors that were under analysis. PC1 accounted for 60.9%
(6.086319°%), PC2 accounted for 18.8% (1.882055°1), and PC3 accounted for 9.2%
(9.180827?). This number of PC values was chosen because it was the second
inflection on the scree plot and the proportion of variance that was accounted for was
over 5% for each (Appendix I, Supplementary File). The amount of additional information
that would be gathered from using further PCs was thought to be negligible. These PCs
roughly equate to: depth of the cut, the difference between the angles of the cutmark
walls (visually, whether the cut appears upright or leaning), and whether the base of the

cut is offset to the left or right of the extracted profile (Figure 87) (Section 9.4).
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Table 47. The PCs, proportion, and cumulative sum from the shape analysis of the

incised cutmarks

PC Proportion Cumulative Sum
1 0.60900 60.9
2 0.18800 79.7
3 0.09180 88.9
4 0.04540 93.4
5 0.02160 95.6
6 0.01280 96.8
7 0.00755 97.6
8 0.00665 98.3
9 0.00551 98.8
10 0.00328 99.1
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Figure 87: An example of the first three PC for the full collection
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Overall, there was a tighter cluster and a larger number of profiles that fall on the

shallower side of PC1 up to approximately -0.25 SD, however there was greater variation

along the deeper side of PC2 which has points beyond 0.50 SD (Appendix I). Along PC2,

a high number of points fall relatively centrally. The upright side of PC2 was more

clustered towards the centre, with a few outliers beyond -0.125 SD. The more sloped

side of PC2 was slightly more spread out. The profiles were relatively centred on the

mean along PC3 and those that were outliers tend to be, but were not always, outliers

along another PC as well. The PC descriptions and results can be found in Tables 48 to

51.

Table 48: The PC descriptions of the three PCs used for the shape analysis of the incised

cutmarks

PC1

PC2

PC3

Full Collection Depth (deep to shallow)

Angled Only Depth (deep to shallow)
Non-Angled Depth (deep to shallow)
Only

Difference between
angles/“leaning” (upright to
sloped)

“Leaning” and inflection of
the shoulder
(upright/downwards to
sloped/upwards)

Difference between
angles/“leaning” (upright to
sloped)

Base offset (left to right)

Width/overall size (narrow
to wide)

Base offset (left to right)
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Table 49: The results of the shape analysis for each variable when using the full dataset

Main Subdivision N PC1 PC2 PC3 Notes
Impact No 67  Deeper Moderate Moderate Overall wider
angle Spread Clustered variety than
Yes
Yes 40 Shallower Slightly sloped Moderate Overall more
Clustered Clustered clustered
Overlap with
No
Moderate 20  Shallower Upright Slightly right
Clustered Clustered
Big 20 Shallower Sloped Moderate
Clustered Clustered
Location Cranium 8 Deeper Upright Right Most variation
Spread Spread Visually
different than
others but
overlap
present
Obliquely
orientated
ellipse
Postcranial 27 Moderate Moderate Moderate Low variation
Clustered
Neck* 48  Slightly flatter  Slightly sloped Moderate Obliquely
orientated
ellipse
Mandible 24 Moderate Slightly Moderate Obliquely
upright orientated
ellipse
Width Large 4 Moderate Slightly Right Least
Clustered upright Clustered variation
Clustered
Medium 19 Deeper Sloped Slightly left
Spread Spread
Small 48 Moderate Moderate Moderate
Very small 36  Shallower Upright Moderate
Clustered
Side Central 18  Slightly Slightly Slightly right
shallower upright Clustered
Right 41 Moderate Slightly Moderate
upright Clustered
Left 46  Slightly Slightly sloped Slightly left Greatest
deeper Clustered difference
from the
others
Unknown 2 -- -- -- Excluded

*vertebrae + hyoid
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Table 50: The results of the shape analysis for each variable when using only the angled

cutmarks
Main Subdivision N PC1 PC2 PC3 Notes
Location Cranium 1 - -- -- Excluded
Postcranial 15  Slightly Slightly upright  Narrower
deeper Clustered
Neck* 13  Shallower Slightly Slightly Most variation
Spread sloped/ narrower
upwards Spread
inflection
Spread
Mandible 11  Deeper Moderate Slightly wider ~ Nearly within
Clustered Clustered Neck variation
Width Large 4 Deeper Sloped/ Narrower
upwards Clustered
inflection
Medium 11  Slightly Upright/ Slightly wider ~ Overlap with
shallower downwards Clustered other groups
inflection
Spread
Small 15  Deeper Sloped/ Narrower
Spread upwards Spread
inflection
Spread
Very small 10  Shallower Upright/ Narrower Greatest
downwards Clustered difference
infection from the
others
Side Central Shallower Sloped/ Wider
Spread upward
inflection
Right Moderate Slightly Slightly
upright/ narrower
downwards Clustered
infection
Left Moderate Slightly Moderate
sloped/ Clustered
upwards
inflection
Unknown - -- -- Excluded

*vertebrae + hyoid
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Table 51: The results of the shape analysis for each variable when using only the non-

angled cutmarks

Main Subdivision N PC1 PC2 PC3 Notes
Location Cranium 7 Deeper Moderate Right Most variation
Spread Spread Visually
different than
others but
overlap
present
Postcranial 12 Slightly Moderate Slightly left
deeper
Neck* 35  Moderate Slightly Slightly left
upright
Spread
Mandible 13  Slightly Slightly sloped Moderate
shallower Spread
Spread
Width Large 0 -- -- -- Excluded
Medium 8 Deeper Slightly sloped Left No overlap
Spread with Very
Small along
PC2
Small 33  Moderate Slightly sloped Moderate
Very small 26  Shallower Upright Right No overlap
Clustered Clustered with Medium
along PC2
Side Central 15  Shallower Upright Moderate
Clustered Clustered
Right 22  Moderate Slightly Left
upright
Left 29  Slightly Sloped Slightly right Most different
deeper
Unknown 0 -- -- -- Excluded

*vertebrae + hyoid

LDAs were run on the PCA output whilst retaining 95% of the variation. The correct
classification percentage was not high enough in any case to be considered truly
discriminatory. MANOVAs were run despite this, all of which were non-significant when
appropriate Bonferroni corrections were implemented. These are all found in Section
7.2.2. Chi-Square tests were also performed to compare the number of each group that

were angled and non-angled. They were run on the full collection of 107 profiles.

When first exploring entry angles and how they affected the analysis, no significance
was found, but there was some difference in how the categories were grouping, therefore
the cutmarks that were perpendicular to the surface of the bone and those that were
oblique were separated for each analysis was well. The separate PCAs for the full
collection are described below, with the findings of the full angle analysis immediately

following (also see Section 9.4).
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7.2.1.1 Angled and Non-Angled PCAs

The number of harmonics for the angled cutmarks was found to be the same as for the
entire collection, with a similar inflection point in the scree plot. The PCA for the angled
cutmarks included 40 samples in total and PC1 accounted for 47.2% (4.722100°%), PC2
accounted for 30.4% (3.036181°%), and PC3 accounted for 7.9% (7.901322°°2),

For the non-angled PCAs, the values were similar to that of the full collection. The
required harmonics and the contribution of variance was nearly the same and the
inflection on the scree plot was similar. The PCA for the non-angled cutmarks included
67 samples and PC1 accounted for 62.9% (6.290811°%), PC2 accounted for 18.4%
(1.842463°%), and PC3 accounted for 8.52% (8.522720°2).

For both cases, the descriptions of the PCs are found in Table 48. These separated
PCAs were used for width, location, and side. However, the latter two all required a
second running with modifications as there were some groups with N=1 which required

exclusion. The PC values for those will be presented in their respective sections.

7.2.2 Impact Angle of the Blow
The angles were checked in two different ways; once binary and once with three

categories. A total of 107 samples were used for each (Figure 88).

For the binary angle PCA, there was a much wider distribution of non-angled cutmarks.
Angled cutmarks were more tightly clustered, however, because of the wide spread of
the non-angled cutmarks, it might be possible to say a cutmark was potentially non-

angled, but it would not be possible to state a cutmark was angled.
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Figure 88: The distribution of each category overlaid on PC1 for the angle of the cutmarks

when using the full collection (The remainder are found in a Supplementary .ai file)

In the PCA with three categories, the tighter clusters of ‘moderate’ and ‘big’ profiles were
likely due to the number of each being substantially smaller than for ‘no’ profiles (Table
49, Figure 89) (Section 9.4). In all instances, ‘moderate’ has the tightest cluster. The
separation between ‘big’ and ‘moderate’ along PC2 was easily explained; all cutmarks
were oriented in the same direction so that the ‘entry’ wall would be on the left. A larger
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angle would mean that the cutmark profile would be more sloped as opposed to upright
which is the aspect of the shape reflected in PC2. Therefore ‘big’ profiles would shift
towards the more sloped profiles whereas the ‘moderate’ profiles would shift towards the
more upright ones.

al®e B big

B mod
B no

Figure 89: The plot showing PC1 and PC2 of Angled/Not for the full collection. (The

remainder are found in Appendix 1)

An LDA was performed for both binary and non-binary angle of impact, retaining 95%,
and no significance was found. No clear clusters were created along any axes of the
LDA and classification percentage is low (Table 52). Therefore, despite any visual
differences, it cannot be said that they were due to the angle of the blade (Non-binary
LD1 75.5%, LD2 24.2%; Binary LD1 >99%)

When examining the full collection with three levels of angle, despite no differences in
the MANOVA, a significant difference was found in the pairwise MANOVA (95% retained,
PCA Scores) between the big and moderate angled cutmarks with a Bonferroni
correction implemented (required p=0.01667) (F=2.745, 10, 29, p=0.01642) (Table 53).

No other significant differences were found.

Neither the binary nor categorical variables of angle separated out in the hierarchical

cluster; they are heavily interleaved.
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Table 52: The results of the LDAs run on the full collection with 95% retention using the

PCA scores
Variable Correction Percentage Category Classification Error
Binary Angle 0.5700935 No Angle 0.88059700
Angle Present 0.05000000
Non-Binary Angle 0.5887850 No Angle 0.94029850
Moderate Angle 0.00000000
Big Angle 0.00000000
Location 0.3738318 Cranium 0.00000000
Mandible 0.00000000
Postcranial 0.07407407
Neck 0.79166667
Angled 0.1794872 Mandible 0.18181818
Postcranial 0.26666667
Neck 0.07692308
Non-Angled 0.4477612 Cranium 0.00000000
Mandible 0.00000000
Postcranial 0.08333333
Neck 0.82857143
Width 0.4299065 Large 0.00000000
Medium 0.10526320
Small 0.62500000
Very Small 0.38888890
Angled 0.3500000 Large 0.00000000
Medium 0.36363640
Small 0.40000000
Very Small 0.40000000
Non-Angled 0.5671642 Medium 0.12500000
Small 0.63636360
Very Small 0.61538460
Side 0.4857143 Central 0.00000000
Left 0.65217390
Right 0.51219510
Angled 0.4615385 Central 0.00000000
Left 0.35294120
Right 0.63157890
Non-Angled 0.4696970 Central 0.00000000
Left 0.79310340
Right 0.36363640
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Table 53: The results of the MANOVASs run on the full collection as a follow-up to the
LDAs with significant values in bold (if still significant after a Bonferroni correction) and

bold italics (if not still significant after a Bonferroni correction)

Variable Df Hotelling- Approx F Num Df Den Df Pr(>F)
Lawley

FC Binary Fac 1 0.083023 1.67700 5 101 0.14690
Angle Resid 105

FC Angle Fac 2 0.113360 1.12230 10 198 0.34710
Resid 104

Location Fac 3 0.124630 0.81147 15 293 0.66470
Resid 103

Angled Fac 2 0.168020 0.52085 10 62 0.86900
Resid 36

Non-Angled Fac 3 0.212250 0.81597 15 173 0.65890
Resid 63

Width Fac 3 0.224390 1.46100 15 293 0.11880
Resid 103

Angled Fac 3 0.574550 1.17460 15 92 0.30550
Resid 36

Non-Angled Fac 2 0.431200 2.54400 10 118 0.00815
Resid 64

Side Fac 2 0.107370 1.04140 10 194 0.41020
Resid 102

Angled Fac 2 0.649400 2.01310 10 62 0.04687
Resid 36

Non-Angled Fac 2 0.201340 1.16780 10 116 0.31960
Resid 63

Even though there was no statistical significance, because there was an indication that
the angled and non-angled cutmarks are shaped differently, additional analysis was run
on those two groups separately to see if any further differences were seen. In the split
cases, any variables that caused issues in the full analysis due to low sample size were
omitted. Chi-Square analyses were also run on the angled and non-angled samples to

see if the distribution was different.

7.2.3 Location on the Body

For location, when the entire sample was pooled, a total of 107 samples were used
(cranium=8, postcranial=27, neck [vertebrae and hyoid]=48, mandible=24). Visually,
when plotting the location of the cutmarks, there appears to be no significant separation

of the categories (Table 49, Section 9.4, Appendix I).

The results from the LDA for classification percentages and error show low correct
classification and high error (Table 52). No significance was found in the MANOVASs or
the pairwise MANOVAs with a Bonferroni correction (range of p found 0.05775-0.85301,
required p=0.008333) (LD1 74.8%, LD2 18.7%, LD3 6.53%) (Table 53). A hierarchical
cluster was run, both with and without setting the number of branches expected. In both

cases, it was evident that the groups do not separate out into four discrete groups. There
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are large amounts of intermixing in branches of the cluster that ‘should’ be separate, if

able to be delineated by location.

Therefore, the differences in shape that were seen in the cutmarks does not separate
out by location on the body when the collection is analysed as a whole. There was some
evidence that the cranial cutmarks are slightly different, but this was not statistically
significant. Since some separation was seen between the cuts that were angled and
those that were not, the collection was split and the tests re-run to see whether any

difference would be present.

The collection was not separated based on location for further analysis because the
sample sizes for each location would start to become too small to find meaningful
differences, especially if subsequently examining non-binary variables. However, a 4x4
Chi-Square test was performed on the location and width of the cutmarks in order to
examine any patterns that did show significant differences in those expected and
observed, notably with the neck having more very small cutmarks than expected and the
postcranial had more large cutmarks than expected (x 2 (9)=25.947, p=0.002084) (Table
54).

Table 54: The expected and observed values of cutmark location and cutmark width

Location Large Medium Small Very Small
Cranium Observed 0 1 5 2
Expected 0.3 1.42 3.59 2.69
Residuals -0.547 -0.353 0.745 -0.422
Mandible Observed 0 9 11 4
Expected 0.9 4.26 10.77 8.07
Residuals -0.947 2.295 0.071 -1.434
Neck Observed 0 4 21 23
Expected 1.79 8.52 21.53 16.15
Residuals -1.340 -1.549 -0.115 1.705
PC Observed 4 5 11 7
Expected 1.01 4.79 12.11 9.08
Residuals 2.977 0.094 -0.320 -0.691

Additionally, the Chi Square analysis revealed a significant difference between the
distributions of the angled and non-angled cutmarks (x? (3)=8.8327, p=0.0316) with more

angled cutmarks than expected seen in the mandible and postcranial regions (Table 55).

Table 55: The expected and observed values of cutmark location and cutmark angle

Angle Cranium Mandible Neck PC
No Angle Observed 7 13 35 12
Expected 5.01 15.03 30.06 16.91
Residuals 0.889 -0.523 0.902 -1.193
Angle Observed 1 11 13 15
Expected 2.99 8.97 17.94 10.09
Residuals -1.15 0.677 -1.167 1.544
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7.2.3.1 Location Divided by Angle

Additionally, the sample was split by whether the cut was angled or not. For these
analyses, 40 samples were used for angled (cranium=1, postcranial=15, vertebra=13,
mandible=11) (Table 50). The different distribution of location for angled compared to
non-angled is notable, especially for neck and cranium (Supplementary File). Cranium
had to be excluded from the angled analysis due to sample size, thus leaving N=39. The
variation was primarily accounted for by PC1 with 47.3% (4.734716°%), PC2 with 30.3%
(3.031377°%), and PC3 with 7.91% (7.911872°2),

When performing an LDA, no separation was noted (LD1 71.3%, LD2 28.7) (Table 52).
When using a MANOVA or when using pairwise MANOVAs with a Bonferroni correction
(range of p found 0.2192-0.8090, required p=0.0166667) no significant differences were
found, therefore despite some visual differences, no statistical significance was seen
(Table 53). As in the case of the full collection, the hierarchical cluster analysis did not

separate the groups (Section 9.4).

A total of 67 samples were used for non-angled (cranium=7, postcranial=12,
vertebra=35, mandible=13) (Table 51). When examining the non-angled, an overall
similar pattern is seen to the full collection; cranium is slightly visually different, especially
when plotting PC2 and 3, but it does not have statistical significance. There is no
statistical significance when analysed using a DFA and the MANOVAs do not produce
significant results (95 LD1 69.3%, LD2 17.4%, LD3 13.3%) (Tables 52 and 53). In the
pairwise analysis, the required p=0.00833 and the range of p found was 0.03463-

0.92120. Hierarchical clustering did not delineate the groups properly.

7.2.4 Width of the Cutmark

Four levels of width were examined, looking at a total of 107 profiles; large (N=4),
medium (N=19), small (N=48), and very small (N=36) (Table 49). When visually
examining the PCA plots for width, there was some visual separation of the group
centroids along the PC1 axis when plotted against PC2 and PC3, the latter to a lesser
extent (Appendix I). There was still substantial overlap between the groups, however.
The different sizes had different patterns to them and show some separation, however

none of the groups are discrete along any axis (Section 9.4).

Overall, there was no clear evidence that the profiles can be separated by width despite
there being some significant or near-significant differences when examining the pairwise
MANOVAs (Tables 52 and 53). Pairwise analyses were run on the full collection which
resulted in no significant differences when a Bonferroni correction was implemented

(range of p found 0.04326-0.80683, required p=0.00833). There was no clear clustering
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amongst the plotted LDA results (95 LD1 69.2%, LD2 27.7%, LD3 3.06%). The
hierarchical cluster analysis did not properly separate the groups.

The Chi Square analysis performed indicated a significant difference between the angled
and non-angled frequencies for each width category (x? (3)=12.305, p=0.006407) which

was hot surprising as a more obligue cutmark will inherently be wider (Table 56).

Table 56: The expected and observed values of cutmark angle and cutmark width

Angle Large Medium Small Very Small
No Angle Observed 0 8 33 26
Expected 2.5 11.9 30.06 22.54
Residuals -1.583 -1.130 0.537 0.728
Angle Observed 4 11 15 10
Expected 15 7.1 17.94 13.46
Residuals 2.048 1.462 -0.695 -0.943

7.2.4.1 Width Divided by Angle

The angled cutmarks contained representation from each of the groups (large=4,
med=11, small=15, very small=10) (Table 50). It is notable that this includes the entire
collection of large cutmarks. There are some visual differences between the groups when
examining the PCA plots (Supplementary File). In general, the largest variation was
along PC1 and the smallest along PC3. The LDA did not show any clustering, (LD1
67.8%, LD2 23.6%, LD3 8.58%). There were no statistical differences between groups
(Tables 52 and 53, Section 9.4). Pairwise analysis also did not yield any significance
when a Bonferroni correction was implemented (range of p found 0.05808-0.70165,

required p=0.0083). Hierarchical clustering did not appropriately separate the groups.

In the non-angled group, there were 67 cutmarks used (large=0, medium=8, small=33,
very small=26) (Table 51). There were notable differences in the patterns of the PCA
plots. The LDA did not show any clustering (LD1 87.1%, LD2 12.9). The MANOVA shows
statistically significant differences and the pairwise with Bonferroni correction indicates
that this was between the medium and very small cutmarks (F=3.765, 8, 25, p=0.005081)
(Tables 52 and 53). There was a difference between medium and small, however when
a Bonferroni correction was added, it was not statistically significant (p=0.046417,
required p=0.00167). Small and very small showed no differences. Despite this, the

hierarchical cluster analysis did not separate the groups.

7.2.5 Side of the Body

The full collection of profiles was examined to look at side (total=107, central=18,
right=41, left=46, unknown=2) (Table 49). The unknown cutmarks were excluded
because it could not be verified that they have the same side. The patterns seen in the

PCA plots were unchanged with the results of the analysis being N=105, PC1=60.8%
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(6.077744°1), PC2=18.9% (1.887888°%), and PC3=9.22% (9.223966°%). Generally, the
central and left cutmarks were the most separate, with the right in between, however all
ellipses overlap (Appendix ). Central and right seemed to be closer in proximity to each
other than either is to left. As was seen with some of the other factors examined, there
were visible differences but there were still substantial overlaps in the groups (Section
9.4).

There were no clear clusters present when examining the LDA plots (LD1 97.1%, LD2
2.92%). The differences were not seen statistically either in the full or pairwise
MANOVAs with a Bonferroni correction in the latter (Tables 52 and 53). The hierarchical

cluster analysis did not result in appropriately differentiated groups.

The Chi-Square test did not show any statistical significance between the frequencies of
angled and non-angled cutmarks in each of the side categories (x* (2)=4.7191,
p=0.09446) (Table 57).

Table 57: The expected and observed values of cutmark side and cutmark angle

Angle Central Left Right
No Angle Observed 15 29 22
Expected 11.31 28.91 25.77
Residuals 1.096 0.016 -0.734
Angle Observed 3 17 19
Expected 6.69 17.09 15.23
Residuals -1.425 -0.021 0.966

7.2.5.1 Side Divided by Angle

The angled set of cutmarks was run with a total of 40 variables initially, however the
unknown cutmark was excluded because it was the only variable in that group and the
lack of information about the side might have confounded the analysis since the overall
sample size was relatively low. This exclusion led to a total N=39. The variation was
accounted for by PC1 (48.0%, 4.797469°), PC2 (29.6%, 2.957997°%), and PC3 (7.76%,
7.764212°%%) (Table 50, Supplementary File).

In the LDA analysis, there was no clustering of groups (LD1 85.7%, LD2 14.3%). This
group produces a significant difference in the MANOVA (Tables 52 and 53). When the
pairwise analyses were run to see where the differences are found, a significant
difference was seen between central and left, however, it was not significant once an
appropriate Bonferroni correction was implemented (p=0.03072, required p=0.0167).
Right was not significantly different to either group. This may partially be related to the

unequal sample sizes. The hierarchical cluster analysis did not separate the groups.
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The non-angled group contained 67 samples in groups central (N=15), left (N=29), right
(N=22), and unknown (N=1) (Table 51). The unknown sample was also excluded and no
differences were noted in the patterns, therefore the latter analysis with N=66 is
described here. Three PCs were used to examine the majority of the variation and these
described the same components of variation as the general non-angled PCA. PC1
accounted for 62.8% (6.281566°%) of the variation, with PC2 accounting for 18.5%
(1.850341°%), and PC3 making up 8.54% (8.5375902).

The non-angled cutmark profiles were examined and some visual differences were seen,
though no statistically significant ones. All three groups show low variation along the PC3

axis when plotted against PC1 but more differences could be seen against PC2.

The LDA analysis shows no distinct clustering (LD1 81%, LD2 19%). No significant
differences were seen through the MANOVASs or pairwise MANOVAs (range of p found
0.6357-0.8994, required p=0.0166667) and hierarchical clustering did not resolve the
directions into their correct classes (Tables 52 and 53).

7.2.6 General Shape of Weaponry Types and Implications

This section is entirely exploratory (Sections 3.4, 4.1.7, and 9.4). A column of data was
added to the table used for the analyses described above denoting the cuts that were
thought to relate to throat-cutting so it would be possible to see if they clustered on the
PCA plots. Clustering would not necessarily indicate a different weapon; however, it
might suggest there is a signature to the shape of these cuts. This was first explored with
the entire collection (with the PCA that was run earlier on the entire collection), and since
all but two of the potential throat cuts were non-angled, with just the non-angled cutmarks

(with the PCA run on the entire non-angled collection).

These analyses were run twice; once as a binary variable, and once with levels of

certainty (no, possible, definite).

7.2.6.1 Full Collection

For the full collection, there were a total of 107 profiles, 93 of which were not potential
throat cuts (NPTC) and 14 which were potential throat cuts (PTC) (possible=4,
definite=10). One of the more definite PTC could not be digitised and therefore was not
included in this component of the study. No statistical significance was found when
running MANOVAs (either Tables 58 and 59), however, there were some patterns and

separation seen in the PCA plots which is the focus of this section (Figure 90).
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Figure 90: The plot showing PC1 and PC2 of the weaponry analysis when using the full

collection

The PTC were seen to be relatively shallower and more upright than the general
collection with the definite cuts presenting a more significant shift with little overlap to the
ellipse of the general collection. The possible cuts were within the NPTC but show a
