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Abstract
Motivation to engage in learning is essential for learning performance. Learners’ motivation is traditionally assessed using 
self-reported data, which is time-consuming, subjective, and interruptive to their learning process. To address this issue, 
this paper proposes a novel framework for multimodal assessment of learners’ motivation in e-learning environments with 
the ultimate purpose of supporting intelligent e-learning systems to facilitate dynamic, context-aware, and personalized 
services or interventions, thus sustaining learners’ motivation for learning engagement. We investigated the performance 
of the machine learning classifier and the most and least accurately predicted motivational factors. We also assessed the 
contribution of different electroencephalogram (EEG) and eye gaze features to motivation assessment. The applicability of 
the framework was evaluated in an empirical study in which we combined eye tracking and EEG sensors to produce a multi-
modal dataset. The dataset was then processed and used to develop a machine learning classifier for motivation assessment 
by predicting the levels of a range of motivational factors, which represented the multiple dimensions of motivation. We also 
proposed a novel approach to feature selection combining data-driven and knowledge-driven methods to train the machine 
learning classifier for motivation assessment, which has been proved effective in our empirical study at selecting predictors 
from a large number of extracted features from EEG and eye tracking data. Our study has revealed valuable insights for the 
role played by brain activities and eye movements on predicting the levels of different motivational factors. Initial results 
using logistic regression classifier have achieved significant predictive power for all the motivational factors studied, with 
accuracy of between 68.1% and 92.8%. The present work has demonstrated the applicability of the proposed framework for 
multimodal motivation assessment which will inspire future research towards motivationally intelligent e-learning systems.
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1  Introduction

E-learning systems have provided an opportunity to track 
learners’ behaviour and states and thus offer opportuni-
ties to provide real-time personalized assistance. Users 
can learn more independently with access to a com-
puter or a mobile device. Compared to traditional class-
room learning, users using e-learning systems take more 

responsibilities and control of their learning progress. 
Highly motivated users are more likely to interact suc-
cessfully with e-learning systems and thus learn more 
effectively. Motivation modelling and assessment are fun-
damental for applying personalized learning strategies in 
e-learning environments to address learners’ motivational 
needs and improve learning experience. In the field of 
motivation assessment, the approaches can be categorised 
into two kinds of methods, namely subjective methods 
using learners’ self-reported data and objective methods 
using physiological sensor data. The former suffers from 
issues such as fatigue and interruption to learning, thus 
leading to self-reported bias due to interferences with their 
learning processes. The latter offers a more accurate and 
efficient solution as data collection from sensors can take 
place in real-time and without self-reported bias, which is 
also a crucial step in assisting learners in specific needs 

 *	 Ruijie Wang 
	 rwang3@bournemouth.ac.uk

1	 Department of Psychology, Bournemouth University, Poole, 
UK

2	 School of Computing, Ulster University, Jordanstown, UK
3	 School of Computer Science and Informatics, De Montfort 

University, Leicester, UK

http://orcid.org/0000-0001-8025-549X
http://crossmark.crossref.org/dialog/?doi=10.1007/s42486-022-00107-4&domain=pdf


	 R. Wang et al.

1 3

by providing them with personalized e-learning services 
and intervention techniques in e-learning environments. 
Nonetheless, such attempts are still scarce.

Given the scarcity of previous research that attempts to 
assess learners’ motivation based on sensor data in real-
time, this paper proposes a novel framework for multimodal 
assessment of learners’ motivation in e-learning environ-
ments. The proposed framework will provide significant 
benefits in terms of the possibility of real-time motivation 
assessment based on multimodal physiological datasets, and 
it will facilitate the progress towards motivationally intelli-
gent e-learning systems that entails dynamic, context-aware, 
and personalized services or interventions. Our generic 
framework for multimodal motivation assessment includes 
sensing technologies to capture a multimodal dataset, data 
processing for feature analyses, and a machine learning clas-
sifier based on data collected from multiple modalities in an 
e-learning environment. We then evaluate the framework in 
an empirical study using eye tracking and EEG as an instan-
tiation for multimodal motivation assessment.

Motivation in e-learning context is a multi-facet concept 
involving both affective and cognitive aspects. In this regard, 
both electroencephalogram (EEG) data and eye tracking data 
have been widely adopted as indicators of emotional states 
or cognitive processes related to learners’ motivation, e.g., 
(Derbali et al. 2012; Bixler et al. 2016; Conati 2002; Arroyo 
et al. 2009; Chanel et al. 2009; Conati et al. 2007). How-
ever, few research studies have utilized eye tracking or EEG 
for learners’ motivation assessment, leaving much room for 
improving the prediction results.

In addition to the scarcity of previous work on motivation 
assessment based on multimodal data, there seems to be a 
failure in generalizing the approach into a reusable frame-
work to guide future objective motivation assessment appli-
cable to e-learning environments. Therefore, in this paper, 
we focus explicitly on two information channels coming 
from eye movements and the brain’s electrical activities. It is 
expected that combining the sensor data from an eye tracker 
and an EEG headset will provide great insight in multimodal 
assessment of learners’ motivation.

In this paper, we develop a novel approach to feature anal-
yses, where both statistical analysis and domain knowledge 
are used to select the most salient features for assessment 
of different motivational factors. Specifically, the proposed 
motivation assessment framework consists of the following 
components: (i) a motivation model containing a range of 
motivational factors, developed from domain knowledge and 
empirical data, where the motivational factors represent dif-
ferent dimensions of motivation, among which the level of 
each factor to be predicted for motivation assessment; (ii) 
sensing technologies to capture multimodal dataset; (iii) data 
processing and feature analyses that extract and select fea-
tures from the raw sensing data for motivation assessment; 

and (iv) a machine learning classifier, namely logistic regres-
sion, that predicts the level of each motivational factor.

Though a large number of EEG and eye gaze features 
can be extracted from the raw sensor data, there is a distinct 
lack of empirical investigation of the prediction power of 
EEG and eye gaze features in motivation assessment. There-
fore, we conduct an experiment for a specific instantiation 
of the framework. In the experiment, we collect EEG and 
eye tracking data to predict the level of each motivational 
factor in the motivation model in Wang et al. (2020). We 
also describe the process of motivation assessment in the 
proposed framework, including capturing raw data, analyses 
for extracting and selecting features, and using the selected 
features to train a logistic regression classifier. Hence, the 
main research contributions recorded in this paper are sum-
marized as follows:

•	 We develop a generic framework that demonstrates how 
multimodal sensing and machine learning methods can 
be combined for motivation assessment in e-learning 
environments. The framework provides enabling tech-
nologies for a motivation-aware intelligent e-learning 
system that can provide personalized services or inter-
ventions to address learners’ different motivational needs 
in real-time. This reusable generic framework addresses 
the scarcity of motivation assessment using sensor data 
in e-learning environment and will provide great insights 
to guide future research and practices in this field.

•	 We introduce a novel approach to feature selection com-
bining data-driven (i.e., statistical tests) and knowledge-
driven methods (i.e., knowledge from the motivation 
model), to train the machine learning classifier for moti-
vation assessment, providing an efficient way of selecting 
predictors from a large number of extracted features from 
EEG and eye tracking data.

•	 Our empirical study provides evidence on the most and 
least accurately predicted motivational factors, which 
will inspire the direction of future research and practice 
in terms of which motivational factors are predictable 
based on EEG and eye tracking data.

•	 Our empirical study indicates the role of different EEG 
and eye tracking features in motivation assessment and 
identifies those features that are particularly informa-
tive, which will inform future research on the rationale 
behind it regarding how physiological signals are related 
to learners’ motivational states.

The remainder of the paper is organized as follows: 
Sect. 2 reviews related work, and Sect. 3 describes the moti-
vation model developed using qualitative and quantitative 
approaches. Section 4 describes the proposed framework 
for multimodal motivation assessment towards motivation-
ally intelligent e-learning systems. Section 5 presents the 
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experiment process and results based on EEG and eye track-
ing data. Finally, discussion and conclusion are provided in 
Sect. 6.

2 � Related work

2.1 � Motivation modelling in e‑learning context

From psychological perspective, motivation is a multi-
facet concept, considered by many to have multiple factors. 
Motivation modelling in the present e-learning context is 
the process of establishing a conceptual understanding of 
the factors that determines a user’s motivation to engage in 
an e-learning system. For example, Ryan and Deci (2000) 
has distinguished extrinsic motivation as “doing something 
because it leads to a separable outcome” from intrinsic moti-
vation as “doing an activity for the inherent satisfaction of 
the activity itself”. Intrinsic motivation often accompanies 
increased attention and intrinsic goals. Researchers have 
also looked into factors contributing to intrinsic motiva-
tion, which are perceived challenge, feedback, perceived 
choice, perceived interest, curiosity and perceived compe-
tence consisting of self-efficacy, anxiety or emotion (Shroff 
et al. 2009; Sun and Sun 2008). Deci and Ryan’s self-deter-
mination theory supposes that people’s motivation is self-
determined by the degree to which their innate psychological 
needs are satisfied, i.e., autonomy, competence and related-
ness (Deci et al. 2000).

In e-learning context, learners can learn more indepen-
dently with access to a computer or a mobile device. Unlike 
traditional classroom learning, learners in e-learning sys-
tems take much more responsibility and control of their own 
learning progress. Highly motivated users of e-learning sys-
tems are more likely to interact effectively with the systems 
and thus learn more effectively. Motivation in e-learning 
context is fundamental for effective engagement and learn-
ing, and it is a more acute issue for people with learning 
difficulties such as dyslexia due to reading, writing or other 
difficulties they usually experience in learning that can 
potentially lead to frustration and learned helplessness. 
Therefore, our present study employs people with dyslexia 
as target audience for constructing the motivation model 
and evaluating the framework of multimodal motivation 
assessment.

However, most e-learning systems still focus on improv-
ing users’ knowledge and skills, and the few attempts to 
provide motivational strategies lack a fundamental basis and 
guidance from an empirically tested motivation model in 
e-learning context. From the perspective of technology use, 
people’s motivation changes are reflected in the degree of 
their acceptance of the technology, where perceived ease 
of use and perceived usefulness are also important factors. 

Thus, users’ motivation can be contextualized as continued 
use intention in the context of interacting with e-learning 
systems. Technology Acceptance Model (TAM) is the 
most widely adopted model to explain users’ acceptance of 
technology by two drivers, perceived ease of use and per-
ceived usefulness (Davis and Davis 1989). However, this 
model has been criticized for its overemphasis on extrinsic 
motivation, so there have been many attempts to extend the 
model with intrinsic motivation or other factors, as stated by 
Chang et al. (2013) who has extended TAM with perceived 
convenience and playfulness that influence continued use 
intention for a mobile learning system. Tawafak et al. (2018) 
have integrated academic performance, student satisfaction, 
support assessment and effectiveness with TAM to explain 
the continuance of intention to use the universities’ learning 
management systems. Herrador-Alcaide et al. (2019) have 
conducted research that targeted at students of financial 
accounting and revealed that students’ perceptions of both 
the e-learning environment and their own skills have effects 
on their overall feelings of satisfaction. Hanif et al. (2018) 
have also extended TAM where subjective norm, percep-
tion of external control, system accessibility, enjoyment, and 
result demonstrability have a positive influence on under-
graduate students’ use of e-learning systems.

In summary, motivation modelling provides a way to 
define the users’ motivational needs as well as the relevant 
factors related to system factors perceived by users that may 
influence their motivation. In e-learning context, only when 
an e-learning system has information of users’ individual 
motivational needs, the motivational strategies applied can 
then support different users’ needs in a more personalized 
and thus more effective manner. Motivation has been mod-
elled from both the psychological perspective and technol-
ogy acceptance perspectives. However, research grounded 
in motivation theories for learners’ continued intention to 
engage in e-learning environments has been scarce to date. 
In this paper we investigate the assessment of multiple moti-
vational factors that are grounded in our motivation model 
developed based on motivational theories and empirical 
research (Wang et al. 2020) to provide a comprehensive view 
of the applicability of the proposed method for motivation 
assessment.

2.2 � Multimodal motivation assessment 
towards motivationally intelligent e‑learning 
systems

E-learning systems can support real-time monitoring of 
users’ behavioural and physiological responses that indi-
cate learning desires, effects and various mental processes 
or states, thus offering opportunities for enhanced learn-
ing through dynamic provision of personalized learning 
assistance. In mobile or web-based e-learning systems, it 
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is possible for users’ motivational states to be detected in 
real-time and thus the personalized motivational strategies 
to be applied during the interaction process between users 
and systems.

Motivation consists of various factors from intrinsic 
motivation and extrinsic motivation. These factors repre-
sent learners’ various motivational needs; thus, each factor 
should be assessed in order to design and implement person-
alized feedback to address the corresponding need. Once the 
motivational needs of a user are detected in an e-learning 
system, personalized reactions using motivational strategies 
can be output to the user to address the corresponding moti-
vational needs dynamically to sustain or improve motivation 
and experience.

Important indicators of motivational factors include 
time spent on a completing a learning task, quiz scores, and 
various sensor data. The identification of the physiological 
or behavioural indicators of motivation is still at its initial 
stage, though researchers have stated that through motiva-
tion-diagnostic input data, appropriate tactical and strategic 
pedagogic moves are applicable toward motivationally intel-
ligent systems (du Boulay et al. 2010). Increasingly more 
attention has been paid to the use of physiological sensor 
data in detection of mental states. Some researchers have 
used physiological sensors to assess learners’ motivation and 
linked sensor data to some factors relevant to motivation 
such as attention and confidence (e.g., (Derbali and Frasson 
2010; Rebolledo-mendez et al. 2010)), but most of them 
focused on the assessment of affective states or the specific 
aspect relevant to motivation such as attention. For instance, 
Conati (2002) has used biometric sensors (heart rate, skin 
conductance, electromyogram) and facial expression analy-
sis to develop a probabilistic model of detecting students’ 
affective states towards emotionally intelligent educational 
games. Arroyo and colleagues (2009) have used four differ-
ent sensors (camera, mouse, chair, and wrist) in a multime-
dia adaptive tutoring system to recognize students’ affective 
states and embed emotional support. Among various sensing 
technologies, EEG and eye tracking have been widely used 
and shown much potential to inform mental states.

EEG is an electrophysiological technique to record the 
electrical activity generated by the human brain via elec-
trodes placed on the scalp, and it can reflect a variety of men-
tal processes such as cognitive workload or active concentra-
tion. Derbali and Frasson (2012) have found theta wave in 
the frontal brain region and high-beta wave in the left central 
region played a significant role in predicting motivation of 
players using EEG in a serious game. In Jenke et al. (2013), 
statistical t-test and a univariate feature selection method 
using Cohen’s effect size f2from analysis of variance were 
implemented for electrode and feature selection. Electrodes 
and features found by these approaches resulted in a small 
variance in classification accuracies across subjects. Knott 

et al. (2001) used three-way multivariate analysis of variance 
(MANOVA) and t-test for absolute power, relative power 
and hemispheric asymmetry measures. He found that abso-
lute and relative power in the beta frequency band, but not 
in the delta, theta or alpha frequency bands, differentiated 
the depressed group and control/normal group. Chanel et al. 
(2009) asked participants to recall an episode in their life 
that corresponded to positive emotions and one that cor-
responded to negative emotions. A classification accuracy 
of 63% was reported using the short-time Fourier transform 
for feature extraction and a linear Support Vector Machine 
(SVM) for classification.

As a way of collecting data about human eye movements, 
eye tracking has been widely used for gaze analysis for 
assessment purpose or as gaze input for interaction purpose. 
Eye tracking can also provide insights into real-time motiva-
tion assessment from prior research about using eye track-
ing to detect or assess various mental processes or behav-
iour. For example, Conati and Merten (2007) have used eye 
tracking data to assess user meta-cognitive behaviour dur-
ing interaction with an environment for exploration-based 
learning. Bixler and D’ Mello (2016) investigated the use of 
eye gaze and contextual cues to automatically detect mind 
wandering during reading with a computer interface. They 
have applied a correlation-based feature selection process to 
remove features that convey the same information. Twenty 
different supervised machine learning techniques including 
logistic regression and SVM were applied in their study, and 
Global gaze features (gaze patterns independent of content, 
such as fixation durations) were found more effective for 
mind wandering detection than content-specific local gaze 
features. In addition, eye tracking techniques have been used 
to detect driver fatigue (Horng et al. 2004). Moreover, cogni-
tive load of a learner could be determined using eye tracking 
and pupil measuring (Beatty 1982). Moreover, some studies 
have been conducted on investigating eye responses on emo-
tional stimuli (Partala and Surakka 2003; Wang et al. 2019). 
In a previous study (Wang et al. 2019), we have attempted to 
evaluate the motivational strategies and developed logistic 
regression models based on eye tracking data to assess learn-
ers’ motivation in an e-learning environment and identified 
the most significant predictors such as fixation number and 
pupil diameter.

There are research using EEG or eye tracking data for 
assessment of mental states such as emotion, cognitive load 
which are all related to motivation (Crocker et al. 2013). 
However, to the best of our knowledge, no studies have 
employed a multimodal dataset combining EEG and eye 
tracking to infer the levels of motivational factors for users 
of e-learning systems, and the predictive power of combin-
ing EEG and eye tracking data for motivation assessment 
is yet to be investigated using empirical studies. This study 
fills this gap in the field of combining eye tacking and EEG 
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data for multimodal motivation assessment in e-learning 
environments, which lays the foundation for motivationally 
intelligent e-learning systems that can provide personalized 
services or assistance to improve motivation and learning 
for users in need.

3 � Qualitative and quantitative motivation 
modelling

Using both qualitative and quantitative approaches, we have 
developed the motivation model for people with dyslexia in 
our previous study (Wang et al. 2020) which will be briefly 
described here for clarity. In the qualitative modelling phase, 
the model was firstly constructed based on domain knowl-
edge including both intrinsic and extrinsic factors of moti-
vation with adjustment to e-learning context. We then con-
ducted an empirical, qualitative study with dyslexic students. 
The study provided participants with a real-world learning 
scenario on a mobile learning application followed by indi-
vidual interviews to elicit the key motivational factors. The 
qualitative motivation model was developed by combining 
thematic analysis with previous research in literature.

In the quantitative modelling phase, we constructed a 
questionnaire to assess self-reported motivation based on 
the motivation model. It used multi-item 5-point Likert-style 

questions (where 1 is strongly disagree and 5 is strongly 
agree) to rate the statements pertaining to the factors in the 
motivation model. The questionnaire data resulted in quanti-
fication of the interrelationships through Structural Equation 
Modelling (SEM). The motivation model developed using 
both the qualitative and quantitative approaches is shown 
in Fig. 1, where the quantified relationships between the 
factors resulted from covariance-based SEM, showing how 
different factors function together with direct and/or indirect 
effects on continued intention to use e-learning systems. The 
factors in the motivation model include 4 extrinsic motiva-
tional factors (i.e., Visual Attractiveness, Perceived Control, 
Perceived Ease of Use, Perceived Usefulness), 4 intrinsic 
motivational factors (i.e., Feedback, Self-Efficacy, Perceived 
Privacy, Attitudes Toward School), 4 motivational factors 
acting as mediators (i.e., Confirmed Fit, Reading Experi-
ence, Utilization, Learning Experience), and the motiva-
tional consequence (i.e., Continued Use Intention). They are 
all referred to as motivational factors in the present paper. 
Details about development of the motivation model using 
SEM have been demonstrated in the previously published 
paper (Wang et al. 2020).

Although the motivation model results from both domain 
knowledge and empirical data from qualitative and quanti-
tative studies, it is referred to as knowledge-based motiva-
tion model in the present paper in that the factors in the 

Fig. 1   The knowledge-based motivation model showing standardized regression weights (all paths are significant, *p-value < 0.05; 
*p-value < 0.01) (Wang et al. 2020)



	 R. Wang et al.

1 3

motivation model purely come from multidisciplinary 
domain knowledge, compared to features selected from the 
multimodal sensor data. The knowledge-based motivation 
model contains factors from intrinsic motivation (Self-effi-
cacy, Attitudes Toward School, Perceived Privacy and Feed-
back), extrinsic motivation (Visual Attractiveness, Perceived 
Control, Perceived Ease of Use and Perceived Usefulness) 
and mediators (Confirmed Fit, Utilization, Learning Experi-
ence and Reading Experience).

To address different individuals’ motivational needs in 
e-learning environments, the motivation assessment in our 
research includes computation of different dimensions of 
motivation, represented by the factors in the knowledge-
based motivation model. The high-level structure of the 
motivation model that integrates multimodal sensor data 
is presented in Fig. 2 to provide a holistic picture, which 
implies that multimodal sensing such as eye tracking and 
EEG can be employed for automatic assessment of the moti-
vational factors.

4 � The framework for multimodal motivation 
assessment

Figure 3 depicts the proposed framework for motivation 
assessment based on multimodal sensor data. The main 
idea is that various physiological signals captured by sensing 
technologies can be used as indicators of learners’ motiva-
tional states. The execution process using the framework is 
elaborated as follows.

The framework consists of four components, namely mul-
timodal sensing, feature extraction and selection, machine 
learning classifier, and motivational factors. Central to the 

process are feature extraction and selection and machine 
learning classifier which takes multimodal datasets as inputs 
and produce predicted results as outputs pertaining to the 
levels of motivational factors. Multimodal data can be col-
lected from a variety of sensing technologies. In the present 
paper, we use EEG and eye tracking as a specific instantia-
tion to describe the process in the proposed framework.

4.1 � Multimodal sensing, feature extraction 
and selection

First, raw sensor data are collected from learners using a 
Tobii eye tracker and an Emotiv 14-channel EEG device 
while they are learning in an e-learning environment. Sec-
ond, a series of features are extracted from the raw data for 
motivation assessment. The extracted EEG features are 5 
power bands * (1 mean + 2 extreme value + 4 brain lobe 

Fig. 2   The high-level structure of the motivation model with incorporation of multimodal sensor data

Fig. 3   The motivation assessment framework based on multimodal 
sensing in e-learning environments
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mean + 2 hemisphere asymmetry). In detail, they are cat-
egorized into four:

•	 The mean power (dB) of theta, alpha, low beta, high beta 
and gamma bands among all channels.

•	 The extreme values (both maximum and minimum) of 
each of the five bands.

•	 The mean power of each of the five bands for each of the 
four regions, i.e., occipital, parietal, frontal and temporal 
lobe.

•	 The hemisphere asymmetry of each of the five bands, 
including both the intra-hemispheric power asymmetry 
and inter-hemispheric power asymmetry. According to 
the “neurometrics” formulas from John et al. (1988) and 
Prichep and John (1992), inter-hemispheric power asym-
metry for each band is computed with the formula [(R-L)/
(R + L)], where R and L refers to the right hemisphere 
and left one, respectively, and the intra-hemispheric 
asymmetry is computed with the formula [(A-P)/(A + P)], 
where A and P refers to the anterior (i.e., frontal) region 
and posterior (i.e., back) one, respectively.

Amongst the eye gaze features extracted, 9 of them from 
fixation domain, 3 of them from saccade domain and 5 oth-
ers are all specified below. Some gaze features are extracted 
from data collected for specific areas of screens called Areas 
of Interest (AOIs). That allows the screen areas related to 
learning contents to be separated from the blank areas. Z 
score standardization is performed for pupil diameter, and 
the unit of all the time measures is unified as seconds, and all 
length measures are computed as pixels. Specifically, they 
are categorized into three:

•	 9 features from fixation domain: fixation number in AOI, 
fixation duration in AOI, fixation number in all screen 
areas (during a lesson overall and last 10 s of the lesson), 
fixation connection length, fixation spatial density, path 
velocity, regressions (i.e., regressive eye movements, 
during a lesson overall and last 10 s of the lesson).

•	 3 features from saccade domain: average saccade veloc-
ity, saccade duration, average saccade length.

•	 5 others: fixation saccade ratio, pupil diameter (mean 
and maximum), samples out of monitor, data loss (due 
to blinks and out of monitor).

Following the feature extraction, feature selection is 
performed based on: (i) statistical analysis on sensor data 
and the motivational factors; and (ii) the relationships 
between factors in the knowledge-based motivation model. 
First, statistical analysis is conducted to generate salient 
EEG features in a data-driven manner from Spearman cor-
relation test and ANOVA test (alternatively Kruskal Wallis 
Test for variables with a non-normal data distribution). 

Significant EEG features and eye gaze features which can 
differentiate the high level from low level of the motiva-
tional factors are computed from all the extracted features 
with Spearman correlation and ANOVA tests (or Kruskal 
Wallis Test for variables with non-normal distribution). 
Second, a knowledge-driven approach to feature selection 
is employed according to the motivation model described 
in Sect. 3 to minimize the possibility of missing the fea-
tures that may improve the classification accuracies. Spe-
cifically, the relations between the motivational factors in 
the motivation model are also considered, and the features 
selected for the direct independent factors of a motiva-
tional factor are also be adopted for the assessment of the 
levels of the motivational factor. For example, as shown 
in Fig. 1, Perceived Ease of Use (Factor A) is the direct 
independent factor of Perceived Usefulness (Factor B), 
so the features selected for Factor A will also be selected 
as inputs for assessing the level of Factor B. Particularly, 
the significance (i.e., p-value) of the effect of Factor A on 
Factor B is required to be less than 0.001; if the p-value is 
between 0.001 and 0.05, only the features for assessment 
of Factor A with the significance (i.e., of the features’ cor-
relation with Factor A or difference between the two levels 
of Factor A) of less than 0.001 are chosen for assessment 
of Factor B.

4.2 � Machine learning classifier and prediction 
for motivational factors

Based on a series of data analyses described in Sect. 4.1, 
an integrated set of features are selected to develop a 
machine learning classifier for classification of the level 
of each motivational factor. We use logistic regression in 
the present study as an exemplar to describe the process of 
generating a classification model for inferring the high/low 
level of each motivational factor based on the multimodal 
dataset, as it has been proved effective at assessing learn-
ers’ motivation based on eye tracking data in our previous 
study (Wang et al. 2019).

Logistic regression performs the classification by com-
puting a probability of a motivational factor M1 being at 
high level P ∈ [0, 1], using:

Coefficients βi measures the effect of a predictor Xi 
being significant on the probability of high level of the 
motivational factor. Thus, for positive βi the greater the 
value of predictor Xi, the greater the increase in the prob-
ability of motivational factor being high level and vice 
versa. β0 is the constant which is the log of the odds when 

(1)P(M1) =
1

1 + e
−z
,whereZ =

∑n

i=0
�iXiandX0 = 1.
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all Xi equal 0. Then π is deduced from P via a threshold γ 
∈ [0, 1] for the assumed uncertainty of the solution:

where π refers to the level of a motivational factor, and 
π (M1) being 1 or 0 represents that M1 is classified into the 
high or low level, respectively.

Finally, the predictive results for motivation assessment 
can be used further for providing personalized services in 
the e-learning environment to support learners’ motivational 
needs.

5 � Experiment and evaluation

In the present study, we conducted an experiment to illus-
trate and evaluate the proposed framework for multimodal 
motivation assessment. The experiment aims at investigating 
possibility of using the features extracted from EEG and eye 
tracking data to infer the levels of the motivational factors 
in an e-learning environment. The participants and proce-
dure of the experiment are firstly described in this section, 
and then the proposed framework for motivation assessment 
is evaluated based on the multimodal sensor data collected 
from the eye tracker and EEG device. The experiment was 
approved by the Faculty Research Ethics Filter Committee 
at De Montfort University.

5.1 � Experiment method

5.1.1 � Participants and learning materials

Twenty-five participants (16 females and 9 males) were 
recruited for the experiment. All of them came from Leices-
tershire, most of which were university students with one 
from a middle school; the mean age of them was 25.5 
(SD = 8.4). Thirteen of them have been diagnosed as dys-
lexic, and the others have self-reported learning difficulties 
without formal diagnosis. We recruited participants with 
learning difficulties as our knowledge-based motivation 
model was developed for people with dyslexia, who usu-
ally suffer from lack of motivation in learning, and using 
this target group in experiments to evaluate our approach 
to motivation assessment can also help avoid ceiling effect.

The learning materials consist of three lessons with each 
taking about 5–10 min to complete. Each lesson contains 
both text and picture as well as quizzes at the end. Lessons 
were designed to teach transferable skills about learning and 
reading such as reading strategies (Lesson 1 and Lesson 2) 
and time management skills to avoid procrastination (Lesson 
3). As our participants were people with learning difficulties 

(2)π
(

M1

)

=

{

1,P
(

M1

)

> 𝛾

0, otherwise

including dyslexia, meaning most of which having reading 
difficulties, we supposed that Lesson 1 and Lesson 2 were 
more related to their specific learning needs and thus more 
likely to attract their attention at the very beginning. Our 
participants might have a relatively low level of motivation 
due to suffering from learning difficulties compared to those 
without, so we presented Lesson 1 and Lesson 2 prior to 
Lesson 3 which is about general learning skills about time 
management and organization, in order to avoid floor effect. 
The sequence of Lesson 1 and Lesson 2 allows smooth tran-
sition between basic reading strategies to facilitate under-
standing and effective reading (Lesson 1) and quick reading 
tips to facilitate efficient reading (Lesson 2). All participants 
did not learn about the same knowledge before the experi-
ment. Teaching knowledge about transferable skills was to 
minimize the effect of difficulty levels of the learning mate-
rials compared to the like of scientific lessons.

5.1.2 � Simplified motivation questionnaire

We employed a simplified motivation questionnaire to col-
lect self-reported data on the motivational factors, which 
provided labels to develop the logistic regression classifier to 
predict the levels of motivational factors based on the sensor 
data from eye tracking and EEG. Each participant was asked 
to fill in a simplified multi-item motivation questionnaire 
after each lesson (see Fig. 4  for a screenshot). The question-
naire was constructed based on the conceptual motivation 
model built from a qualitative approach in the initial stage 
(Wang et al. 2017). The original questionnaire (Wang et al. 
2020) consists of 61 statements in total with about 3 to 5 
statements for each motivational factor, while the simpli-
fied version has totally 33 statements. The questionnaire 

Fig. 4   The multi-item motivation questionnaire in Google Form
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was simplified in order to reduce the time learners spent on 
the questionnaire between the lessons and thus the effect of 
interruption during their learning process.

To examine whether the simplified motivation question-
naire is reliable for measuring each motivational factor or 
not, a Cronbach’s Alpha was employed on the questionnaire 
data. The Cronbach’s Alpha for Continued Use Intention, 
Perceived Usefulness, Perceived Ease of Use, Confirmed 
Fit, Feedback, Visual Attractiveness, Learning Experience, 
and Reading Experience was 0.91, 0.78, 0.81, 0.91, 0.70, 
0.70, 0.76, and 0.77, respectively. However, Perceived Con-
trol, Utilization and Perceived Privacy were removed, as the 
reliability of the corresponding statements did not pass the 
threshold. The short questionnaire used to measure intrin-
sic motivation at the beginning of the experiment was also 
examined with Cronbach’s Alpha, and the reliability of Self-
efficacy and Attitudes Toward School was 0.74 and 0.60, 
respectively. The results showed that the simplified moti-
vation questionnaire used in the present study was overall 
reliable, with the removal of three factors.

5.1.3 � Experiment procedure

The experiment was conducted individually for each par-
ticipant in the same laboratory environment and setting (see 
Sect. 5.2.1 for setting). Before the experiment, the partici-
pants were provided with an information sheet and a consent 
form to be signed, which clearly explained the study objec-
tives, data collection process and privacy protection, the 
rights of participants, etc. After the experiment, a voucher 
worth 10 British pounds from Amazon/Tesco/John Lewis 
was given to each participant as compensation.

The experiment procedure is summarized in a flow dia-
gram in Fig. 5. At the beginning of the experiment, partici-
pants were asked to complete a short questionnaire pertain-
ing to intrinsic motivation including attitudes toward school 
and self-efficacy. The two intrinsic motivational factors 
were measured in the pretest instead of during the learning 
process, because they were formed by learners’ long-term 
learning and life experience, not likely to change due to dif-
ferent circumstances in a short time period. After that, the 
eye tracker and EEG headset were calibrated, and then each 
participant was asked to complete three learning tasks (i.e., 
three lessons) with a quiz and the motivation questionnaire 
after each lesson.

5.2 � Data collection and analysis

5.2.1 � Setting for multimodal sensing

The Open Gaze And Mouse Analyzer (OGAMA) 5.0, an 
open-source software, was used for eye tracking data record-
ing and analysis (see Fig. 6a for an example screenshot of 

the OGAMA learning environment). The three learning 
lessons were adapted to the OGAMA environment. Tobii 
X120 tracker with a sampling rate of 60 Hz was employed 
to collect eye movements. The eye tracker is a standalone 
device that did not restrain participants from head move-
ments. A wearable EEG headset, provided by Emotiv Inc. 
called Emotiv EPOC + with the bandwidth of 0.16-43 Hz, 
was employed to collect brainwave data. The EEG device 
has 14 electrodes with metal contacts and felt sensors which 
need saline solution for adequate contact quality. The elec-
trodes are in line with the international 10–20 system, with 
placements of the electrodes (i.e., AF3, F7, F3, FC5, T7, P7, 
O1, O2, P8, T8, FC6, F4, F8, and AF4) shown in Fig. 6b, 
where the corresponding brain regions are also annotated 
(Hou et al. 2015). It is wireless, mobile and able to transmit 
data via Bluetooth, thus with little discomfort compared to 
traditional EEG with wires and gel solution.

 Meanwhile, EmotivPro 1.8 was used in conjunction with 
Emotiv EPOC + to observe and record EEG data. The head-
set was configured at 128 Hz as the EEG sample rate. The 
software also enables observation of a real-time Fast Fourier 
Transform (FFT) plot of raw data and recording of the power 
in each of the five frequency bands, i.e., theta (θ: 4–8 Hz), 
alpha (α: 8–12 Hz), low beta (low β: 12–16 Hz), high beta 
(high β: 16–25 Hz) and gamma (ϒ: 25–45 Hz) (see Fig. 7 for 
an example screenshot of a raw EEG interface). The experi-
ment setup for multimodal sensing from eye tracking and 
EEG devices is displayed in Fig. 8.

5.2.2 � Feature extraction and selection

The data was collected from the participants including a 
total of seventy-five trials (i.e., lessons) from the experi-
ment. We split the data in a pseudo-randomized manner by 

 

Lesson3: Time Management
Quiz + Mo�va�on Ques�onnaire

Lesson2: Quick Reading Tips
Quiz + Mo�va�on Ques�onnaire

Lesson1: Ac�ve Reading Strategies
Quiz + Mo�va�on Ques�onnaire

Calibra�on of EEG device and Eye Tracker

Pretest of Mo�va�on (factors irrelevant to the lessons)

Fig. 5   The flow diagram of the experiment procedure
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using the dataset from the first thirty-nine trials (i.e., the 
first thirteen participants in the study) to train the model and 

testing it on the entire dataset. After removing the outliers 
of EEG data and eye tracking data according to the descrip-
tive statistics, we extracted the features from the multimodal 
sensor data, following the process described in Sect. 4.1. In 
addition, time duration and quiz score of a lesson for each 
participant were recorded as two features.

Afterwards the features were selected generating classifi-
cation models, following the process described in Sect. 4.1. 
Specifically, the extracted features from EEG and eye track-
ing data were analyzed using statistical tests for their rela-
tions with the motivational factors. The results from Spear-
man correlation and ANOVA tests (or Kruskal Wallis Test 
for variables with non-normal distribution), are reported in 
the Appendices. The significant features involve all catego-
ries of data sources where the features were extracted: EEG, 
Eye (i.e., eye tracking), and OtherBehaviour (i.e., lesson 
duration and quiz performance), indicating that the features 
extracted from the employed sensor data and other behaviour 
data during learners’ interaction process with the e-learning 
environment are promising at facilitating the assessment of 

Fig. 6   On the left a: the screenshot of an e-learning interface with the attention map in OGAMA; on the right bthe international 10–20 system 
with electrode positions corresponding to brain lobes (Hou et al. 2015)

Fig. 7   The raw EEG interface in EmotivPro

Fig. 8   System setup for multimodal sensing



Multimodal motivation modelling and computing towards motivationally intelligent E‑learning…

1 3

the motivational factors. These significant features to be 
used as inputs of a classification algorithm were all selected 
in a data-driven manner from the statistical tests.

We then applied the knowledge-drive process of fea-
ture selection described in Sect. 4.1, and the results of the 
selected features are reported in Table 1. Using the three 
steps of statistical analyses and knowledge-driven method, 
we selected 4–26 features for each motivational factor; in 
other words, we removed 38–60 features from the total 64 
features for each motivational factor, which is much more 
efficient comparing to the baseline method of removing 
these features one by one.

5.2.3 � Prediction results for motivational factors

From the abovementioned correlation analyses from both 
data-driven and knowledge-driven approaches, we got a 
number of features selected as the input data. Afterwards, 
we performed the motivation assessment, i.e., inferring the 
high/low level classification for each of the motivational 
factors using logistic regression as the machine learning 
classifier, following the process described in Sect. 4.2. The 
0.5 cut-off point was set as default decision threshold to 
infer the level (i.e., π in (2)) of each motivational factor. To 
find an optimal cut-off point for each motivational factor, a 
ROC curve was drawn, using “Sensitivity” as Y-axis and 
“1-Specificity” as X-axis derived from all possible cut-off 
values. Sensitivity is the rate of true positive predictions and 
specificity is the rate of true negativity predictions, so we 
aimed to find the point which was the closest to the point (0, 
1) to maximize both sensitivity and specificity. This process 
is demonstrated below for the motivational factor “Visual 
Attractiveness” as an example.

 Combined with the chart showing the results in Table 2, 
the cut-off point, 0.348, with the point (0.89, 0.17) in ROC 
curve in Fig. 9 should be adopted as the best one for Self-
Efficacy classification. In the same way, the cut-off points for 
all the motivational factors were identified. Our model for 
inferring the level of each motivational factor used Backward 
method, to remain only the subset of variables (features of 
EEG or eye gaze) from the selected features that were more 
related to the response variable (the motivational factor) to 
make the model least prone to error according to the statistic 
of likelihood ratio (LR). The model achieved statistically 
significant prediction power, reported in Table 3, indicating 
that adding the features from sensor data including EEG 
and eye tracking have significantly improved the prediction 

Table 1   The features from direct independent factors

*For these independent factors, only features with p < 0.001 selected 
from the statistical tests are adopted for their dependent factors, 
because the p-values for their causal relations are between 0.001 and 
0.05; for all the other factors in the right column have direct causal 
effects on the corresponding factors in the left with p-value of less 
than 0.001

Dependent factors Independent factors with direct effects

Perceived usefulness Perceived ease of use
Confirmed fit Visual attractiveness*, perceived 

usefulness, perceived ease of use
Learning experience Attitudes toward school
Reading experience Confirmed fit, learning experience
Visual attractiveness Feedback, self-efficacy*
Perceived ease of use Self-efficacy
Continued use intention Attitudes toward school*, reading 

experience, visual attractiveness

Fig. 9   ROC curve for visual attractiveness

Table 2   Part of coordinates of the ROC curve for visual attractiveness

Positive if greater than or 
equal to*

Sensitivity 1 - Specificity

0.2879672 0.929 0.244
0.3160239 0.893 0.244
0.3340052 0.893 0.220
0.3408276 0.893 0.195
0.3475657 0.893 0.171
0.3573349 0.857 0.171
0.3669414 0.821 0.171
0.4225623 0.821 0.146
0.4800537 0.821 0.122
0.4915688 0.786 0.122
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ability to distinguish between high level and low level for 
all the studied motivational factors. Nagelkerke’s R square 
ranged from 30.5 to 77.5%, indicating a moderately high 
relation between the predictors and the motivational factors.

The classification accuracies obtained with both the 
default and optimal cut-off value are shown in Table 4 for all 
the motivational factors studied, the features having signifi-
cant contributions with significance level of 0.05 to the pre-
diction models are also shown in the table. The accuracy of 
prediction based on EEG and eye tracking data has achieved 

68.1-92.8% for the motivational factors with the optimal cut-
off values. The explanation ability of predictors as well as 
the prediction accuracy is the weakest for Perceived Ease of 
Use, indicating that it is worth introducing more predictors 
other than the EEG and eye gaze features used in the present 
study for predicting the factor.

6 � Discussion and conclusion

Our present study has provided promising results for com-
bining EEG and eye gaze features for motivation assess-
ment, showing advantages compared to previous research 
involving solely EEG or gaze features. Compared with our 
previous study that only adopted eye gaze features for the 
classification task (Wang et al. 2019), introducing EEG fea-
tures and using our proposed method step by step has been 
proved effective in the present study at developing regres-
sion models with better quality in terms of the significance 
of the prediction power and the accuracy of classification. 
Particularly for the factor Self-efficacy and Continued Use 
Intention, using only eye gaze features resulted in a model 
with insignificant and near-to-the-threshold significant pre-
diction ability, respectively. In contrast, the present method 
has significantly improved the prediction ability for both fac-
tors. Furthermore, using a similar sample size (thirty-three 
participants), a previous study (Derbali et al. 2012) explored 

Table 3   Omnibus tests of model coefficients using logistic regression

Motivational factors Chi-square df Sig. Nagel-
kerke’s R 
Square

Perceived Usefulness 18.072 4 0.001 0.314
Confirmed Fit 21.521 4 0.000 0.359
Feedback 35.448 6 0.000 0.550
Attitudes Toward School 27.170 4 0.000 0.441
Learning Experience 34.087 4 0.000 0.520
Reading Experience 45.880 9 0.000 0.648
Continued Use Intention 28.242 5 0.000 0.452
Visual Attractiveness 45.386 9 0.000 0.651
Perceived Ease of Use 17.872 3 0.000 0.305
Self-efficacy 58.529 5 0.000 0.775

Table 4   Classification accuracies for the motivational factors with cut-off points and significant features

Motivational factors Cut-off points Classification 
Accuracy (%)

Significant Features (with significance level of 0.05)

Perceived Usefulness 0.5 72.5 QuizPerformance; Gamma-occipital; HighBeta-temporal; HighBeta-IntraAsymmetry
0.600 76.8

Confirmed Fit 0.5 68.1 FixationNumber-overall; Gamma-mean; Gamma-occipital
0.640 73.9

Feedback 0.5 72.5 Gamma-max; Gamma-temporal
0.371 79.7

Attitudes Toward School 0.5 76.8 FixationNumber-overall; Alpha-InterAsymmetry
0.496 76.8

Learning Experience 0.5 81.2 PupilDiameter-average; FixationSpatialDensity; HighBeta-frontal; Gamma-occipital
0.530 81.2

Reading Experience 0.5 88.4 LessonDuration; QuizPerformance; PupilDiameter-max; SaccadeLength-average; 
HighBeta-max; HighBeta-min; HighBeta-occipital0.536 88.4

Continued Use Intention 0.5 75.4 FixationNumber-10s; Theta-mean; Alpha-min; Alpha-max; HighBeta-frontal
0.438 82.6

Visual Attractiveness 0.5 84.1 FixationSaccadeRatio; FixationNumber-overall; Theta-max; HighBeta-frontal; 
HighBeta-temporal; Gamma-temporal; LowBeta-occipital0.348 85.5

Perceived Ease of Use 0.5 62.3 FixationSpatialDensity; Gamma-temporal; Alpha-IntraAsymmetry
0.416 68.1

Self-efficacy 0.5 92.8 Gamma-frontal; Gamma-occipital; Alpha-frontal; HighBeta-frontal
0.481 92.8
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using physiological data including EEG, heart rate, and skin 
conductance to develop logistic regression models for pre-
dicting learners’ motivation, which achieved prediction suc-
cess between 65.5% and 79.3% and found significant feature 
only from EEG data among the three types of physiologi-
cal data. In contrast, in the present study, we have achieved 
prediction success between 68.1% and 92.8% with a large 
number of significant features from both eye tracking and 
EEG shown in Table 4, indicating the promising advantage 
of combing eye tracking and EEG for motivation assessment.

The prediction accuracy is highest (over 85%) for Self-
Efficacy, Reading Experience and Visual Attractiveness, 
and it can be seen that generally more significant predictors 
lead to bigger prediction success. Interestingly, the mod-
els for predicting Self-Efficacy and Feedback have a rela-
tively small number of significant predictors but a relatively 
high prediction accuracy, and also the significant predic-
tors resulting from the present method are all EEG features, 
indicating the key role that EEG data plays in assessing the 
two motivational factors.

Specifically, the differences from Gamma waves and 
that from the temporal lobe are significant between the two 
levels of Feedback. As feedback appears in the quiz stage 
with relevant knowledge information and positive words, 
this can be explained by the association of Gamma waves 
with learning, memory and information processing and the 
fact that the temporal lobe is involved in sensory processing 
for visual memories, language comprehension and emotion 
association. As for Self-Efficacy, brainwaves in frontal lobes 
play an important role in the classification task, and this may 
be explained by the rich dopamine-sensitive neurons in the 
frontal brain region related to reward, planning, motivation 
and short-term memory (Health and Risk 2001). For all the 
dimensions of motivation studied, it is worth noting that no 
EEG features from parietal lobe have significant prediction 
ability, probably because the learning materials used in our 
study are only involved with the visual information, while 
the parietal brain lobe is mainly responsible of integration 
of sensory information from different modalities, including 
spatial sense and navigation (Goldberg and Goldberg 2001).

Furthermore, it can be found from the significant predic-
tors that Gamma and HighBeta waves are involved in the 
assessment of most motivational factors studied, and eye 
gaze features including fixation and saccade domain are 
useful predictors as well, amongst which fixation number 
and pupil diameter are the most salient factors at motivation 
assessment in respect of eye gaze features. It is consistent 
with prior research about pupil diameter and fixation num-
ber, where it has been found that pupil diameter is useful 
to indicate emotional arousal (Alghowinem et al. 2014)as 
well as mental effort of viewers when they are doing tasks 
requiring cognitive effort (Goldberg et al. 1999; Poole et al. 
2005), and fixation number is useful indicators of mental 

process such as task efficiency (e.g., (Walber et al. 2014)) 
and interest (e.g., (Kodappully et al. 2016)). However, it is 
also worth noting that amongst all the motivational factors 
studied, the features having significant power at motivation 
assessment contain either both eye gaze and EEG features 
or solely EEG features for two of them as mentioned (Self-
Efficacy and Feedback), corroborating the importance and 
necessity of introducing EEG data in the task of motivation 
assessment instead of using sole gaze features as inputs.

In the present paper, we developed a framework that 
employs multimodal sensing technologies for motivation 
assessment to enable further personalizing services or inter-
ventions towards motivationally intelligent e-learning sys-
tems. We designed an experiment to evaluate the assessment 
process under the framework, where features from EEG and 
eye tracking and other behaviour data from learner’s interac-
tion process with an e-learning system were extracted and 
selected to infer the level of each motivational factor. We 
developed a novel method of feature analyses to select the 
salient features to be input for the classification algorithm 
by investigating the correlation between each motivational 
factor and the features including both eye gaze and EEG 
features, and by identifying the features with significant dif-
ferences between the two levels of each motivational factor, 
as well as by referring to our knowledge-based motivation 
model. Classification task was performed using logistic 
regression classifier that identified the significance of the 
model and that of each variable at predicting the response 
variable. Backward method was applied iteratively by 
removing the variables with less prediction abilities among 
the non-significant ones resulting in the most statistically 
significant prediction models. Finally, the cut-off threshold 
was decided via ROC curve for each motivational factor 
to achieve the best prediction success, i.e., classification 
accuracy.

The experiment results have shown that the combining 
EEG features relevant to band power, brain lobes and hemi-
sphere asymmetry and eye gaze features relevant to fixa-
tion, saccade and pupil is effective for assessing learners’ 
motivation including different motivational factors. More 
importantly, our empirical data with logistic regression clas-
sifier has resulted in significant prediction models for all 
the motivational factors studied, achieving the assessment 
accuracy of between 68.1% and 92.8%. The experiment has 
illustrated and evaluated the proposed framework as well as 
revealed the features that are most relevant to assessment 
for each motivational factor. All the EEG and eye gaze fea-
ture types studied have played a salient role in motivation 
assessment, indicating the effectiveness and applicability of 
combining EEG and eye tracking as a multimodal dataset for 
motivation assessment. The rationale of the process in the 
proposed framework can also be applied to other e-learning 
contexts for a wider group of users and based on a more 
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generic learner model, which paves the way for motivation-
ally intelligent e-learning systems that can personalize ser-
vices or intentions to address different users’ motivational 
needs in real time. The present study has its limitations in 
using a relatively small sample size and thus an overlap of 
training and testing data to compensate for the small sample 
size, which, however, increased the risk of overfitting. Future 
work includes employing a greater sample size to evalu-
ate the framework, integrating new learning algorithms and 
fuzzy inference techniques, as well as exploring multimodal 
information fusion other than EEG and eye tracking, which 
may improve the assessment system from classification tech-
niques or enriched predictors.

Appendix 1

The Significant EEG and Eye Tracking Features (P < 0.05) 
According to Spearman Correlation.

Motivational Factors Significant Features Category

Perceived Usefulness Gamma-max; Theta-
IntraAsymmetry; 
HighBeta-IntraAsym-
metry

EEG

Perceived Ease of Use LessonDuration Other- Behaviour
Gamma-mean; 

HighBeta-occipital; 
Gamma-occipital; 
HighBeta-temporal; 
Gamma-temporal; 
HighBeta-frontal

EEG

FixationNumber-
overall; FixationSpa-
tialDensity-overall; 
Regressions-overall

Eye

Visual Attractiveness PupilDiameter-average; 
FixationSpatialDen-
sity-overall

Eye

Feedback Gamma-max; Theta-
InterAsymmetry

EEG

Attitudes Toward 
School

LowBeta-max; 
HighBeta-temporal; 
Gamma-temporal; 
HighBeta-frontal; 
Theta-InterAsym-
metry

EEG

FixationNumber-AOI; 
FixationSpatialDen-
sity-overall

Eye

Motivational Factors Significant Features Category

Self-Efficacy LowBeta-frontal; 
HighBeta-frontal; 
Gamma-frontal; 
Theta- IntraAsym-
metry; LowBeta-
IntraAsymmetry; 
HighBeta-IntraAsym-
metry

EEG

FixationNumber-AOI; 
FixationSaccadeRatio; 
SamplesOutOfMoni-
tor; AverageSaccade-
Velocity; PathVelocity

Eye

Reading Experience LessonDuration; 
QuizPerformance

Other-Behaviour

Theta-max EEG
FixationConnection-

Length-overall; 
FixationSpatialDen-
sity-overall; Fixa-
tionNumber-overall; 
Regressions-overall

Eye

Learning Experience Theta-occipital; 
LowBeta-occipital

EEG

PupilDiameter-average; 
PupilDiameter-max; 
FixationSpatialDen-
sity-overall

Eye

Confirmed Fit Alpha-max; HighBeta-
max; Gamma-max

EEG

SaccadeLength-overall; 
SamplesOutOf-
Monitor; PupilDi-
ameter-average; 
PupilDiameter-max; 
FixationConnection-
Length-overall

Eye

Continued Use Inten-
tion

Theta-min; Alpha-max; 
Alpha-min; LowBeta-
min; HighBeta-min; 
Theta-mean; Theta-
IntraAsymmetry; 
Gamma-IntraAsym-
metry

EEG

FixationDuration-AOI; 
FixationNumber-10s; 
SamplesOutOfMoni-
tor; PathVelocity

Eye

Appendix 2

The Significant EEG and Eye Tracking Features (P < 0.05) 
According to One-way ANOVA/Kruskal Wallis Test.
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Motivational 
Factors

Test Significant 
Features

Category

Perceived 
Usefulness

Krulskal-Wal-
lis Test

QuizPer-
formance

Other-Behaviour

HighBeta-
IntraAsym-
metry

EEG

Perceived Ease 
of Use

One-way 
ANOVA

FixationNum-
ber-overall*

Eye

Krulskal-Wal-
lis Test

LessonDura-
tion

Other- Behav-
iour

Gamma-mean; 
HighBeta-
mean, 
Gamma-
occipital, 
HighBeta-
occipital, 
Gamma-
temporal, 
HighBeta-
temporal, 
Gamma-
pariental, 
HighBeta-
frontal, Alpha-
IntraAsym-
metry

EEG

FixationSpa-
tialDensity-
overall

Eye

Visual Attrac-
tiveness

Krulskal-Wal-
lis Test

Theta-max, 
Alpha-max, 
Gamma-max, 
Theta-
parietal, 
Theta-InterA-
symmetry

EEG

FixationSpa-
tialDensity-
overall

Eye

Feedback One-way 
ANOVA

FixationNum-
ber-overall*

Eye

Krulskal-Wal-
lis Test

SamplesOutof-
Monitor

Eye

Theta-max; 
Gamma-max; 
Theta-occipi-
tal; LowBeta-
occipital; 
HighBeta-
occipital; 
Gamma-
occipital; 
HighBeta-
temporal; 
Gamma-
temporal; 
HighBeta-
frontal

EEG

Motivational 
Factors

Test Significant 
Features

Category

Attitudes 
Toward 
School

One-way 
ANOVA

Theta-min* EEG
FixationNum-

ber-AOI*, 
FixationNum-
ber-overall*, 
Fixation-
Connec-
tionLength-
overall*

Eye

Krulskal-Wal-
lis Test

Alpha-InterA-
symmetry

EEG

FixationSpa-
tialDensity-
overall, 
FixationSac-
cadeRatio, 
PupilDiame-
ter-average

Eye

Self-Efficacy Krulskal-Wal-
lis Test

Gamma-mean, 
Gamma-
occipital, 
HighBeta-
parietal, 
Gamma-
parietal, 
LowBeta-
temporal, 
Gamma-
temporal, 
Alpha-fron-
tal, LowBeta-
frontal, High-
Beta-frontal, 
Gamma-fron-
tal, Theta-
IntraAsym-
metry

EEG

FixationSac-
cadeRatio, 
Sample-
sOutOfMoni-
tor

Eye

Reading Expe-
rience

Krulskal-Wal-
lis Test

LessonDu-
ration, 
QuizPer-
formance

Other- Behav-
iour

Theta-max, 
Alpha-max, 
HighBeta-
min

EEG

AverageSac-
cadeLength-
10s, 
FixationSpa-
tialDensity-
overall

Eye
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Motivational 
Factors

Test Significant 
Features

Category

Learning Expe-
rience

Krulskal-Wal-
lis Test

Theta-max, 
Theta-occipi-
tal, LowBeta-
occipital, 
HighBeta-
occipital, 
Gamma-
occipital

EEG

PupilDiameter-
average, 
PupilDiam-
eter-max, 
FixationSpa-
tialDensity-
overall

Eye

Confirmed Fit One-way 
ANOVA

Theta-min* EEG
FixationCon-

nection-
Length-
overall*

Eye

Krulskal-Wal-
lis Test

Alpha-max, 
HighBeta-
max, 
Gamma-max

EEG

SamplesOutOf-
Monitor

Eye

Continued Use 
Intention

One-way 
ANOVA

Theta-min*, 
Alpha-min*, 
LowBeta-
min*

EEG

Krulskal-Wal-
lis Test

Alpha-max, 
HighBeta-
min, 
Theta-mean, 
HighBeta-
temporal

EEG

FixationNum-
ber-10s

Eye

*Normality of distribution and homogeneity of variances are met, 
tested by Shapiro-Wilk Test (Sig. > 0.05) and Levene’s Test (Sig. > 
0.05)
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