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Abstract

In this paper, we report on the literature related to understanding young learners’ mental models related to deceptive

“dark patterns” used by malicious agents online: so-called sludge. We also discuss elicitation of mental models, particularly

when carrying out activities to reveal the mental models of young learners. In addition, we review the ethical considerations

when carrying out research in this domain. Finally, we propose the design of an activity to implement the lessons we have

learned to assess the sludge-related mental models of young learners.

1 Introduction

The use of persuasive techniques, or nudging, is an established strategy used in several areas of online and offline activity. It is

used in e-commerce, e-health and public communication, for example. Sometimes health apps are gamified, or user interfaces

tweaked to strategically present information in a particular way to influence decisions. However, while the authors of the initial

book that introduced nudging to the world [76] always sign their books with “Nudge for Good”, nudging is sometimes undeniably

also used for nefarious purposes [52, 61]. In these cases, the use of influential techniques is called ‘sludge’.

The cynical use of influential techniques presents an increasing threat to the well-being of users, especially in the case of

underage users. In 2018, the United Nations Conference on Trade and Development referred to sludge [81] i.e., harmful nudging,

as a concerning development in online commerce: “Consumers may not be made aware of particular factors influencing their

decisions, or realise they are being manipulated in ways they don’t understand, leading them to take decisions they otherwise

would not have.”.

Children are among the groups cited by the report as being particularly ‘at risk’, along with those without ‘technological

savvy’. The EU Kids Online report [44] highlights that children are spending more time online, accessing more online material,

in more diverse ways and at younger ages. 53% of children own a smartphone by the age of 11 years, with that number

rising to 84% among teenagers [67]. Social media is a key area where sludge is popularly used, and young learners might

well be vulnerable to persuasion which is not ‘for good’. Teenagers are seen as vulnerable due to their limited capacity for
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self-regulation and a particular susceptibility to peer pressure [3]. Moreover, teens may be inclined to treat risky behaviour as a

learning experience [87].

Hamdan et al. [32] identify the types of online harm that are pertinent to teenagers, which include: (1) privacy breaches

for commercial exploitation, (2) cyberbullying and (3) cyberstalking. Some approaches to security emphasise parental control,

but the effectiveness of this is often undermined by parents’ lack of expertise [53] and by teens’ reliance on the Internet for

information [36], which might lead to their being misinformed. A further issue is that teenagers often hide information from their

parents whilst sharing much of their lives with their social connections [87]. Whilst the assumption that teenagers’ awareness

of privacy issues is weaker than that of adults has been challenged in recent research [12], there is indeed evidence that their

actual online behaviours often do not demonstrate heightened awareness and lead to greater vulnerability.

Developmental psychologists have traditionally used seven stages to define and understand the life course, and the two most

relevant to our research are middle childhood (ages 6-11 years) and adolescent childhood (ages 12-18 years). The developmental

changes that children go through as they approach and progress through adolescence are traditionally discussed in terms of their

physical changes, cognitive and social development, and independence. Our research aims to focus on the transition between

middle childhood and adolescence to determine their mental models of online deception. Wisniewski et al. [88] explain that a

tension emerges between parents’ control and teens’ need for self-regulation. This issue is important as teens start to manage

their own cybersecurity, and it is essential for them to have a nuanced understanding of their vulnerability online. Hence in our

study we will focus on the mental models of those in the 11-14 age range, as emerging adolescents.

Research is needed to identify minors’ understanding of cybersecurity and also of their awareness of so-called ‘dark patterns’

used to deliberately deceive them, especially as they move towards unsupervised use of online platforms.

We commence by reviewing the literature on dark patterns, human cognition, mental models and deceptive technologies in

Section 2. Then, Section 3 examines the research related to cybersecurity behaviours of young teenagers. Since our research

focuses on mental models, Section 4 considers mechanisms for elicitation of mental models in young learners. Section 5 considers

how interventions can be designed to re-align mental models that are lacking or incorrect. Section 6.1 enumerates the ethical

considerations for this kind of research, and Section 6.2 suggests a design for eliciting young learners’ mental models related to

online deception. Section 7 concludes.

2 Cybersecurity, Mental Models and Online Deception

2.1 Dark Patterns and Online Deception

Products that use dark patterns nudge people to make decisions that are not aligned with their own best interests. Some

deceive users while others covertly manipulate or coerce them into choices that are not in their own best interests [50]. Dark

patterns can compromise legal requirements, such as consent and privacy-by-design and legal principles, such as fairness and

transparency [42].

Harry Brignull coined the term ‘dark patterns’ in 2010 and has published a website presenting some examples of actual dark
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patterns at their hall of shame1. Others have also provided lists of dark patterns, including Shopify2, Mathur et al. [48], and

Luguri & Strahilevitz [46]. Here, we present Luguri and Strahilevitz’s [46] category list:

Nagging: Repeated requests to do something the requesting party wants you to do for their benefit [44].

Social Proof: Using possibly spurious social norm influences.

1. Activity messages: False/misleading notice that others are purchasing, contributing [48].

2. Testimonials: False/misleading positive statements from customers [48].

Obstruction: Creating friction for the user in achieving their own goals.

1. Roach Motel: You get into a situation very easily, but then you find it is hard to get out of it (e.g., a premium

subscription) [48, 10].

2. Price Comparison Prevention: The retailer makes it hard for you to compare the price of an item with another item,

so you cannot make an informed decision.

3. Intermediate currency: Purchases in virtual currency to obscure cost [10].

4. Immortal Accounts: Account and consumer info cannot be deleted [8].

Sneaking: Engaging in some form of trickery.

1. Sneak into Basket: You attempt to purchase something, but somewhere in the purchasing journey the site sneaks

an additional item into your basket, often through the use of an opt-out radio button or checkbox on a prior page

[29, 48].

2. Forced Continuity: When your free trial with a service comes to an end but your credit card silently starts getting

charged without any warning. In some cases this is made even worse by making it difficult to cancel the membership

[29, 48].

3. Hidden Costs: You get to the last step of the checkout process, only to discover some unexpected charges have

appeared, e.g., delivery charges, tax [29, 48].

4. Bait and Switch: You set out to do one thing, but a different, undesirable thing happens instead [29].

5. Sneaking: Attempting to misrepresent user actions, or delay information that if made available to users, they would

likely object [48].

Interface Interference: Manipulating the interface to ‘sludge’ the user.

1. Disguised Ads: These are designed to look like regular content or navigation, in order to get users to click on them.

2. Confirm shaming: The act of making the user feel guilty to have them agree into opting into something. The option

to decline is worded in such a way as to shame the user into compliance [10].

1www.darkpatterns.org, https://www.darkpatterns.org/hall-of-shame
2https://www.shopify.com/partners/blog/dark-patterns
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3. Urgency: Imposing a deadline on a sale or deal, thereby accelerating user decision-making and purchases [48].

4. Scarcity: Signalling that a product is likely to become unavailable, thereby increasing its desirability to users [48].

5. Trick questions: While filling a form, the user is tricked into giving an answer they didn’t intend. When glanced

upon quickly the question appears to ask one thing, but when read carefully it asks another thing entirely [29, 48].

Forced Action: Forcing the user to do something tangential in order to complete their task.

1. Friend Spam: The product asks for your email or social media permissions under the pretence it will be used for a

desirable outcome (e.g., finding friends), but then spams all your contacts in a message that claims to be from you.

2. Privacy Zuckering: You are tricked into publicly sharing more information about yourself than you really intended

to. Named after Facebook CEO Mark Zuckerberg.

3. Misdirection: The design purposefully focuses your attention on one thing in order to distract your attention from

another.

As observed from the list, dark patterns live at the intersection of three areas [50]: deceptive techniques [13], nudges [76] and

social engineering [31, 34] (referred to by Narayanan et al. [50] as ‘hacking’). The intersection is shown in Figure 1.

Dark
Patterns

Deceptive
Techniques

Nudging

Social
Engineering

SludgingDeception

Figure 1: Situating Dark Patterns

To determine the power of dark patterns, Luguri and Strahilevitz [46] carried out an experiment with mild and aggressive

dark patterns. Both patterns were embedded in a user interface that tries to persuade people to purchase an insurance policy

against identity theft. An example of a mild dark pattern is to require people to give reasons for declining to ‘guilt’ them into

buying the policy: e.g., “Even though 16.7 million Americans were victimized by identity theft last year, I do not believe it

could happen to me or my family”. An example from [46] is confirmshaming. An example of an aggressive dark pattern is

that when they decline to purchase the policy, they are then forced to read information about identity theft by blocking them
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from proceeding and showing a countdown timer while they read the text. Mild dark patterns were shown to be effective,

but aggressive dark patterns were almost four times more effective than the usual user interface. The researchers report that

whereas aggressive dark patterns generated a powerful backlash, mild dark patterns did not – suggesting that they are perhaps

more effective in deceiving online users. Yet both of these demonstrate the efficacy of sludge in the hands of the unprincipled

and unscrupulous.

2.1.1 AI-Powered Deceptive Technology

Dark patterns, as categorised above, and other forms of online deception are getting more advanced as technology changes and

develops. One example is AI-supported voice synthesis technologies (e.g., Lyrebird [45]), which can imitate someone’s voice or

even change words in the original speech. This technology can be used for malicious purposes by perhaps bypassing biometric

security processes [43], or sending malicious voice commands to Voice Operated Assistants, asking them to perform tasks and

potentially jeopardising the security of the user’s physical or online environment.

AI-based technologies may also lead to the weaponisation of social media platforms for facilitating spear-phishing efforts,

selecting targets, and generating tailored machine-generated social media messages to these targets [41, 43]. Social media has

particular characteristics that may increase a users’ vulnerability to deception. Social media messages tend to be relatively brief

and informally written. Studies have shown that bots on social media can be highly successful in deceiving online users and

even, to an extent, security researchers [21]. There is evidence that oversharing information and engaging with strangers online

is common in social media, both in teenagers and other age groups (e.g., [89]).

2.2 Human Cognition

Tversky and Kahneman [80] refer to two subsystems for human thinking: systems 1 and 2. System 1 is fast, intuitive and

unconscious. System 2 is more calculating, marshalls evidence and considers all available options. System one is likely to

produce more risky behaviours because it can produce more impulsive behaviours. The use of heuristics rather than a rational

decision-making process has been cited as a factor explaining the privacy paradox, where stated privacy concerns do not convert

to privacy-protective behaviours [1, 2]. This paradox has also been attributed to heuristic usage and biases [39].

Risk perception during interaction is subject to several potential influences [14]. First, the strength of user reaction to

a security prompt is likely to be stronger where they are able to imagine the nature of the threat. For example, a prompt

to create a stronger password will have a greater influence if the user is able to imagine the threat caused by using a more

hackable password. Familiarity and previous stories they can identify with may influence how seriously a user takes security on

a particular site or platform. Finally, accumulated malware-free experience may bias perceptions and reduce urgency related to

staying attuned to possible threats and maintaining secure settings.
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2.3 Mental Models

Any child or adult that navigates the online world makes security-related decisions. Internal mental models of online risks and

threats drive the security decisions they make. Mental models are defined as: “A concentrated, personally constructed, internal

conception, of external phenomena (historical, existing or projected), or experience, that affects how a person acts” [69, p. 16].

Cybersecurity mental models are composed of structures generated by users to understand the nature of cyber threats and

their relationships to precautions for staying safe and secure online [85]. Everyone constructs mental models based on their lay

understanding of concepts related to how the world works. Mental models influence user behaviour for both good and ill [9].

A survey showed that numerous mental models of key concepts are generated by lay users [85]. Previous research into mental

models helped users to understand key concepts, such as ‘viruses’, where users are prompted to recruit knowledge from better

understood domains [14].

Whilst mental models tend to partially map a familiar base domain to a target cybersecurity concept, it is argued that even

‘wrong’ mental models may be useful if they lead to secure behaviours [85]. Understanding how mental models are formed and

associated with particular concepts can help designers to be aware of them in designing user interfaces.

Work on the provenance of user perceptions suggests that home computer users develop their mental models based on stories

from friends and colleagues [85] or media stories. There is a tendency for users to focus on more newsworthy risks than other

equally important risks [14]. This tendency is a manifestation of the availability heuristic [23]. More recently, research has also

cited the impact of entertainment media on the formation of inaccurate or incorrect mental models [24]. Kang et al. [37] also

found that experts had more elaborate and accurate mental models of online privacy threats than laypersons, but not everyone

can be an expert.

3 Research into Young Learners & Cybersecurity

3.1 Education

Education in the UK is divided into Key Stages, with children in KS1 aged 5-7 years, KS2 aged 7-11 years, KS3 aged 11-14 and

KS4 aged 14-16 years [28]. At each stage, there are specific skills, abilities and levels of knowledge that children should achieve

for each subject. KS3 is of great interest to those researching the interdisciplinary areas of Human-Computer Interaction (HCI)

and Cyberpsychology, as within this key stage, children transition to being legally able to have an online identity. On many

social media platforms (such as Facebook), the legal age of use is 13 years; although in reality, many children are using accounts

before this age [56].

3.2 Research into Teen Perceptions & Behaviours

There is limited research exploring children’s understanding and mental models of these topics, as studies are often constrained

by very strict ethical requirements, which challenges researchers [73]. Ethical restrictions have led to the majority of research

focusing on teens 16+ years of age, or studies where parents or teachers have provided data relating to the children under 16
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years of age that they teach or support [65].

The limited research that has been conducted on younger children tends to use small samples or a narrow age range, e.g., one

year group. Very little research focuses on children between 11-14 years of age, which is a key transition period when children

traditionally progress from primary to secondary school. Much of the research uses surveys that have primarily been designed

by adults and appropriate questions designed for adults. It is crucial in any research involving children to use age-appropriate

language to engage effectively with them.

3.3 Privacy Practices

Haber [30] highlights the risks of voice synthesis technology when smart toys and smart TVs also gather voice recordings, which

may have a direct impact on children’s online privacy and security. Related to social development, the desire for adolescents to

develop new relationships and identity can lead to lapses in privacy as personal details are more easily divulged. For example,

Youn [90] surveyed high school students and found their willingness to disclose personal information correlated with the perceived

benefits of sharing.

Younger users are subject to pressures such as the need to reinforce self-esteem through social interaction [82], fear of missing

out [12], or motivated by curiosity and exploration, treating risk as a learning experience [27, 87]. This suggests that privacy

considerations were perhaps not uppermost in their minds and sludge could exploit this focus to extract more information than

the teen ought to be divulging.

Privacy practices vary at different ages; younger children worry less about protecting their personal information and passwords

than older children [68]. Younger children take more risks and are less aware of risks, but research examining older children

shows that although they are more aware of the risks, they still engage in risky behaviour [58]. Hargittai and Marwick [33]

found that while older children were more likely to engage in protective behaviour (for example, controlling who has access to

their profile and providing false identity information). Despite this, they considered that they had limited control over their own

data. Hargittai and Marwick discuss the so-called ‘privacy paradox’, whereby people claim that they care about their privacy,

but their behaviour shows they divulge a lot of private details via social media. Teens might be also do this.

3.4 Home and Peer Influence

Teen security behaviours can be expected to be hugely influenced by the security behaviours at home. A 2007 study [26], aiming

to assess the security perceptions of personal Internet users, asked 415 UK home users whether they had any children that used

their home PCs, which are often viewed as a family resource. The survey revealed that 17% had systems that were used by

children under 12, whereas 18% had computers that were used by children aged 12–18 (the overall proportion of respondents

with children was 30%). These numbers are only expected to grow as home computer use becomes more accepted and increases

with the pandemic forcing most school-related work to go online.

A particular vulnerability in teenagers may be due to a combination of unhelpful or poorly-formed mental models of risk

and key security concepts and competing influences that may weaken their attention to security considerations. For example,
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teenagers see digital environments as a place to share their accomplishments and spend time with peers and those with similar

interests [5], confirming that interaction with peers and peer experience is a key influence on teenagers mental models and

online behaviour. Security is likely to be a much lower priority.

3.5 Cybersecurity Practices

Dourish et al. [18] studied security in the wild to understand user attitudes and strategies for managing their security everyday.

They observed that younger subjects, who have relatively more familiarity with computer systems (e.g., childhood exposure),

express more confidence with their computer abilities. They also qualified as more pragmatic users, aware of the trade-off

“obstacles” created through security measures in addition to their protection. Furthermore, beliefs in futility was also prevalent,

assuming hackers will always be a step ahead. The way people manage their security takes the form of delegation, which

includes delegation to a software, trusted person, organisation or institution. Other actions people took included security

through obscurity (e.g., hiding the meaning of the messages in e-mails), or switching to more ephemeral mediums for sensitive

communication (e.g, teenagers switching to phone instead of instant messaging), and keeping multiple online identities.

In terms of physical abilities, inputting passwords using a keyboard or touch screens becomes significantly easier as children

become older; younger children might struggle to authenticate due to immature literacy. Relevant to their cognitive development,

limited memory and spelling mean that younger children will use less complex passwords than older children [66]. However,

because of the more simple passwords, younger children find it easier to remember passwords compared to older children [77].

Choong et al. [15] reviewed published research conducted since 2000 related to children and passwords. They also carried

out a study with American children to uncover understanding of password principles. They reported that many of the children

reported being confused about the need for passwords, and interestingly many referred to privacy and safety being guaranteed

by a password rather than security. Similarly, Theofanos et al. [77] surveyed three distinct age-related groups of school children

in the USA and discovered that many thought passwords would protect and keep them safe online, thereby conflating safety and

security. Prior and Renaud [62] developed “best practice” ontologies to be used by early educators and parents and identified

age-appropriate good practice principles for password creation.

Nicholson et al. [54] discovered that while teens had a working knowledge of cybersecurity theory, such as passwords,

they did not necessarily convert their knowledge to actual behaviours. What is needed now is an understanding of how teens

perceive the risks of their password management and other cyber security and privacy related practices as they progress through

adolescence.

3.6 Summary

In summary, there is limited research exploring perceptions of cybersecurity from teens within the age of 11-14, and much of

the existing research uses survey-based methods designed by adults. The majority of work focuses on password authentication.

Therefore, in terms of scenarios indicated by this review, it would be useful to explore mental models of authentication for this

age group, e.g., using non-survey methods to explore the gap between teens’ password knowledge and their password behaviour.
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Also, scenarios need to explore newer methods of authentication using biometrics (a search for perceptions of teens towards

fingerprint and face recognition for authentication did not reveal any papers).

4 Eliciting Young Learners’ Understanding of Online Sludge

An understanding of mental models can help us understand the inner thought processes of individuals. However, before we can

hope to understand these mental models, we must first understand how to access them without changing them [84]. Extracting

and understanding mental models is something which is known to be challenging [70], something considered even more difficult

when minors are involved [47].

A variety of methods have been used to attempt to elicit mental models: asking someone to draw diagrams of their

understanding of a particular topic can reveal their mental models, or they can be asked to arrange cards to demonstrate

internal structures of knowledge [47]. Indirect elicitation, on the other hand, allows researchers to infer the individual’s mental

model from a questionnaire or interview data [47]. The most common form of elicitation involves the “teach-back individual

interview” wherein participants explain or teach others as they carry out a drawing task [60]. However, we consider drawings

the most appropriate medium for eliciting young learners’ mental models, which is the topic of the next section.

4.1 Using Drawings to Elicit Mental Models

Drawing, as a method to elicit the mental models of children, is not a new concept. A wealth of literature exists relating to

children’s mental models of areas such as biology [72, 78, 79]. Vishkaie [83] argues that drawings are a viable way for children

to express themselves, and drawings are mentioned specifically by Punch [64] in her discussion on ethical research with children.

Driessnak [19] also talks about the power of listening to how children explain their drawings. Rowe and Cooke [71] tested four

ways to measure mental models. One of these was diagramming, and it was found to be predictive of people’s performance in

a particular domain.

However, there are a number of considerations when asking people to take part in elicitation drawing tasks. For example,

Prokop [63] demonstrate how the specificity of the instructions given to 10-14 year old children can greatly change the outcome

of their drawings. Similarly, they outlined how the level of students’ existing knowledge around a topic was strongly associated

with the level of the drawing they were able to produce.

Far less research has been conducted with drawing mental models within the HCI sphere. A small but growing literature

base has demonstrated the effectiveness of drawing for eliciting the mental models that children have in relation to technology,

which we discuss next.

4.2 Mental Models of Technology

Kodama [38] invited 26 students aged between 10 and 14 to take part in a drawing activity in which they were to depict their

understanding of how a Google search worked. They found that students had a poor understanding of Google and how it

works, with interesting side findings such as students personifying Google. This poor understanding has possible subsequent
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connotations for these students who may subsequently fall foul of misinformation, disinformation, or develop an over-reliance

and unquestioning trust in the outcome of the search engine’s results.

Pancratz and Diethelm [59] conducted a study wherein they invited 68 secondary school students to draw their conceptions

of three computing systems (smartphones, video gaming consoles and robotic vacuum cleaners). Using a range of qualitative

analytical methods, they identified misconceptions in the understanding of students, such as a lack of knowledge in how various

components were connected. Interestingly they identified that the labelled components of their drawings were those the students

most physically interacted with, such as buttons, displays, cameras and loudspeakers.

Denham [17] was one of the earlier researchers to use drawing methodologies to elicit technological mental models. Their

rationale for doing so was that with younger students, a drawing task would be seen as more acceptable than interviews which

might cause panic in students considering them to be test-like. Similarly, given the development of language in children, drawing

may offer a stronger method of communication in which students can better express themselves without fear of “being wrong”.

An easy way to promote these drawings to a more detailed level is to ask the children to label their drawings as they draw; this

assigns a clear meaning to the drawn aspects [59].

Brodsky [11] explored participants’ mental models of the internet by collecting data in the form of pictures from adolescents

(aged from 11–15 years) and young adults (aged from 18–22 years). Responses were categorised into four themes (technical

components, functions, attributes, and feelings), and when these were compared for the two sample groups, they mostly did

not differ by age, gender or social media use. The one area where they did differ was in terms of the models within the

feelings category: the young adult participants’ mental models more often cited negative feelings, such as online antisocial

online behaviour and Internet addiction, compared to the adolescents. In both age groups, participants noted the ubiquity of

the internet and [11] concludes by suggesting that further research could link these models of internet ubiquity in the lives of

young people to further understand privacy and security risks.

4.3 Related Research

No existing research has sought to combine drawing methodologies with online sludge. Sludge is a relatively new area of research,

evolving from the existing nudge literature [49]. Some recent research [50] has highlighted numerous forms of problematic sludge,

known as “Dark Patterns”, catalogued by individuals such as Harry Brignull (darkpatterns.org). Such catalogues demonstrate

the numerous methods of online sludge, as described in Section 2.1. Although many examples of online sludge exist, very little

is known about how children understand these and how this impacts whether or not they fall foul of such malicious content.

A study conducted by Oates et al. [55] analysed a repository of 366 drawings in response to the question ‘what does

privacy mean to you?’, establishing emergent privacy themes and recurring symbols3 Only a small number of these were from

children aged between 11 and 13 (15) and a further 28 were in the age group 14-18. The analysis used five coding categories:

metacodes, frameworks, visual symbols, metaphors and context. Metacodes encompassed attribute codes, identifying where the

image provided was composite (with multiple sub-components or added text). Frameworks referred to identifiable mapping to

established privacy frameworks, including Solove’s Taxonomy of Privacy [75] and Westin’s states of privacy [40]. Analysis from

3The repository is available at https://cups.cs.cmu.edu/privacyillustrated/.
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drawings related privacy to digital and social media, with the frequency increasing steadily from 11 to 14 and beyond. .

Whilst there is a dearth of material focusing specifically on the 11-14 age group, a number of surveys and also participatory

design exercises are reported involving subjects, some of whom were in the relevant age group. For example, a participatory

design exercise with 14-17 year olds by Ashktorab and Vitak [6] used a variety of design techniques aimed at finding mitigation

and prevention solutions against cyberbullying. These include five scenarios within which participants are presented with brief

stories of cyberbullying on five different social media platforms. These included Facebook trolling, Snapchat ‘flaming’ where

the individual is subject to repeated abusive messages, anonymous cyberstalking, exclusion, outing and trickery (e.g., posting a

an intimate video within a school and on wider social media). They were then asked to create images of suggested solutions

addressing the scenarios.

5 Cybersecurity Interventions to Encourage Self-Protective Behaviours

Cybersecurity interventions need to consider the beliefs about security and security behaviours, which have a significant effect

on how users can be educated, and so, a more-is-better approach is expected to fail [86]. Especially for younger or less educated

users, Wash et al. [86] argue that emphasising vulnerability or using scare tactics is unlikely to be helpful, as people in this

demographic often do not believe there is anything they can do to change anything. Therefore, interventions intended to

influence behaviours should focus on users whose beliefs are the weakest.

[86] particularly focuses on understanding awareness around viruses and hackers and works with Internet users that are above

the age of 18. Still, their results are significant in showing that younger people and people with lower levels of education concern

themselves more with direct and visible security threats. Interestingly, the majority of the participants held two distinct sets

of beliefs: “hackers target home computer users” (84.5%), and “hackers target others” (71.3%). Self-protective behaviours

included mostly using security software (67.4% at least often) and being careful on the Internet (69.1% at least often). However,

expert security settings (e.g., updating software patches, or backing up data) are less popular (24.2% at least often). As observed

in other studies, this study also confirms that believing that you can protect yourself on the Internet leads to more risky behaviour.

Finally, users who feel psychological ownership for a computer are more likely to engage in self-protective measures.

Anderson et al. [4] study “conscientious cybercitizens, individuals who are motivated to take the necessary precautions

under their direct control to secure their computer and Internet in a home setting.” The authors studied the impact of several

factors, e.g., the desire to protect one’s own assets (e.g., computer), and desire not to cause harm to others, and peer pressure

on security behaviours. Their study also shows that the greater the sense of ownership, the greater the desire to protect. Their

work involving 18-24 years old participants shows that interventions with messages focused on the positive consequences of

performing good security behaviour may be more persuasive than emphasising negative consequences.

Furman et al. [25], surveying participants to understand what they feel needs protection and how, find that people mostly

protect personal and financial information and identities, including music, pictures, passwords, files, data, credit and debit card

information, and Social Security numbers. Participants protected their home computers from viruses, hackers, the government,

scammers, and colleagues (some participants used their home laptops for work). In addition, the study finds participants prefer

11



fingerprint-based authentication (53% for banking, 41% for shopping), compared to using username and passwords, hinting

people opt for convenient and efficient methods of security for self-protection.

Dourish et al. [18] had similar findings, where user responses indicated an interest in efficient security solutions that handle

multiple issues, rather than having to manage multiple solutions for a diversity of problems. In addition, their study recommends

that security solutions be highly visible, emphasising functionality, and should be considered a collaborative accomplishment

(rather than individual) as personal security is highly dependent on others’ behaviours as well.

6 Researching Young Learners’ Deception-Related Mental Models

6.1 Ethical Considerations for Research with Minors

“We will make certain that researchers and research itself are contributors to making ‘a world fit for children’”[7, p. 19].

The ethical considerations for our research are as follows: Harm: Minors are classed as vulnerable research participants [64].

As such, we have to ensure that they are not harmed by any research they participate in.

Data: We have to pay special attention to the collection, use and retention of children’s data [74]. In line with the European

Union’s GDPR, we have to embrace the principles of data minimisation. Moreover, we should anonymise the data at the earliest

opportunity and store it on secure servers. Data can only be used for the purpose it was collected [57].

Age Appropriateness of Materials: The materials should be checked by a safeguarder as well as the local facilitator of

the research to ensure that it is age-appropriate [57].

Informed Consent: It is essential to obtain informed and voluntary consent from parents [16]. The child participants should

also freely give their assent to participating in the research study [22, 51].

Safeguarding: It is important to appoint a safeguarder to be present during research with children [35]. They will attend

to children’s responses to detect signs of distress such as falling silent or changing the subject [16]. If these are detected, the

research can be terminated and the child reassured.

Payment and Compensation: The guiding principles of justice, benefit and respect underpin the need for research partici-

pants to be appropriately acknowledged, adequately recompensed and given fair returns for their involvement [20]. For example,

a monetary payment might be inappropriate for young learners, with a participation certificate being better in acknowledging

their contributions because actual monetary payment, directly given to the participant children or their parents, could potentially

pressure, coerce or bribe them. The facilitating teachers, on the other hand, should be recompensed for their efforts.

6.2 Design for Activity to Reveal Young Learners’ Deception-Related Mental Models

This section will use the nomenclature proposed by darkpatterns.org to refer to situations depicted by scenarios. We decided

not to use the scenarios related to online shopping, given the age of our participants. We also included one scenario to reflect

their understanding of a common warning - not a dark pattern but definitely a scenario they are likely to encounter.

The research questions we want to answer are:
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RQ1: To what extent do young learners understand dark patterns used to deceive them online?

RQ2: What do young learners make of displayed warnings advising them not to visit a particular website?

RQ3: How effective are drawings in eliciting young learners’ mental models of online deception?

RQ4: How effective is a discursive drawing production in improving young learners’ mental models of online deception?

After this investigation reveals mental models, we plan to answer the fifth research question: RQ5: What kinds of interven-

tions are required to re-align mental models to reflect the reality of online deceptive techniques?

Foundation:
Ethical 

Considerations of 
Research with 

Minors

Data Collection, 
Use & Retention

Informed 
Consent from
Parents

Assent from Child 
ParticipantsAnonymity Safeguarder Present 

during Activities

Ethical Approval from all Universities; Researchers Obtain Disclosure

Teachers and Safeguarder Approve Scenarios

1. Teachers Facilitate Workshop & Collect Consent Forms

3. Elicit Mental Models via 
Drawings

2. Show online deception related 
scenarios

4. Support Discussion to Gather Young 
Learners’ Drawing Descriptions

Online 
Workshops

(Teams)

5a. Teacher sends drawings and consent forms to researchers

5c. Certificates sent to Children. Money sent to Coding Clubs. Vouchers sent to Teachers

Wrap Up 5b. Recordings Transcribed and Drawings Anonymised. Stored on Secure Servers

Figure 2: Research Design (Number refer to activities enumerated in Section 6.2)

Figure 2 presents the dimensions of the research, as informed by the discussion in the previous sections. In particular:

1. Consent – The facilitating teacher ensures that signed consent is obtained. This is obtained from parents and participating

children assent to being involved. Teachers, too, sign consent forms.

2. Online Sludge Scenarios – The scenarios depicted in Table 1 will be shown to the young learners to reveal their mental

models of online deceptive techniques.

3. Activity 1 – Draw a picture related to what they think happens in the background if they click. They will also be asked to

label their drawing to maximise researcher comprehension during analysis(Addressing RQ3)

4. Activity 2 – Young learners work together, discussing their drawings and producing a drawing together. This is because

it is not enough merely to look at drawings, but also to hear what the children say about their drawings as well [22].

(Addressing RQ4)
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Privacy Zuckering: You are tricked into publicly sharing
more information about yourself than you really intended to.
Named after Facebook CEO Mark Zuckerberg (retinal scan).
(Addressing RQ1)

Bait and Switch: You set out to do one thing, but a different,
undesirable thing happens instead. (Addressing RQ1)

Confirmshaming: The act of guilting the user into opting
into something. The option to decline is worded in such a
way as to shame the user into compliance. (Addressing RQ1)

Warning: to assess risk perceptions. (Addressing RQ2)

Bait and Switch: You set out to do one thing, but a different,
undesirable thing happens instead. (Addressing RQ1)

Table 1: Dark patterns scenarios under study

5. Wrap Up – 5a. The teacher sends pictures of drawings to nominated researcher for anonymisation. The teacher sends

the copies of all consent forms to the chief researcher. 5b. The schools receive monetary reward for participation, and

the teachers receive vouchers in return for their facilitation of workshops. 5c. Young learners receive certificates of

participation.
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7 Conclusion

In this paper, we have reviewed the literature on dark patterns, and also the literature related to eliciting the mental models of

young learners related to the online use of dark patterns. The main contribution is the design of an ethical informed workshop

for revealing young learners’ mental models of online ‘sludge’.
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[58] U. Paluckaitė and K. Žardeckaitė-Matulaitienė. Adolescents’ perception of risky behaviour on the internet. In ICH&HPSY

2017 [electronic resource]: The European proceedings of social & behavioural sciences EpSBS: 3rd icH&Hpsy international

conference on health and health psychology, July 5-7, 2017, Porto. London: Future Academy, 2017, vol. 30, 2017.

[59] N. Pancratz and I. Diethelm. “Draw us how smartphones, video gaming consoles, and robotic vacuum cleaners look

like from the inside”: Students’ conceptions of computing system architecture. PervasiveHealth: Pervasive Computing

Technologies for Healthcare, 10 2020.

[60] G. Pask and B. C. Scott. Learning strategies and individual competence. International Journal of Man-Machine Studies,

4(3):217–253, 1972.

[61] M. Petticrew, N. Maani, L. Pettigrew, H. Rutter, and M. C. Van Schalkwyk. Dark nudges and sludge in big alco-

hol: behavioral economics, cognitive biases, and alcohol industry corporate social responsibility. The Milbank Quarterly,

98(4):1290–1328, 2020.

[62] S. Prior and K. Renaud. Age-appropriate password “best practice” ontologies for early educators and parents. International

Journal of Child-Computer Interaction, 23-24:100169, 2020.
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