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Executive Summary 

The FIRST (vF Interoperation suppoRting buSiness innovation) project aims to provide new 

technology and methodologies to describe manufacturing assets; to compose and integrate existing 

services into collaborative virtual manufacturing processes; and to deal with evolution of changes. 

This deliverable describes the state of the art of existing interoperability of virtual factory Task T1.6 

Inventories and assess existing manufacturing interoperate frameworks and analysis requirements 

and defining use cases for design and validation of the proposed interoperate framework, thus 

creating a baseline for the research, in relation to working package WP5. 

Section 1 includes a general introduction of the deliverable. Section 2 reviews interoperability 

of virtual factory architecture in the context of the RAMI 4.0 architecture, international/industrial 

data space (IDS), interoperability framework for digital manufacturing platforms, FIWARE smart 

industry architecture, and sources of further information. 

Section 3 looks at the issues how to dynamically switch between streaming data sources. 

Numbers of approaches are reviewed for supporting dynamic on-the-fly switching between 

streaming data sources for distributed big data analysis and data source interoperability. 

Multiple manufacturing domains encompass a wide variety of systems where each of them has 

their own formats, concepts, relationships, data structures, syntaxes and semantics. Section 4 

reviews 10 approaches related to different manufacturing aspects of manufacturing assets/services 

classification for interoperability of virtual factory. Section 5 provides principles of manufacturing 

services discovery and composition methods for supporting interoperability of digital factory. 

Section 6 briefly summarized FIWARE platform and describe how FIRST interoperability 

framework could be built based on FIWARE platform. 

Section 7 introduces KM software manufacturing solutions and provides data interoperability 

requirements to FIRST framework. Section 8 includes a case study of Shuangchi shoe 

manufacturing processes and analyses the current process limitations. 

The overview of existing interoperability related technologies provides blueprint for our further 

research on WP5 as well as WP2, WP3, WP4. The initial research in this deliverable is going to be 

refined in a later release of this deliverable, following the results of WP2, WP3, WP4, and WP5. 
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1. Introduction 

1.1. Purpose and Scope 

The main purpose of this deliverable is to set the common grounds for the research to be conducted 

in FIRST to achieve interoperability of virtual factories. It describes several related technologies 

such as dynamic on-the-fly switching between streaming data sources for data source 

interoperability; different semantic description and reasoning approaches among manufacturing 

assets, manufacturing service, and manufacturing processes; related platforms, e.g. FIWARE 

platform; IDS, etc.  

KM software is a manufacturing enterprise software provider with products relevant to the 

project. As such, this deliverable also reviews KM software and solutions. Related data 

interoperability requirements from KM to FIRST are specified. For Shuangchi Industry as an 

application company, the related shoe manufacturing processes are provided and the limitations of 

the current processes are identified. Collectively related technologies, platform and requirements 

are provided in this deliverable.  

1.2. Deliverable Structure 

The general structure of this deliverable are include two parts. One part includes the related state-of-

art technologies. Another part includes description of our industrial partners work and requirements 

to FIRST interoperability framework.  

the RAMI 4.0 architecture, international/industrial data space (IDS), interoperability framework 

for digital manufacturing platforms are reviewed in Section 2. Section 3 looks at the issues how to 

dynamically switch between streaming data sources. Ten approaches related to different 

manufacturing aspects of manufacturing assets/services classification for interoperability of virtual 

factory are reviewed in Section 4. Principles of manufacturing services discovery and composition 

methods for supporting interoperability of digital factory are reviewed in Section 5. Section 6 

briefly summarized FIWARE platform and describe how FIRST interoperability framework could 

be built based on FIWARE platform.  

KM software manufacturing solutions and related data interoperability requirements to FIRST 

framework are presented in Section 7. A case study of Shuangchi shoe manufacturing processes and 

analyses the current process limitations are provided by Shuangchi Industry in Section 8.  

1.3. Methodology 

The information in this deliverable has been provided by the FIRST workpackage leaders. These 

inputs are based on literature studies, their knowledge and expertise, as well as that of other WP 

contributors on the past and on-going projects in the area. When needed and within reason, however, 

these inputs have been edited by the deliverable editor for the sake of improved readability of the 

overall deliverable. 
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2. Interoperability of Virtual Factory Architecture 

2.1. Interoperability of Virtual Factory Architecture in the context of the RAMI 4.0 

Architecture 

 Industry 4.0 requires integration on many levels with many purposes. To bring all this together a 

common vocabulary is needed. 

 RAMI is first of all a framework for thinking about the various efforts that constitute Industry 

4.0. It spans the entire product life cycle & value stream axis, hierarchical structure axis and 

functional classification axis. This allows common understanding and placing of standards in 

the picture. 

 Sees standardization and non-proprietary solutions as essential for industry 4.0 

 RAMI4.0 is also formally described as OWL ontology. 

RAMI as an architecture itself provides mainly a high-level overview of manufacturing. Overall it 

is quite comprehensive, and clearly based upon extensive involvement of various manufacturing 

stakeholders. Very valuable beyond RAMI are the various concepts that it defines. They are key to 

a deeper conceptual understanding of the manufacturing space.  

The core concepts in RAMI of relevance to FIRST are: 

Asset (Section 3.3) “Object which has value for an organization” 

Note that the concept of asset is very broad, but key is that assets have a 

lifetime and need to be identifiable 

Service (Section 3.4) “separate scope of functions offered by an entity or organization via 

interfaces” 

Entity (Section 3.5) “uniquely  identifiable object which is administered in the information 

world due to its importance” 

Manifest (Section 3.8) “externally accessible, defined set of meta-information on the functional 

and non-functional properties of the relevant I4.0 component” 

Administration shell 

(Section 3.12) 

“virtual digital and active representation of an I4.0 component in the I4.0 

system” 

An administration shell is effectively a digital interface to the asset it 

represents. They could be provided directly by the “smart” asset, or 

provided indirectly through another system. Note that multiple interfaces 

per asset are permitted. 

Physical world 

(Section 4.1) 

The world of things that exist in a physical shape 

Information world The information world is the world of information as exists conceptually 

in an information system. While all this requires physical carriers to hold 

the information, those carriers are not part of the information world. 

Model world The model world is that of representations of the physical world that 

would be used to actually perform actions in the physical world 

State world The state world represents current state of assets, preferably directly 
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determined of the asset, but possibly determined indirectly. 

Archive world All aspects of the manufacturing information that have historic value, but 

are no longer current. Note that archival information may still be valuable 

in predicting future outcomes. 

For more detail, RAMI actually delegates to various other established standards, mainly: DIN EN 

61360-1, DIN EN 61360-2, IEC/TR 62794, IEC/TS 62832-1. 

2.2. International/Industrial Data Space (IDS) 

The Industrial Data Space (now International data space) is a virtual data space using standards and 

common governance models to facilitate the secure exchange and easy linkage of data in business 

ecosystems (Otto, Boris, et al., 2019). It thereby provides a basis for creating and using smart 

services and innovative business processes, while at the same time ensuring digital sovereignty of 

data owners (Otto, Boris, et al., 2019). 

The Industrial Data Space initiative was launched in Germany at the end of 2014 by 

representatives from business, politics, and research (Otto, Boris, et al., 2016). Meanwhile, it is an 

explicit goal of the initiative to take both the development and use of the platform to a Global level 

(Otto, Boris, et al., 2016).  

Data sovereignty is a central aspect of the International Data Spaces (Otto, Boris, et al., 2019). It 

can be defined as a natural person’s or corporate entity’s capability of being entirely self-

determined with regard to its data (Otto, Boris, et al., 2019). It is also the base of building virtual 

factory or building a co-design and co-creation product platform.  

In compliance with common system architecture models and standards, the Reference 

Architecture Model uses a five-layer structure expressing various stakeholders’ concerns and 

viewpoints at different levels of granularity (Otto, Boris, et al., 2016; 2019). 

 
Figure 1. General Structure of Reference Architecture Model (Otto, Boris, et al., 2019) 

The general structure of the Reference Architecture Model is illustrated in Figure 1 (Otto, Boris, et 

al., 2019). The model is made up of five layers: The Business Layer specifies and categorizes the 

different roles which the participants of the Industrial Data Spaces can assume, and it specifies the 

main activities and interactions connected with each of these roles (Otto, Boris, et al., 2019). The 

Functional Layer defines the functional requirements of the International Data Spaces, plus the 

concrete features to be derived from these (Otto, Boris, et al., 2019). The Process Layer specifies 

the interactions taking place between the different components of the Industrial Data Spaces; using 
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the BPMN notation, it provides a dynamic view of the Reference Architecture Model (Otto, Boris, 

et al., 2019). The Information Layer defines a conceptual model which makes use of linked-data 

principles for describing both the static and the dynamic aspects of the Industrial Data Space’s 

constituents (Otto, Boris, et al., 2019). The System Layer is concerned with the decomposition of 

the logical software components, considering aspects such as integration, configuration, deployment, 

and extensibility of these components (Otto, Boris, et al., 2019). 

In addition, the Reference Architecture Model comprises three perspectives that need to be 

implemented across all five layers: Security, Certification, and Governance (Otto, Boris, et al., 

2019). 

2.3. Interoperability Framework for Digital Manufacturing Platforms  

Wajid and Bhullar (2019) reviewed interoperability across digital manufacturing platforms. Many 

different manufacturing companies intent to build mixed heterogeneous systems by using different 

platforms, vendor specific technologies, or closed standards. Often the involved platforms and 

technologies are closed in nature of commercial reasons, which creates interoperability issues 

particularly concerning cross platform connectivity, utilisation of software applications, and data 

across multiple platforms.  

A platform interoperability framework is proposed in Figure 2 which is designed for 

interoperability of vertical digital manufacturing platforms. A three tier hierarchy includes the 

platform tier at the bottom, the application tier at the middle, and the integration tier at the top.  

 
Figure 2. Interoperability Framework for Digital Manufacturing Platforms (Wajid and Bhullar, 2019) 

The platform tier focuses on the separation of ‘identification’ from ‘services’ to allow shared access 

across different platforms. Approaches for single sign-on, policy based access and user right 

management can all contribute towards interoperability at this level (Wajid and Bhullar, 2019). The 

application tier should focuses on to sharing the application and services with users with right to 

access the platforms, either locally or through remote access (Wajid and Bhullar, 2019). The 

integration tier can dealing with heterogeneous standards, interfaces and communication protocols. 

The use of standards at all stages of the information/data flow can allow the applications, tools and 

services to be interoperable in an ecosystem environment (Wajid and Bhullar, 2019). 

In general, the platform tier could be control by the shared access across different platform, 

which is not always could be supported by virtual factory management in the FIRST project. The 

applications and services at the application tier are described as manufacturing assets in the FIRST 

project. The services at the integration tier can be treated as the manufacturing services or the main 

services at the interoperability framework in the FIRST project. 
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2.4. FIWARE SMART industry Architecture  

Open-sourced platform, FIWARE (2018) have constructed an architectural model in Figure 3. At 

shop floor level, there are various machines and systems that will collect data to be processed by the 

IoT agents, RTPs and System adapters. FIWARE uses its own context broker known as Orion. This 

is a software component that can be applied to any SMART solution and allows data producers to 

submit context information such as metadata in a decentralized way. The consumers can then query 

and retrieve context information from the Orion Broker (CEF Digital, 2019). Large scale big data 

processing engines such as Hadoop are then used along with business intelligence platforms to 

enable key performance indicator monitoring and for algorithms to be performed on the data sets. 

At the top right, FIWARE could also access IDS through IDS connector for the data required from 

the third organisations in the system.  

 
Figure 3. FIWARE SMART industry Architecture (FIWARE, 2018) 

2.5. Sources of further information 

 Industry 4.0 standards website: http://i40.semantic-interoperability.org/ 

 Github details: https://i40-tools.github.io/StandardOntologyVisualization/index.html 

 “official” website: https://www.zvei.org/en/subjects/industrie-4-0/the-reference-architectural-

model-rami-40-and-the-industrie-40-component/ 

 DIN SPEC 91345:2016-04 

http://i40.semantic-interoperability.org/
https://i40-tools.github.io/StandardOntologyVisualization/index.html
https://www.zvei.org/en/subjects/industrie-4-0/the-reference-architectural-model-rami-40-and-the-industrie-40-component/
https://www.zvei.org/en/subjects/industrie-4-0/the-reference-architectural-model-rami-40-and-the-industrie-40-component/


H2020-MSC-RISE-2016 Ref. 6742023 Page 10 
 

3. Dynamic on-the-fly switching between streaming data sources for 

distributed big data analysis and data source interoperability 

The number of data producing devices, continues to keep growing each year. Due to the growth of 

such devices, the amount of data being gathered also grows (Chen, Mao, and Liu, 2014), (Hashem 

et al. 2015). The data that is produced has to be analysed, since it might provide valuable insights 

(Assunção, 2015)( Provost and Fawcett, 2013).  

Analysing the vast amounts of data on a single computer is not possible anymore, due to long 

processing times. Instead, distributed data processing frameworks have been developed which 

provide the necessary tools and abstractions to make it easier for developers to fulfil their data 

processing needs in a distributed fashion. Distributed data processing frameworks have reduced the 

processing times significantly, since data processing is now done in parallel instead of on a single 

computer (Kambatla et al. 2014). The reduction in processing time might prove valuable to 

companies that require obtaining possibly valuable insights extracted from the gathered data. The 

distributed data processing frameworks give developers the tools to write data processing scenarios, 

in which is described how to retrieve and process data, after which the distributed data processing 

frameworks takes care of efficient distributed data retrieval and processing. 

Making changes to a running processing scenario might often be necessary, especially when it 

comes to the data sources from which the processing scenario retrieves data to process. For example, 

due to external changes with respect to the processing scenario, the data sources from which data is 

retrieved might need to be re-configured. When talking about sensors as data sources it quickly 

becomes clear that dynamic reconfiguration functionalities are very useful: new and more accurate 

sensors might become available as data sources, which have to be added to the processing scenario, 

after which older less accurate sensors might need to be removed as data sources, since they are 

obsolete. 

However, in current distributed data processing frameworks once a processing scenario is 

started, changes can only be introduced by stopping and restarting the processing scenario. This is 

unacceptable in environments where the results of the processing analysis are expected in real-time 

or when the processing of data simply cannot be stopped due to its business critical nature. 

Therefore, the need for the functionality of dynamically switching data sources becomes clear.  

Extensions in the form of libraries have been developed to support dynamic re-configuration 

functionalities not natively supported by the currently available distributed data processing 

frameworks. However, such solutions require the use of said frameworks and not all frameworks 

support such an extension. A generic approach for supporting the dynamic reconfiguration for 

streaming data sources would be very valuable, not imposing any requirements on the choice of 

distributed data processing framework. 

This research presents an approach which aims to make it possible to dynamically manage 

streaming data sources without the need of restarting a processing scenario, whilst being truly 

generic by not posing any requirements on the choice of existing distributed data processing 

frameworks or streaming data source, hence providing a generic and interoperable solution for 

modern data science. 

3.1. Problem statement  

Current distributed data processing frameworks lack the ability to switch between streaming data 

sources dynamically. Once the processing scenario has been started, changes in streaming data 
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sources can only be introduced by stopping and restarting the processing scenario. The process of 

stopping and restarting causes downtime with respect to processing, during which no insight into 

the data can be provided. To solve this issue, the following problems are defined: 

RQ1: Is there a feasible approach to dynamically switching between streaming data sources 

without restarting the processing scenario? 

 

RQ2: What is the most suitable approach to dynamically switching between streaming data sources 

in terms of architecture and tools? 

Since there is currently no system available which solves the aforementioned problems in the 

context of distributed data processing, a new system needs to be built. Based on the stated problems, 

a set of requirements is introduced which the new system needs to fulfill to be regarded as a feasible 

solution. The set of requirements can be found in Table 1. 

Table 1. Requirements which have to be met to realize a solution which allows for dynamically switching 

streaming data sources 

Requirement Description 

Dynamic The system should allow dynamically switching between streaming data 

sources without the need of restarting the processing scenario 

Generic The system should be generic in that no requirements are posed with regards to 

using certain data sources or certain distributed data processing framework 

Scaleable The system should be scalable and run in a distributed fashion 

Versioned The system should have a mechanism in place for versioning data source 

switches and integrations, since dynamically switching data sources influences 

the result of and might cause incompatibilities with the processing scenario 

Provenanced The system should have a mechanism in place for providing provenance about 

the data being integrated into the system, so the realisation of results of a 

processing scenario can be reasoned about 

Extensible / 

interoperable 

The system should be extensible both in that new types of data sources and 

new types of distributed data processing frameworks can be integrated into the 

system without making core modifications to the system 

Usable The system should not require significant changes on the side of the processing 

scenario to be compatible with the system 

3.2. Approaches  

Distributed data processing frameworks support two kinds of processing types with respect to data 

sources: batch data processing and streaming data processing. In this paper the main focus will be 

on dynamic reconfiguration of streaming data sources, since the number of IoT devices which 

produces streams of events grows steadily without solutions for dynamic re-configuration, as op- 

posed to batch data source for which extensions for existing distributed data processing solutions 

already exist, albeit in a non-generic form.   
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There are several approaches for realizing dynamic reconfiguration of streaming data sources.  

One approach would be to extend the core functionality of existing distributed data processing 

frameworks. For example, an extension to Apache Spark (2019), called dynamic-spark (Lazovik et 

al., 2017) has been developed which follows this approach. Although the approach works, it is 

specific to Apache Spark and its framework native concepts, meaning that extensions for other 

popular distributed data processing frameworks like Apache Flink (2019), Apache Storm (2019), 

Apache Beam (2019), Apache Hadoop MapReduce (2019) have to be developed and maintained 

separately. Therefore, another approach is proposed which is independent of the choice of 

distributed data processing framework, providing a more generic solution. A set of requirements is 

defined which should be met by the proposed solution. 

Related literature is examined, to see how current solutions meet the set of requirements. Also, a 

thorough examination of the available tools in the area of distributed computing will be presented.  

Due to rapid innovations of tools in this area, there is a lack of discussion of the applicability and 

usefulness of said tools in recent literature with respect to realising for example the proposed 

solution. 

An implementation of the proposed solution is provided. The solution aims to integrate several 

existing tools, which should provide a solid basis for the solution. Kubernetes (2019), a platform for 

orchestrating distributed applications, will provide solid primitives for running our solution in a 

distributed fashion, whilst also allowing for native extensions to be developed through a recent 

development known as operators (CoreOS, 2019). For realizing a generic and scale-able interface 

from which any currently popular distributed data processing and futures ones can retrieve data, we 

will rely on Apache Kafka (2019) which has proven to be most successful distributed streaming 

platform. For integrating streaming data sources we will use Apache Camel (2019), the most 

popular integration framework with support for a vast amount of heterogeneous data sources, under 

which streaming data sources. The tools will be combined with the required business logic to offer 

the functionality of dynamically switching data sources. 

The achieved solution is analysed and its strengths and weaknesses will be discussed, which 

will finally lead to the proposal of opportunities for future work. 

3.3. Architecture 

Supporting dynamic data source switching functionality needs several problems to be solved, whilst 

accounting for the set of requirements posed in Table 1. Through a discussion of the set of 

requirements an architecture for the system is proposed. 

First, the system should be dynamic in terms that it should be possible to dynamically switch 

between data sources without restarting the processing scenario. Next, the system should be generic 

in the sense that no requirements are posed with regards to which streaming data sources and which 

distributed data processing framework should be used. Also, the system should provide a high level 

of usability, such that users are not expected to make significant changes to their processing 

scenario to integrate with the system. To fulfill these requirements, an additional layer between the 

processing scenario and the data sources should be realized. By inserting this additional layer, the 

control over how streaming data sources are integrated and made available to the processing 

scenario is now lies with this additional layer. The additional layer will be called the Dynamic Data 

Provider from now on. The position of the Dynamic Data Provider between processing scenario’s 

and data sources can be seen in Figure 4. 
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Figure 4. A high-level overview of how the Dynamic Data Provider acts as an additional layer between the 

processing scenario’s and the data sources 

The Dynamic Data Provider provides a generic interface for describing how heterogeneous data 

sources should be integrated. After data sources have been integrated, the Dynamic Data Provider 

then provides a generic interface to which processing scenarios can connect to retrieve the 

integrated data. By using the Dynamic Data Provider it becomes possible to apply business logic to 

how data sources are being integrated and made available to processing scenarios. Also, by 

introducing such a Dynamic Data Provider such business does not have to be embedded into the 

processing scenario. By constructing the Dynamic Data Provider, it becomes possible to fulfil the 

dynamic, generic, extensibility and usability requirements. 

In short, the research presented in this section has been focused on the feasibility of dynamically 

switching between streaming data sources in the context of distributed data processing. By posing a 

set of requirements, architecture was proposed which lead to an implementation. The 

implementation was discussed based on whether the requirements were fulfilled.  

We conclude by answering research questions which were posed at the beginning of this section. 

There is indeed a feasible approach to dynamically switching between streaming data sources. By 

giving a thorough reviewing literature and tools, together with defining a set of requirements, the 

most suitable approach was determined and converted into architecture. By using Kubernetes as a 

basis, which allows for a high level of extensibility and interoperability through the Operator 

Pattern, in combination with Apache Camel, Apache Kafka and the custom business logic required 

to fulfill the versioning and provenance requirements, a very suitable approach is achieved. 

Although the feasibility of the system is shown, there are still many opportunities for future work. 
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4. Manufacturing Assets/Services Classification for Interoperability of 

Virtual Factory 

Multiple manufacturing domains encompass a wide variety of systems where each of them has their 

own formats, concepts, relationships, data structures, syntaxes and semantics. This brings in 

complexity and limits interoperability across domains. While they may perform flawlessly within 

their standalone applications, they do not fare well when there is a need to share knowledge. This 

identifies the need to address interoperability problems and more specifically minimize the semantic 

mismatches.  

These issues have been historically tackled in the data management research area where the 

main addressed problem is to effectively manage heterogeneity in a dynamic context while 

preserving the autonomy of the data sources. Given a collection of disparate and distributed data 

sources, two main approaches exist: either to provide a unified view (i.e., data integration) or to 

enable the exchange of data among them (i.e., data exchange) (De Giacomo, Lembo, Lenzerini, 

Rosati, 2007). In this context, the main difficulty lies in the fact that there is no agreement on the 

adopted data management systems, data models and languages, the vocabularies and structures used 

to describe the data (often denoted as schema) and the semantics of data values. Relationships 

between the data exposed by heterogeneous information systems are usually expressed through 

mappings that are declarative specifications spelling out the relationship between a target data 

instance and possibly more than one source data instance (Kolaitis, 2018). The most interesting 

proposals that can be exploited to support interoperability of virtual factory are dataspaces (Franklin, 

Halevy, Maier, 2005), peer data management systems (Cudre ́-Mauroux, M. T. Ozsu, 2009), and 

polystores (Gadepally et al., 2016), (Wang et al., 2017). 

However, interoperability of virtual factories exhibits peculiar characteristics, and in the 

literature we can find specific approaches that aim at tackling those issues. The paper (Szejka, 

Canciglieri, Panetto, Loures, & Aubry, 2017) provides a systematic literature review to identify the 

main researches and the milestones reference works on semantic interoperability when industries 

need to effectively share heterogeneous information during Product Development Process (PDP) 

within and across their institutional boundaries. Although there are multi-perspectives to PDP, this 

research considers the semantic interoperability issues between the product domains and the 

different phases of PDP since they naturally overlap each other and are related to the same product. 

After a careful evaluation of more than 3600 scientific articles with high impact factor, the analysis 

and categorisation pointed out 14 articles and 8 authors that were the most relevant researches and 

the milestones references in the studied area, presenting the knowledge boundaries of this field and 

offering opportunities to extend it. The authors of this study conclude that key scientific topics to be 

explored in this research field are: (i) heterogeneous information from multiple domains that should 

be concurrently related to Product Design and Manufacturing may be formalised in a rigorously 

defined set of shareable core concepts in an ontological approach and applicable in a semantically 

interoperable manner; and (ii) heterogeneous information relationships from multiple domains 

concerning Product Design and Manufacturing may be simultaneously mapped via sets of 

interoperable mechanisms (semantic rules) for sharing, converting and translating information.  

As a matter of fact, different works adopt ontological approach as a common ground for the 

formal specification of the involved assets and services. Inspired by (Szejka, Canciglieri, Panetto, 

Loures, & Aubry, 2017) we report the 10 most relevant approaches in the literature.  
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Table 2. Comparison of the approaches 

Approach Main ontological 

approach 

Ontology 

construction 

Ontology 

exploitation 

Reasoning 

Panetto 

2012 

Knowledge-driven 

ontology merging 

Merging of the 

STEP Standard 

(ISO 10303) and 

IEC 62264 

 First Order 

Logic 

Lu 2014 Knowledge-driven 

ontology merging 

Merging of ISO 

ontologies 

Manufacturing 

resources 

virtualization and 

resource retrieval 

 

Saha 2017 Ontology 

specification 

Proposal of a 

Product Lifecycle 

Ontology (PLO) 

 Formal logic 

Chungoora 

2013 

Model-driven 

ontology 

construction 

Proposal of the 

Manufacturing 

Core Ontology  

 Integrity 

checking 

Szejka 

2016 

Ontology-based 

Interoperable 

Product Design and 

Manufacturing 

System 

 Semantic 

reconciliation and 

mapping of 

existing ontologies 

 

Liao 2014 Semantic 

annotations of 

PLM models 

 Semantic 

annotation 

Creation of 

reasoning rules 

 

Belkadi 

2012 

Model-driven 

meta-model 

specification for 

ontology 

integration 

 The meta-model is 

exploited as 

ontology 

 

Canciglieri 

2010 

Mapping method 

for domain 

ontologies 

   

Chen 2010 Knowledge 

integration and 

sharing for 

collaborative 

moulding product 

design and process 

development 

Proposal of an 

IDEF0-based 

ontology  

Ontology-based 

knowledge 

integration and 

mapping between 

the global ontology 

and the local ones 
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Kim 2006 ontology-based 

assembly design 

Assembly 

Relational Model 

(ARM) 

enhancement 

 SWRL/OWL-

based 

reasoning 

Table 2 summarizes the features of the approaches and compare them. The adopted criteria for the 

comparison are the following: (1) Main ontological approach: brief description of the main 

contribution related to the adoption of ontologies; (2-4) the other criteria relate to the ontological 

issues addressed in the corresponding work and concerns three main aspects: ontology construction, 

ontology exploitation and reasoning. If the surveyed paper deals with the corresponding issue, a 

brief description of the adopted approach is provided, it is empty otherwise. We briefly describe the 

10 approaches; we remark that all could be suitable to be adopted in the FIRST project and in 

related researches. 

Panetto, Dassisti, & Tursi, (2012) proposes a methodology for a knowledge representation 

process to feed concepts into an ontological model. The methodology is made up of two main steps: 

the first one consists in conceptualising existing standards, related to product technical data 

modelling for the definition of products information, providing a ‘‘product-centric’’ information 

model to represent knowledge and concepts. These concepts can be processed by several enterprise 

applications within a manufacturing environment: the standards considered for this purpose were 

the STEP Standard (ISO 10303) and IEC 62264. The first step is based on a syntactical analysis, to 

compare the instances defined in both standard models and then comparing properties of the shared 

objects, based on semantic analysis. In this step, mappings between the involved standards were 

manually designed and then verified through the formalization in First Order Logic (FOL). Taking 

into account the previous FOL axioms of standard models and the concepts mapping between them, 

the second step is then to formalize this proposed ‘‘product-centric’’ information model in terms of 

a Product Ontology. 

 
Figure 5. Classification of manufacturing resources  (Lu, Qun, Chirpreet, Xu, & Ye, 2014) 

Lu et al. (2014) presents an ontology-based approach to enabling sematic interoperability 

throughout the whole process of service provision in the cloud. Indeed, cloud is changing the way 

enterprises do their businesses in that dynamically scalable and virtualised resources are provided as 

consumable services over the internet. Consumers can request services ranging from product design, 

manufacturing, testing, management and all other stages of a product life cycle. Service providers 

can come together to form a temporary alliance to take manufacturing jobs. In terms of information 

and knowledge sharing, the most straightforward approach is to use the STEP standard (ISO10303). 

The paper proposes ontology for cloud manufacturing that incorporates some of the parts of 
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STEP/STEP-NC. The proposed classification of manufacturing resources is shown in Figure . The 

paper also discusses how the proposed ontology facilitates manufacturing resources virtualization 

and resource retrieval. 

 
Figure 6. The IPDMS architecture  (Saha, Usman, Jones, Kshirsagar, & Li, 2017) overall framework solution 

Saha et al. (2017) proposes a formal ontology to support interoperability across multiple product 

lifecycle domains. A formal ontology is computer interpretable through the use of constraints for 

restricting the meaning of the terms and has the capability to deduce new knowledge from existing 

knowledge using inference rules. The proposed formal ontology, Product Lifecycle Ontology (PLO), 

provides the base for knowledge sharing across design, machining, assembly, welding, and 

inspection domains. The overall working framework is shown in Figure 6. Data entries are fed 

through the data assertion module into the PLO. Based on the user’s requirements embedded 

through formal logic and the populated knowledge, PLO makes inferences and provides feedback to 

support decision making.  

 
Figure 7. PLO specialization levels  (Saha et al., 2017) 
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The proposed solution PLO uses a layered approach for the different kinds of concepts as shown in 

Figure 7 at the foundation level concepts are generic enough to be applicable for all kinds of 

products and across all the stages of the product lifecycle e.g. Event, activity, quantity, object, etc. 

This level is specialized into a core concepts level comprising of core manufacturing concepts 

acting as reference concepts for multiple product lifecycle domains e.g. Product, component, part, 

dimensions etc. The final level of specialization is the domain specific level comprising of concepts 

which are more specific for particular domain of design, machining, assembly, welding and 

inspection such as inspection feature, drilling feature etc.  

Chungoora et al. (2013) addresses interoperability of semantics and knowledge in Product 

Lifecycle Management (PLM), in the direction towards knowledge-driven decision support in the 

manufacturing industry. The proposed approach identifies a concept based on Model Driven 

Architecture (MDA), Model Driven Interoperability (MDI) and ontology-driven specifications in 

order to achieve manufacturing system interoperability and knowledge sharing across multiple 

platforms in the product lifecycle. They rely on the expressive power of the Extended Common 

Logic Interchange Format (ECLIF) as ontology language. The proposed approach is part of the 

Interoperable Manufacturing Knowledge Systems (IMKS), whose architecture is reported in Figure 

8. The system relies on three models: the Computation Independent Model (CIM), the Platform 

Independent Model (PIM) and the Platform Specific Model (PSM). The MDA implies that the 

models are transformed from the high level (requirements) to the low level (implementation). One 

of such transformation is from a UML class diagram to ECLIF expression, exploiting the already 

mention ontology. 

 
Figure 8. The IMKS model-driven concept (source: (Chungoora et al., 2013)) 

Szejka et al., (2016), the same authors of the previously-mentioned survey, proposed an 

Interoperable Product Design and Manufacturing System (IPDMS) concept based on a set of 

engineering domain ontologies and sematic mapping approaches, in order to support semantic 

interoperability of information in the different phases of the Product Development Process (PDP). 

They adopt a model-driven approach. The application view is used to support the information 

sharing between product design and manufacturing and verify the accordance with product 

requirements. Figure 9 reports the architecture of the IPDMS, which is composed of four views: (i) 

Foundation View; (ii) Application View; (iii) Semantic Reconciliation View; and (iv) Constraints 
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View. The three phases of PDP are exposed on the box A in the figure: (i) Conceptual Design Phase; 

(ii) Tooling Design Phase; and (iii) Manufacturing Design Phase. IPDMS works based on formal 

models and semantic reconciliation trough the semantic mapping concepts. 

 
Figure 9. The IPDMS architecture  (Szejka et al., 2016) 

Liao et al., (2014) proposes a formalisation of semantic annotation for system interoperability from 

the view of different domains in a Product Life Cycle Management environment. The formalisation 

made explicit the tacit knowledge in application models and provided support for all activities 

during the product life cycle. Semantic links are established with different domains and potentially 

contributes to semantic interoperability across PDP, even though this approach did not depict the 

information interoperability across PDP. Figure 10 reports the meta-model of the semantic 

annotation exploited by this approach. 

 
Figure 10. The meta-model of the semantic annotation (Liao et al., 2014) 
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Belkadi et al., (2012) proposed an approach based on a meta-model to manage the integration of 

heterogeneous knowledge models of field experts in a process that aims at being collaborative. In 

Figure 11, Figure 12 and Figure 13 the meta-models exploited in the approach are reported, 

respectively the core, the data and the collaboration meta-models. Such a distinction represents the 

differences between the core concepts of knowledge and additional elements. It represents the 

relation between these concepts and between concepts of heterogeneous experts’ models. The 

proposed approach leverages the communication between different tools. One drawback of the 

approach is that it does not consider information interoperability between different processes; 

however, the approach works with core concepts and semantic mapping that are used to support the 

heterogeneity of information between models, which currently occurs during a collaborative project. 

 
Figure 11. The Meta-Model Core (MMC)  (Belkadi et al., 2012) 

 
Figure 12. The Data Meta-Model (DMM) (Belkadi et al., 2012). 

 
Figure 13. The Collaboration Meta-Model (CMM) (Belkadi et al., 2012). 

Canciglieri and Young, (2010) proposed a model-driven approach based on conceptual multiple 

views, an object-oriented model and UML. They aim at mapping information relationships between 
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designs and manufacturing domains based on translation mechanisms. Each mechanism had a 

specific knowledge, which was responsible for translating the information from one view to another. 

Even if the proposed approach is interesting for interoperability, it seems to be limited to specific 

domains; however, the information structure and the translation mechanisms could be applied to 

interoperability in product design and manufacturing. 

Chen Y. J., (2010) presented an approach to develop knowledge integration and sharing 

mechanism for collaborative product design and process development. The approach is focused on 

moulding manufacturing. It includes three steps: the first is the modelling of collaborative moulding 

product design and process development process; the second aims at defining an ontology-based 

knowledge model, reported in Figure 14; the third is the design, development and implementation 

of a framework for knowledge integration and sharing, see Figure 15. The result of this approach 

significantly contributes to the semantic interoperability in product design and manufacturing 

framework based on ontological approach. 

 
Figure 14. Ontology-based knowledge model (Chen, Y. J., 2010) 
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Figure 15. Schema of knowledge concept (ontology) (Chen, Y. J., 2010) 

Kim, Manley, Yang, (2006) proposed a specific ontology for assembly design (AsD), reported in 

Figure 16. Such an ontology is a formal and explicit specification of AsD, with the twofold aim of 

making assembly knowledge machine-interpretable and of sharing the knowledge itself. An 

Assembly Relation Model (ARM) is defined, exploiting ontologies that represent engineering, 

spatial, assembly and joining relations of assembly, leveraging the information sharing and the 

collaboration in assembly environments. In the proposed AsD ontology, implicit AsD constraints 

are explicitly represented using OWL (Web Ontology Language) and SWRL (Semantic Web Rule 

Language). Even if this approach was limited to the assembly domain, the integration of OWL and 

SWRL is interesting and it can be potentially adopted in Product Design and Manufacturing to 

overcome the semantic interoperability issues.  

 
Figure 16. AsD ontology class hierarchy  (Kim, Manley, Yang, 2006) 
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5. Manufacturing Assets/Services Discovery and Composition 

Methods for Interoperability of Virtual Factory  

Digital factory aims at using digital technologies to promote the integration of product design 

processes, manufacturing processes, and general collaborative business processes across factories. 

An important aspect of this integration is to ensure interoperability between machines, products, 

processes, and services. A digital factory consists of a multi-layered integration of the information 

related to various activities along the factory and related resources. Actors can fall in different 

categories, being humans (i.e., final users or participants in the production process), information 

systems or industrial machines. These physical entities must have a faithful representation in the 

digital world, usually referred to as digital twins. 

A digital twin (DT) exposes a set of services allowing to execute certain operations and produce 

data describing its activity. We can imagine these data stored in a factory data space together with 

other information, e.g., data available from the company and production history, worker suggestions 

and preferences. Such services are typically used to query or manipulate the state of the system, and 

associated data are leveraged for diagnostics and prognostics. The availability of DT services and 

data can have a huge impact on the design of manufacturing processes, by allowing automatic 

recovery and optimization, and even automatic composition of the intermediate steps for achieving 

a production goal. 

Inspired by the research about automatic orchestration and composition of software artefacts, 

such as Web services, we argue that: (i) an important step towards the development of new 

automation techniques in smart manufacturing is the modelling of DT services and data as software 

artefacts; (ii) the principles and techniques for composition of artefacts in the digital world can be 

leveraged to improve automation in the physical one. 

A crucial difference between traditional software artefacts used in composition techniques and 

DTs is that DTs may not share the same view of the world. Modern information systems and 

industrial machines may natively come out indeed with their digital twin. In other cases, especially 

when the approach is applied to already established factories and production processes, digital twins 

are obtained by wrapping actors that are already in place. In such scenarios, data management 

techniques (including integration and exchange) are a key ingredient for DTs interoperability. 

Properties of DTs. DTs are commonly known as a key enabler for the digital transformation in 

manufacturing, however, in the literature, there is no common understanding concerning this term. 

Different definitions agree on features such as (i) connectivity, i.e., the ability to communicate with 

other entities and digital twins, (ii) autonomy, i.e., the possibility for the DT to live independently 

from other entities, (iii) homogeneity, i.e., the capability, strictly connected to the autonomy, that 

allows to use the same DT regardless of the specific production environment, (iv) easiness of 

customization, i.e., the possibility to modify the behaviour of a physical entity by using the 

functionalities exposed by its DT, and (v) traceability, i.e., the fact that a DT leaves traces of the 

activity of the corresponding physical entity. 

Therefore, the concept of DT can be seen as an evolution of the one of (Web) service, and it 

constitutes a cornerstone for integration in digital factories In this chapter, we therefore review the 

discovery and composition methods for interoperability of digital factories, by presenting a compact 

overview of the state-of-the-art of the scientific and technical research in these fields. 

5.1. Service discovery  
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In IoT environments, as those ones deployed in digital factories, devices are connected to the 

Internet to provide services. IoT devices can be anything, i.e., sensors, RFID tag, RFID reader, 

actuators, etc. The different IoT devices may use different wireless/wired technology to transmit 

data to cluster head, i.e., WLAN, ZigBee, NFC, Zwave, WiFi. These devices may be different in 

sizes, computational capability; hence heterogeneity will be the major challenge. Users/clients 

access a service depending on their requirements, hence selecting the appropriate service from a 

large number of available services is an essential design parameter.  

As discussed in (Shinde and Olesen, 2018), the traditional service discovery methods are not 

applicable to IoT environment due to its different requirements, hence it is important to review 

different discovery mechanisms. Shinde and Olesen (2018) specifically reviews different 

approaches and highlights recent ones, e.g., Pal et al, (2012) using Latent Semantic Indexing, 

Cassar et al. (2014) using Service Transaction Matrix and Latent Dirichlet Allocation, Meditskos 

and Bassiliades (2010) using Term Frequency and Inverse Document Frequency and web context 

generation, and Segev and Sheng (2012) using group-based service request forward approach, 

which are the more promising also for digital factories. 

Another interesting recent survey is provided by (Abdellatif et al., 2018), in which the focus is 

on the architecture. In directory based architecture (i.e. centralized architecture), a common entry 

point for users and service providers is introduced. Its main functionality is the registration and 

selection of services. This type of solutions often suffers from a lack of scalability, and fault 

tolerance. Researchers addressed this problem by distributing the workload on a number of 

interconnected cooperating directories (i.e. distributed architecture), which guarantee a better 

performance. A wide range of solutions make use of P2P connection, between these distributed 

directories, while other solutions maintain a master-slave relation, forming a hierarchy of directories 

(i.e. hierarchical architecture), governed by a root element usually referred to as global directory. 

In digital factories, hierarchical architectures or distributed architectures seem the most 

promising ones, especially taking into account their natural matching with Digital Twins. 

5.2. Service composition.  

As time passed, Web Service technologies matured and organizations started to embrace services to 

outsource common parts of their application functions. Moreover, Web Service composition has 

become the most promising way to support business-to-business application integration. Web 

Service composition refers to combining outsourced Web Services to offer new, value-added 

services. Composition differs from traditional system integration, i.e., via Enterprise Application 

Integration technologies – in which applications tightly engage each other in a white/grey box 

fashion – while Web Services promote integration in a black-box fashion. Several initiatives have 

been conducted to provide platforms, frameworks and languages to enable loose- coupled 

integration of heterogeneous systems, mostly for SOAP- based Web Services. This encompasses a 

wide set of standards, such as WSDL (syntactic service description), UDDI, OWL-S (semantic 

service specification), and BPEL for workflow-based representation of service compositions where 

bindings between services are known beforehand. 

However, stakeholders disagreed in materializing these solutions, mainly due to a lack of widely 

accepted usage standards (Daniel et al., 2008; Bozkurt et al. 2013; Rauf et al., 2008). Particularly, 

organizations often develop and/or describe Web Services using different interface specification 

practices and concept models. From the specification practices point of view, unless appropriately 

specified by providers, service meta-data can be counterproductive and obscure the purpose of a 

service, thus hindering its adoption. These phenomena are known as anti-patterns, or indicators of 
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poor-quality service interfaces (Rodriguez et al., 2012) that entangle definition and analysis of Web 

Services and compositions. From the concept models point of view, different approaches model 

Web Service compositions using domain specific languages and new modelling notations. Such ad 

hoc modelling methods are hard to learn and use, and often have a very limited tool support 

available (Rauf et al., 2008). 

Recent surveys (Lemos et al., 2015; Mohr, 2016) include composition methods, specifically 

focusing on SOAP-based methods. 

In the last few years, RESTful (REpresentational State Transfer) services appeared as a 

lightweight and cost- effective alternative for SOAP-based services. Lightweight RESTful services 

are designed to ease consumption, composition and building of community-driven services 

(mashups). Garriga et al., (2016) analyses and compare existing proposals in the RESTful service 

composition area. This area is fairly new and remains somewhat unexplored, evidenced by the 

lower number of mature proposals compared to SOAP-based service composition, but the area is 

growing at a rapid pace and has interesting practical implications. They have defined two sets of 

features to guide the analysis, covering functional and non- functional characteristics found in both 

SOAP-based and RESTful composition approaches.  

Interestingly, their conclusions are as it follows: 

 RESTful composition approaches are fairly new but a very fast significant maturation is 

expected in the following years. The first approaches appeared in 2008 and their number is 

gradually increasing year by year. Meanwhile, RESTful service composition is experiencing a 

transition to a robust and holistic framework. In addition, recent efforts have demonstrated the 

potential of integrating both SOAP-based and RESTful Web Services in a proper new service 

ecosystem or “Internet of Services”, in which machine-readable descriptions allow automatic 

discovery, composition and communication of collaborative services. The adoption of SOA 

principles also allows for decomposing complex and monolithic systems into ecosystems of 

simpler and well-defined services. The use of principles such as common interfaces and 

standard protocols gives a horizontal view of an enterprise system.  

Notably the current trend of technologies for Digital Twins is to expose their functionalities via 

RESTful interfaces, so basically all the evolution of RESTful composition can be leveraged in 

the digital factory domain. 

 They found different perspectives in the “REST vs. SOAP” debate. However, according to 

different authors, the alleged debate seems meaningless, since RESTful and SOAP-based 

services have different objectives, are better suited for certain contexts, and can even be used in 

conjunction (Vinoski, 2007; Pautasso et al., 2008). Individually, RESTful services can be more 

scalable, reliable and visible, and better fitting for ad hoc integration at Internet-scale. However, 

composition approaches built upon RESTful services may lack some of these properties – e.g., 

scalability. SOAP-based services can be used for enterprise level application integration where 

QoS, reliability and message-level security are critical (Pautasso et al., 2008; Lanthaler and Gutl, 

2010). Recent efforts in large-scale legacy system migration to services have demonstrated the 

suitability of SOAP-based technologies and standards (Rodriguez et al., 2013). In this sense, 

both perspectives could benefit each other: incorporating concepts from SOAP-based 

composition will endow the Web 2.0 platform with a powerful and highly usable integration 

paradigm; while REST architectural principles – and the Web platform as a whole – may enrich 

the enterprise community by integrating RESTful services with traditional back-end systems 

(Rosenberg et al., 2008). 

 RESTful services still suffer from shortcomings on semantically describing, finding and 

composing services as well as the absence of a holistic framework covering the entire service 

lifecycle. The main reason for these issues is the lack of an agreed standard to materialize 
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RESTful services and compositions. None of the proposed approaches or their satellite 

languages has gained broad support so far (Lanthaler and Gutl, 2010). Consequently, it is 

expected that research efforts in the area will focus on addressing these issues, which are indeed 

critical for the success of RESTful services and compositions. Probably specific standards for 

specific domains will emerge, e.g., in the Digital Factory domain. 
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6. FIWARE Overview 

6.1. Overview 

All information about FIWARE is summarized from (FIWARE Developers, 2019), (FIWARE 

Academy, 2019) and (Fox, J., 2019). 

FIWARE is an open source platform for building smart solutions gather data from many 

different sources (including but not limited to IoT) to build a “picture” of the real world and then 

process and analyse that information in order to implement the desired intelligent behaviour (which 

may imply changing the real world) (FIWARE Developers, 2019). There are five components, 

namely context processing, analysis and visualization at the top of Figure 17; core context 

management (context blocker) at the middle top of Figure 17; Internet of Things (IoT), robots and 

third-party systems at the bottom of Figure 17; data/API management, publication and monetization 

at the right of Figure 17; and development tools at the left of Figure 17.  

 
Figure 17: FIWARE platform architecture overview (FIWARE Academy, 2019)  

Core Context Management (Context Broker) allows you to model manage and gather context 

information at large scale enabling context-aware applications (FIWARE Academy, 2019). 

 Internet of Things (IoT), robots and third-party systems, defines interfaces for capturing updates 

on context information and translating required actuations. 

 Data/API management, publication and monetization, implementing the expected smart 

behaviour of applications and/or assisting end users in making smart decisions. 

 Context processing, analysis and visualization of context information, bringing support to usage 

control and the opportunity to publish and monetize part of managed context data. 

 Deployment tools support easing the deployment and configuration of FIWARE or third-party 

components and their integration with FIWARE Context Broker technology. 

Different components map into FIWARE GEs (Fox, J., 2019), i.e. development of context-aware 

applications (Orion, STH-Comet, Cygnus, QuantumLeap, Draco); connection to the Internet of 

Things (IDAS, OpenMTC); real-time processing of context events (Perseo); handling authorization 

and access control to APIs (Keyrock, Wilma, AuthZForce, APInf); publication and monetization of 

context information (CKAN extensions, Data/API Biz Framework, IDRA); creation of application 

dashboards (Wirecloud); real-time processing of media streams (Kurento); business intelligence 

(Knowage); connection to robots (Fast RTPS,Micro XRCE-DDS); big data context analysis 

(Cosmos); cloud edge (FogFlow); documents exchange (Domibus).   
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There is a need to gather and manage context information that allows the manufacturing process to 

be dynamic. The processing of that information and informing external actors, enables the 

information to actuate and therefore alter or enrich the current context in a virtual factory platform 

for the FIRST project. FIWARE allows for a pick and mix approach.  We are not forced to use 

these complementary FIWARE components but could use other third platform components to 

design a hybrid platform for FIRST.  

The FIWARE context broker component is the core of the FIWARE platform. It enables the 

system to perform updates and access to the current state of context. The Context Broker in turn is 

surrounded by a suite of additional platform components, which may be supply context data from 

diverse sources such as a CRM system, social networks, mobile apps or IoT sensors for example, 

supporting processing, analysis and visualization of data or bringing support to data access control, 

publication or monetization.  

In the context broker tier, the CRM information could be provided by Shuangchi Industry Co 

Ltd, social or selling trend information may collect by GK software and KM software, information 

of mobile apps and IT sensors can collect from manufacturers, retailers, and suppliers. 

In the Internet of Things (IoT) tier, robots and third-party systems, IoT access will supported by 

SSPU, KM, GK. CRM systems or KM MES systems may be provided by Shuangchi and KM 

respectively.  

In the context processing, analysis and visualization of context information tier, BU and RuG 

provides collaborative business process compliance analysis and verification.  SAPIENZA provides 

manufacture service discovery and composition services for building a virtual factory. UniMore, 

and SAPIENZA provide digital twine services. RuG can provide energy consumption and 

simulations.  

In the data/API management, publication and monetization tier, Unimore, GK, KM and SSPU 

could provide further data and API management for supporting all FIRST partners.  

In general, FIWARE context broker, Internet of things, data/API management tiers could 

support the FIRST data level interoperability. Supporting FIRST services/assets and process level 

interoperability need to locate at FIWARE context process, analysis and visualization of context 

information tier. 

6.2. Further reading 

Further readings related to FIRST interoperability framework development are: 

 FIWARE Architecture 

https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE_Architecture

#FIWARE_Architecture_Overview 

 Context Management Architecture 

https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Data/Context_Management_

Architecture#Architecture_Overview 

o FIWARE.ArchitectureDescription.Data.BigData 

o FIWARE.ArchitectureDescription.Data.ContextBroker 

o FIWARE.ArchitectureDescription.Data.CEP 

o FIWARE.ArchitectureDescription.Data.StreamOriented 

o FIWARE.ArchitectureDescription.Data.CloudMessaging 

o FIWARE.ArchitectureDescription.Data.OpenData 

o FIWARE.ArchitectureDescription.Data.SocialSemanticEnricher 

https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE_Architecture#FIWARE_Architecture_Overview
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE_Architecture#FIWARE_Architecture_Overview
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Data/Context_Management_Architecture#Architecture_Overview
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Data/Context_Management_Architecture#Architecture_Overview
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.BigData
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.ContextBroker
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.CEP
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.StreamOriented
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.CloudMessaging
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.OpenData
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.SocialSemanticEnricher
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o FIWARE.ArchitectureDescription.Data.SocialDataAggregator 

o FIWARE.ArchitectureDescription.Data.MetadataStore 

o FIWARE.ArchitectureDescription.Data.ElectronicDataExchange 

 Core context management: fundaments 

https://fiware-tutorials.readthedocs.io/en/latest/getting-started/index.html  

https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.SocialDataAggregator
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.MetadataStore
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/FIWARE.ArchitectureDescription.Data.ElectronicDataExchange
https://fiware-tutorials.readthedocs.io/en/latest/getting-started/index.html
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7. KMMES and Distributed Data Interoperability 

KM Manufacturing Execution System (KMMES) is a workshop-oriented management information 

system for manufacturing process management issues at the manufacturing enterprise workshop site, 

which is located between upper planning, design management system ERP/PDM and Underlying 

industrial control DNC/SCADA. Through the plan arrangement, instruction delivery, process 

control, information release and data acquisition of the manufacturing site, we can meet the clients 

of real-time visual control of the site, reduce errors, improve efficiency, continuously improve the 

manufacturing process and build a transparent workshop for enterprises from planning, design to 

manufacturing. 

1. Workshop resource modelling 

KMMES adopts the idea of object-oriented, to build a digital workshop resource model. It 

includes personnel modelling, equipment modelling, material modelling, production calendar 

modelling and man-hour modelling, etc. 

2. Equipment operation management 

KMMES combines DNC data acquisition and digital manufacturing terminal data acquisition to 

support equipment monitoring and management. 

3. Advanced planning scheduling 

KMMES offers low-volume, multi-variety, multi-process production dispatch planning modules 

that use reliable, high-performance optimized scheduling algorithms to help companies improve 

product delivery capacity while also handling complex production management issues such as 

emergency insertion, etc. 

4. Job execution management 

KMMES collects and generates process data in real time, and feeds them back to ERP/WMS 

and other systems to realize closed-loop visual control of the production process. 

5. Quality tracking management in production site 

Real-time, accurate and comprehensive delivery of quality information helps companies track 

the quality of production site in real time. 

6. Material tracking management. 

KMMES can manage raw materials, intermediate products, and finished products and tooling 

materials in the manufacturing process, and form linear inventory management in combination 

with planned scheduling; provide touch screen, barcode and other methods to collect material 

data to complete tracking of material status of the enterprise. Establish a timely and effective 

material distribution mechanism to reduce the standby time during manufacturing. 

7. Signboard monitoring. 

After processing the information of enterprise resource status and the processing tasks in the 

MES system, the on-site production process of workshop can be reappeared in real time from 

multiple angles and in all directions in the form of a graphical interface and a statistical list, 

according to the categories of virtual workshop, equipment monitoring and working condition 

monitoring. The production process, at the same time, the on-site production can be analyzed 

statistically and various report functions can be provided. 

8. System integration application and function extension. 



H2020-MSC-RISE-2016 Ref. 6742023 Page 31 
 

KMMES system supports data interaction and sharing with systems such as ERP, PDM, and 

CAPP, provides secondary development platform and an open system interface (API function 

set and functional components) for the Windows standard. 

7.1. KMMES Supports Distributed Data Interoperability Solutions 

KMMES is responsible for receiving the planning instruction information from the upstream ERP 

( Enterprise Resource Planning ) system, i.e., when and how many products are completed; and the 

product data management product information to be manufactured of the PDM system (Product 

Data Management) is sent to the MES , that is, what the product is like, including Product function, 

size, material, etc.; CAPP system ( Computer Aided Process Planning ) sends the product 

manufacturing method information to MES , that is, how the products are processed, the processing 

steps and the required process equipment (tools, fixtures, measuring tools, attachments) . In addition, 

the MES has data interoperability relationship with the shop floor information management system 

DNC (Distribution Numerical Control), the data acquisition and monitoring control system SCADA 

(Supervisory Control And Data Acquisition), and the warehouse management system WMS 

(Warehouse Management System), e.g., for example ,The MES distributes the CNC machining 

instructions in the CAM to the DNC system according to the production plan , and the CNC 

program will be downloaded to the CNC machine tool by DNC ; after receiving the information, the 

MES will arrange the production, and the current status of the workshop resources needs to be 

obtained during the scheduling (whether the equipment is normal or not ,Whether the personnel are 

on duty, whether the inventory is sufficient, etc.), and transfer the processing parameters to the 

processing equipment and testing equipment; after the processing is completed, the warehouse is 

entered and enters the ERP inventory management. The upstream and downstream of the MES are 

shown in Figure 18 below. 

PDM ERP CAPP

MES

DNC WMS SCADA ……

1 2 3 4

5 6 7 8

 
Figure 18. Logical relationship between MES and other information systems 

7.1.1. Data Interoperability 

Data Interoperability, also known as interoperability, refers to the ability of different computer 

systems, networks, operating systems and applications to work together and share information. 

There are different levels of interoperability, such as interoperability level syntax and semantic level 

of interoperability. 

In terms of interoperability types, besides the ability of two or more computer systems to 

exchange information, semantic interoperability can automatically and efficiently interpret 

intentionally and accurately exchanged information to produce useful results defined by the end 

users of the two systems. In order to achieve semantic interoperability, both parties must refer to a 
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common information exchange reference model. The content of the information exchange request is 

clearly defined: the content sent is the same as the content understood. The possibility of facilitating 

this result through user-driven fusion of different interpretations of the same information has 

become the subject of research prototypes (e.g. S3DB). 

In the field of software engineering, interoperability is used to describe the ability of different 

programs to exchange data through a common set of exchange formats, read and write the same file 

format, and use the same protocol. Lack of interoperability may be the result of a lack of focus on 

standardization in the programming process. In fact, in the non-standards-based part of the 

computing world, interoperability is not taken for granted (Contesti, D.L., et al. 2007). 

According to ISO / IEC 2382-01, the definition of interoperability in the basic terminology of 

information technology vocabulary is as follows: "In the case where the user is required to have 

little or no understanding of the unique characteristics of these functional units, the ability to 

establish communication mechanisms, execute programs or transmit data in each functional unit is 

required (SC36 Secretariat, 2003). This definition is somewhat ambiguous because the user of the 

program may be another program, and if the latter is part of an assembly that requires 

interoperability, it is likely that the program will need to be known. 

Economic loss may occur if standard/specification data interoperability is not used. For example, 

studies show that the US capital facilities industry suffers from a loss of data usage costs of $15.8 

billion annually due to insufficient interoperability. If competitors' products are not interoperable, 

the result is likely to be caused by monopoly or market failure (GCR, N., 2004). As a result, the 

user community or government has begun to take steps to encourage applications to adopt 

standards/specifications that support data interoperability, which has gradually become a trend for 

future application development. At present, at least 30 international agencies and countries have 

implemented e-government interoperability framework based Internet program called e-GIF, which 

has a similar NIEM program in the United States. The Standard Definition Organization (SDO) 

provides open public software specifications to facilitate interoperability; examples include the 

Oasis-Open organization and building SMART (formerly known as the International Alliance for 

Interoperability)(Transform, C.S., 2011). For the user community, the neutral third party is to create 

a standard for the interoperability of business processes, another example of neutral third parties is 

RFC documents from the Internet Engineering Task Force (IETF). 

7.1.2. Interoperable Data Types Involved in KMMES 

There are various data interoperability types in KMMES and ERP, PDM, CAPP and other systems. 

The related situations (relationship with other systems and interoperability types) can be explained 

in Table 3. 

Table 3 data associated with the type of interoperability KMMES 

serial 

number 

data interoperability related to KMMES 
interoperable content 

other systems interoperability type 

1 ERP 

ERP->KMMES 

product orders, and product order changes 

routing, process code, work center, 

supplier 

material, inventory list, outbound order, 

etc. 

KMMES->ERP 

completion information: 

task completion list, processing external 

agreement, processing quality QA, etc. 

2 CAPP CAPP->KMMES 

NC program, process specification, 

technical documentation 

Process route, process 
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Working hours, tooling tools 

…… 

KMMES->CAPP 

process change information: part 

name/code, production plan number, 

quantity 

3 DNC 

DNC->KMMES 

device status information: in the work 

piece name/code, processing start/end 

time, machine start / shutdown time 

processing information: spindle speed, 

feed rate 

alarm information: alarm start time, alarm 

number 

KMMES->DNC 
machining instruction, NC program 

...... 

4 machine tool KMMES-> machine tool NC program 

5 WMS 
KMMES->WMS 

material information, quantity, current 

station 

WMS->KMMES whether succeed 

6 SCADA 

KMMES->SCADA 
process parameters of the device, such as 

temperature 

SCADA->KMMES 
collected data for statistical analysis and 

display 

7.1.3. Data Interoperability Mode between KMMES and Other Systems 

In the manufacturing enterprise digital solution, KMMES employs three levels of data 

interoperability in terms of data availability. A brief description will be given below. 

1. Sharing intermediate files 

In the early version of KMMES, data interoperability was supported by sharing intermediate 

files with tools such as CAPP. The technical path is to pre-agree the interoperable file format, 

storage location, and status change events (new, modified, and deleted). In application, the data 

provider according to the convention defined shared file create, maintain, or delete, and send 

state change events outward by the application after completion; after receiving messages, the 

data providers read the data according to the agreed shared intermediate file specification. 

This method often solves the data interoperability problem of the collaborative work group class. 

The interoperability type, data, scope, and permissions are all known, and the application scope 

is small and there are data security problems. 

2. Shared database mode  

One of the data interoperability method still used in some of the early and currently used 

modules, that is, by sharing a database or some table files in the database. After the data 

provider completes creating, updating and maintaining data files, the component responsible for 

database access in the application sends a status event through the message; the data requester 

accesses the shared database or data table file according to the predefined permissions and scope. 

Compared with the shared file mode, the database method has better data security and reliability, 

can safely process the transmitted data in the storage process, and can support more complex 

distributed data interoperability applications. 

3. Web service mode 

Web service is a platform-independent, low-coupling, self-contained, programmable-based web 

application development technology that uses open XML 1  (a subset of Standard General 

Markup language) standards to describe, publish, discover, coordinate, and supports the 

                                                 
1 XML was created by the World Wide Web Consortium (W3C), and the XML SchemaXSD developed by the W3C defines a standard set of data 

types and gives a language to extend the set of data types. The main advantage of XML is that it is platform-independent and vendor-independent. 
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development of distributed data interoperability application system. Web Service technology 

supports different applications running on different machines to exchange data or integrate with 

each other without the aid of additional and specialized third-party software or hardware. That is, 

cross- language between applications implemented according to the Web Service specification 

the platform or internal protocol exchanges data. 

In order to comply with the Web Service standard, the Web Service interoperability interface 

provided by KMMES uses XSD ( XML Schemas Definition ) as the basic data type , and uses 

WSDL ( Web Services Description Language ) to describe the Web Service and its functions, 

parameters and return values. Users use Web service UDDI (Universal Description, Discovery 

and Integration) mechanism to invoke the interface using SOAP protocol. 

It is easy to deploy KMMES using Web Service to support distributed data interoperability, 

and can provide a common data interoperability mechanism for distributed collective enterprises 

or business process integration between multiple organizations. 

7.1.4. KMMES Interoperability Framework 

As mentioned above, there are three main modes of interoperability between KMMES and PDM , 

ERP , WMS , DNC , ACADA, etc.: rule-based file sharing, rule-based database sharing, Web 

service- based data sharing; and the interoperability framework divides the scope of sharing and 

physical segmentation through the workspace in Figure 19. Among them, the domain is divided into 

three levels of management, namely system management, security management, and audit 

management; the types of data access are: general business data, related data generated on the 

workflow, and data affected by data association. A brief description of the related concepts and key 

management activities is as follows. 
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Figure 19. KMMES data interoperability framework model 

 The concept of "domain" refers to the scope of an organization. The data in the domain, except 

for specific occasions or authorized, is generally available only to users in that domain. By 

default, there is a "primary domain" in the system. The domains created afterwards are all 

subdomains and the related roles of the primary domain, such as the system administrator, have 

administrative rights to the subdomain. 
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 Operating domain is done by the system administrator, including the creation and maintenance 

of each domain, and the initial password of the domain administrator. 

 The primary domain and the subdomain all assign the super administrator's authority to the 

system administrator, security administrator, and security auditor (referred to as "three 

members"), and realize the separation of the three rights in each domain. 

 The system sets up the primary domain administrator and multiple sub-domain administrators.  

The sub-domain administrators are responsible for independent management and control of the 

three members in each workshop; the primary domain administrator can only manage the sub-

domain administrators of each domain, and cannot manage users in the sub-domain; the sub-

domain administrator can only manage the domain in the region 

 Data types that are isolated by domain include product and component structures, documents, 

related data objects, processes, projects, etc. Domain users create data in the domain, and the 

system records the domain ID. By default, data is separated by domain. Users in a domain can 

only operate the data of the domain they belong to in the normal authorization mode, but cannot 

see the data of other domains. 

 In project management and process management, executors and roles can be assigned to roles 

and users in any domain. Regardless of the user of the domain, as the executor of the task, the 

task can be received in its task list and the object can be manipulated according to the 

permissions given by the task. 

 The data between the domains is logically isolated. Through rules, cross-domain data sharing 

can be realized dynamically in projects and processes, supporting active sharing, automatic 

sharing of process and task triggers, and data sharing types based on data relationships. 

7.2. KMMES Supports Data Interoperability Cases 

7.2.1. Case Study 1 - a Beijing company 

KMMES system is a workshop manufacturing execution system constructed and implemented by 

an enterprise in Beijing. It is a workshop-oriented production process management and real-time 

manufacturing information system. It implements KMMES and MRPII system (SAP) in China 

Airlines, open mesh Process Management System (MPM), and data transfer between the enterprise 

data centers, and the data flow of interoperability between systems is shown in the following Figure 

20. 

Interoperability mode: in this case interoperability is achieved by WEB Service. 
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Figure 20. Business logic of Case1 
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According to the actual business work such as basic data preparation, plan release, task 

management, and execution record in the production management process, the interoperability 

business process of data in KMMES system, MRPII, and KMPDM system is as shown in the 

Figure 21: 
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Figure 21. Data interoperability business process of case. 

7.2.2. Case 2: A Research Institute of Aviation Technology 

The interoperability scheme between the MES system and the KMPPIM (KMCAPP Integration 

Management) system in Figure 22 is as follows: 

Interoperability mode: adopt Web Service + shared database + FTP mode; 

Process online browsing uses the direct call KMPPIM system to provide OCX browser controls for 

browsing; 
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Figure 22. Process of synchronizing BOM data between KMMES and KMCAPP. 
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1. MES system calls the interface provided by KMPPIM system to initiate a request to 

KMPPIM system; the request information includes graph number, version, name, stage 

mark, the design baseline number; 

2. The KMPPIM system compiles the process of requesting figure number and all figure 

numbers of its subordinates. After the preparation, the complete material information, BOM 

structure relationship, process information (process number, process version) and process 

supporting information corresponding to the design baseline are stored in the shared 

database ,the two-dimensional and three-dimensional process files are stored in the ftp 

server, and the interface provided by the MES system is called to tell the MES system that 

the baseline information of the request synchronization has been compiled and put into the 

shared database. 

3. After receiving the completed information, the MES system obtains the manufacturing 

BOM data from the shared database, including: material information used in the baseline, 

BOM structure relationship, process information (process number, process version), process 

matching information, and two-dimensional and three-dimensional process files information, 

which can be downloaded from FTP server. 

 Batch process validation and delivery in Figure 23 

1. The MES system calls the interface provided by the KMPPIM system to issue batch process 

confirmation request information to the KMPPIM system, the request information includes: 

graph number, version, number, batch number, process file number (before confirmation), 

and the process file version (before confirmation). 
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Figure 23. Confirmation and delivery process of batch process. 

2. After receiving the batch process confirmation request from the MES system, the KMPPIM 

system compiles the process information of the requested batch in the KMPPIM system, and 

after compiling, the interface provided by the MES system is called to inform the MES 

system that the batch process confirmation request has been completed and confirmed, and 

the confirmation information includes: the figure number, the version, the quantity, number 

of process spare parts, batch number, process file number (after confirmation), and process 

file version (after confirmation). 

3. After receiving the confirmation information, the MES system obtains the confirmed 

process information from the intermediate table, and the obtained information includes: 

figure number, version, quantity, number of process spare parts, batch number, process file 

number (after confirmation), and process file version ( After confirming). 

4. Standard process files are transmitted through the interface that passes the process files. 

5. The batch process also uses a standard process file transfer interface. 

 Process change in Figure 24 
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1. When a process change occurs in the KMPPIM system, KMPPIM system calls the interface 

provided by the MES system to push the process change order information to the MES 

system, change order information includes: change order number, figure number, version, 

process file number (after the change), Process file version ( after change ) , process file 

number ( before change ) , process file version ( before change ) , process file batch number 

(before change); 

2. When the relevant person in charge of the MES system receives the notification of the 

process change, he can directly view the change order information and browse the process 

file information of the online change order. 

3. The MES system summarizes all the current impacts scope of the change on the MES 

system according to the contents of the change order, and according to the actual system 

conditions of the MES system (in the manufacturing order, the warehoused, the assembled), 

implementation in the MES system (how to implement the change, the responsible person 

will make a decision); 

4. On-site reorganization: (the method of reconciliation needs to be confirmed) 
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Figure 24. Process change process. 

 Process online browsing 

1. When the MES system displays the process file corresponding to the process on the spot, the 

positioning is performed according to the positioning parameter (page number), and the 

webpage plug-in provided by the KMPPIM system shows the content of the process file 

corresponding to the request parameter. 

7.3. KMMES Data Interoperability Requirements for FIRST 

Based on the ISA-95 standard, KMMES adheres to the philosophy of “information service 

production and manufacturing transparency”. By analysing the characteristics of discrete 

manufacturing, such as multi-variety and small batch, parallel production and development, 

independent process design and manufacturing, semi-automatic or manual equipment diversity, all 

aspects of production planning, manufacturing execution, quality management, material 

management and analysis and decision-making are managed in an all-round way. Establish 

professional digital manufacturing professional solutions oriented to discrete manufacturing 

enterprises, and realize closed-loop management of design process - manufacturing execution - 

feedback optimization. 

The main problems that need to be solved are as follows: 
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 When the amount of data is large, it is necessary to further improve the real-time data 

acquisition and processing capability of the system, and has better data storage and access 

performance. 

 Within the interoperability framework, when the state of the target data changes, a reliable 

message mechanism is needed to automatically notify the relevant data that the object is needed. 

 In the wireless network environment, the integrity and reliability of data transmission should be 

ensured by using various protocols to process data transmission. 

 System integration requires simple and convenient, involving less development. 
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8. Shoe Manufacturing  

This section provides the current shoe manufacturing process of Shuangchi Industrial Co. Ltd. In 

this section, a case study is presented for showing currently shoe manufacturing processes in 

Shuangchi in Section 8.1. Analysis of the process limitations are also provided in Section 8.2.  

8.1. Case Study: Shuangchi Shoe Manufacturing Processes 

 
Figure 24. Shuangchi Co. Ltd Shoe Manufacturing Process 

Figure 24 shows the shoe manufacturing process undertaken by Shuangchi Co. Ltd; from receiving 

orders through to shoe assembly and. The traditional process, as shown through colour coded tasks 

contains several manual operative tasks as well as manual activities. At a high-level view of the 

process, an order is received manually to which the schedule assembly is planned with the aid of 

computer support. From here, the overall process is split across two manufacturing processes; the 

making of the vamp and the making of the sole which are both split by an event-based gateway due 

the assembly process requiring both parts to be manufactured before being initiated in one instance. 

8.1.1. Making Vamp 

Figure 25 shows the sequence flow that manifests the vamp making process in more detail; time 

schedule planning for manual cutting is assisted by computer support and enables more effective 

resource and time planning for the execution of the cutting activity. Once cutting has been 

completed the process forks to outsource the high frequency embroidery and skive the cut leather, 

both of which rely on data input from an iPad in order to be executed. 

 
Figure 25: Low-level Vamp Manufacturing Sequence Flow 

Shuangchi Industrial Co. Ltd does not facilitate the production of high frequency embroidery, 

meaning that this must be outsourced to a manufacturing company that specialises in the production 

of such embroidery and is enabled by data input from the iPad. The external is then completed by 

the acting external organisation and once completed, returning semi-product data is input from the 

iPad 

Simultaneously, the activity of skiving the print is internally performed with cutting production 

data being inputted to from the iPad in order for the activity to be executed. Once this activity has 

been completed and the data has been inputted from the iPad, a parallel gateway joins the forked 
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sequence flow to enable the manual completion of the stitching. However, stitching can only be 

performed once both the outsourcing of the embroidery and the skiving activities have been 

completed as both parts are required. Stitching is a manually performed activity which forms the 

vamp together and enables the sequence flow to progress towards the join prior to the shoe part 

assembly, in addition to input of key stitching and vamp inventory data from the iPad, as well as the 

vamp-output information 

8.1.2. Making Sole 

The production of the shoe sole is scheduled with the assistance of computer operation and enables 

the sequence flow to progress in Figure 27. Once assembly sole planning has been scheduled, the 

stock fitting progress is checked manually and thus the required stock fitting accessories are ordered 

manually following the progress check. 

 
Figure 26: Low-level Sole Manufacturing Sequence Flow 

Shuangchi outsources just the stock fitting accessories, which are compiled and sent back to the 

company by a third party to be assembled to form the outsole, following the updating of the 

inventory and the accessory data input from the iPad. Assembly of the outsole in its entirety is 

performed manually and follows this the inputting of the outsole input information from the iPad 

and the update of the outsole output information from the iPad. Once these activities have occurred, 

the outsole in one instance is then prepared for the production of the shoe through its assembly with 

the vamp. 

8.1.3. Assembly 

 
Figure 27.Low-level Assembly Sequence Flow 

Figure 27 shows the sequence flow manifesting the final activities performed in the production of 

the shoe; the completion of the Vamp and Sole joins the parallel gateway to allow for the manual 
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assembly of the two parts to form the shoe. Once this activity has been completed, the final product 

information is inputted with support of computer function as well as the input of the final products 

in the inventory. The final activity performed in the shoe manufacturing sequence flow is the 

updating of the final products in the inventory and is done with the aid of computer support. 

The overall show manufacturing process presented below in Figure 28: 

 
Figure 28. Overall shoe manufacturing process  

8.2. Analysis of the current processes 

The current shoe production sequence flow is absent of a logistic process; shown in Figure 29 

where outsourcing occurs as a single activity outside of the product line, with embroidery and stock 

fitting being outsourced on an ad hoc basis. Stock fitting is traditionally completed outside of the 

main assembly line (Shoe Dog, 2015) and thus the outsourcing of the accessories, although limited 

by lack of a logistic process as shown in Figure 29, assembly is a main manual activity and as such 

manifests a potential bottleneck in the manufacturing process, primarily due to there being an 

increased scope for demand to be outweighed by production capacity as a result of a sole reliance 

on manual labour. 

 
Figure 29. "Example of a Bottleneck" (Timilsina, 2012) 

Timilsina (2012) looks at the different types of constraints faced in the manufacturing process and 

presents the concept of “people constraints”, a consideration of differentiation between people in 

terms of their motive to work, and how this can cause variances in individual work rate, in addition 

to unexpected vacancies or staff turnover and the issues that poses in terms of hiring and training as 
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two examples. Accumulation has a higher potential to occur as a result of this and limit the 

productive capacity of the traditional shoe manufacturing process.  

Such an identification can also be said for the remaining main manual activities in addition to 

the already identified bottleneck in the logistic process that occurs through the outsourcing of the 

high frequency embroidery as part of the vamp-making process as identified in Figure 25; cutting, 

skiving print, assembly outsole and stitching. All of which, as with assembly are vulnerable to 

people constraints. In addition to this, outsourcing is also required as part of the sole and vamp 

making processes and also provides a bottleneck in the overall process and the limitations caused by 

this are reviewed to elicit requirements for process improvement.  

8.2.1. Supplier Process Limitations 

A key issue with the provided model however, is that currently, there is no logistic process involved 

in the production of the shoes and this can be seen in the identification of the outsourcing of the 

high frequency embroidery as a single activity. The single activity shows that embroidery is 

currently ordered on an ad-hoc basis from a third-party supplier. The lack of a logistic process 

causes a bottleneck; embroidery is only sourced when it is needed and thus the supply chain is 

limited to a reactive state. Being in a state where embroidery is only supplied if and when it is 

needed can cause delays in the production of the shoe as per Figure 28; constraints posed on the 

production line by the inability of the third-party suppliers to pre-empt the organisations demand for 

embroidery can cause a restriction to the outflow of the activity. 

8.2.2. Manufacturing Process Limitations 

The current manufacturing process currently makes limited use of computer support in its operation, 

resulting in several activities where data is manually inputted from the iPad and such manual input 

increases scope for error due to human interaction. Additionally, manually inputting data from the 

iPad brings forth temporal repercussions to the sequence flow. 

The source of this issue is there is currently no computer-support as a foundation for the whole 

process, besides the computer support currently made use in the schedule planning activities. The 

lack of computer system support means there is currently no internal database to house key data on 

products as they progress through the production line and thus manual input of data is required.  

Furthermore, the current manufacturing process consists of several manual operations, including 

key activities that have a direct effect on the outcome of the shoes, such as cutting, skiving print, 

outsole assembly and stitching, in addition to those identified in as a manual operation by the key in 

Figure 29. With the introduction of smart factory concepts as previously discussed, relying on, 

manual operation throughout the manufacturing can cause additional bottlenecks where outflow of 

activities is less than their inflow. In addition to the greater risk of bottlenecks due to a heavy 

reliance on manual operation, a lack of automation also creates a higher risk of quality 

inconsistences due to human error. 

8.2.3. End-Customer Limitations 

The final stage of the production process sees the assembly of the shoe parts to form the shoe and 

following this, the activities that make up the input of the final product information to the inventory 

with support of a computer system. Currently however there is no logistic process for delivery of 

the product to the end customer due to the lack of integration logistic systems that enable to 

communication of the completion of an order and thus, it’s delivery. 
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9. Conclusions 

In this deliverable we summarized existing work on existing interoperability framework for digital 

manufacturing platforms and related technologies so far. D1.3 deliverable is the first version of 

‘‘Overview of existing interoperability of virtual factories’’ and provides the basis mainly for WP5, 

but also for WP2, WP3 and WP4. We have identified the research the issue how to dynamically 

switch between streaming data sources; provided potential approaches related to different 

manufacturing aspects of manufacturing assets/services classification for interoperability of virtual 

factory; as well as principles of manufacturing services discovery and composition methods for 

supporting interoperability.  

Our academic and industrial partners have briefly summarized FIWARE platform and described 

how FIRST interoperability framework could be built based on FIWARE platform. KM software 

provides its detailed manufacturing solutions. A case study of Shuangchi shoe manufacturing 

processes and analyses the current process limitations are provided by Shuangchi Industry. Related 

interoperability requirements to FIRST framework are presented in this deliverable.  

It is clear that the content of this deliverable can only be the starting point for extensive 

discussion on how manufacturing assets/service des are described, classified and discovered in the 

context of virtual factory to support on the fly business process verification, etc. This deliverable 

D1.3 provides the blueprint for D5.1. The initial version of D1.3 is going to be refined in a later 

release of this deliverable. 
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