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Abstract  
Hand tracking has long been seen as a futuristic interaction, firmly situated  into the realms 

of sci-fi. Recent developments and technological advancements have brought that dream 

into reality, allowing for real-time interactions by naturally moving and positioning your 

hand. While these developments have enabled numerous research projects, it is only 

recently that businesses and devices are truly starting to implement  and integrate the 

technology into their different sectors. Numerous devices are shifting towards a fully self-

contained ecosystem, where the removal of controllers could significantly help in reducing 

barriers to entry. Prior studies have focused on the effects or possible areas for 

implementation of hand tracking, but rarely focus on the direct comparisons of 

technologies, nor do they attempt to reproduce lost capabilities. 

With this prevailing background, the work presented in this thesis aims to understand 

the benefits and negatives of hand tracking when treated as the primary interaction 

method within virtual reality (VR) environments. Coupled with this, the implementation 

and usage of novel mid-air ultrasound-based haptics attempt to reintroduce feedback that 

would have been achieved through conventional controller interactions. Two unique user 

studies were undertaken, testing core underlying interactions within VR that represent 

common instances found throughout simulations. The first study focuses on the 

interactions presented within 3D VR user interfaces, with a core topic of buttons. While 

the second study directly compares input and haptic modalities within two different fine 

motor skill tasks. These studies are coupled with the development and implementation of 

a real-time user study recording toolkit, allowing for significantly heighte ned user analysis 

and visual evaluation of interactions. Results from these studies and developments make 

valuable contributions to the research and business knowledge of hand tracking 

interactions, as well as providing a uniquely valuable open-source toolkit for other 

researchers to use. 

This thesis covers work undertaken at Ultraleap over varying projects between 2018 

and 2021. 
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1 Introduction  
This section will  provide an overview into the different topics covered throughout this 

thesis, including the underlying personal interests of the research such as hand tracking, 

haptics, virtual reality, and HCI. Within this,  the overall structure of the thesis will be 

covered with the three projects being briefly introduced, with insights into the ir purpose 

and intended outputs.  

1.1 Thesis Topics 

1.1.1 Hand Tracking 
Hand tracking has long been seen as one of the most prominent "sci-fi"  interaction  

technologies of our modern era. Simply being able to naturally manoeuvre your own hand, 

with an interface reacting as necessary is a dream for many. This intrigue led me, and many 

others, into this fascinating world, where the dream of being digital hand magicians is 

being slowly realised. 

Devices such as the Leap Motion Controller (LMC) (Leap Motion 2013) and Oculus 

Quest (Oculus 2019a) have brought formerly niche hand tracking technology to the 

masses. Barriers to entry have been significantly lowered, enabling researchers and 

developers alike to implement and use high quality hand tracking, without having to 

produce large swathes of fundamental software stacks. This has naturally led to a 

significant change in the types of research being undertaken with increasing amounts of 

work focusing on use cases instead of simply implementations. 

Research has long focused on the potential of how the hand can be used to interface 

with comput ers, with a strong trend towards gesture recognition (Zimmerman et al. 1986) 

and replication of positioning (Nirei et al. 1996). Only within  the past few years has the 

focus transitioned towards real-time object interactions , in part due to advances with 

processing speed and the emergence of low-cost devices. The understanding of 3D 

movement has always been tricky, especially when real-time processing is a priority. 

Ensuring the alignment of virtual hands to real is critical to the experience, without it the 

user will feel disconnected and disorientated. While it may be possible to implement such 

"magic trick" theories as the rubber hand illusion in VR (IJsselsteijn et al. 2006), where 

you're able to visually paint over reality, it's not a viable solution for long term system 

interaction .  

Although hand tracking may result in greater accessibility and reduce friction of entry, 

it is still a long way off from being widely accepted or entirely efficient  compared to 

controllers. Many sectors and businesses are attempting to implement the technology 

without fully understanding both the possibilities it brings alongside the limitations. 

Understanding and communicating those limitations will be fundamental to progression 

and improvement. 

1.1.2 Virtual Reality 
The technology industry is starting to transition once again, just as it did back in 2016 with 

the consumerisation of VR headsets. VR and AR devices are relinquishing their needs for 

a dedicated computer, including all the processing they require directly on the device itself. 

This trend of increased portability brought two key issues to the forefront, the first be ing 

the need for reliable inside out tracking without the need for external trackers, and the 

second being the option for reducing physical extra devices such as controllers or remotes. 
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By removing controllers, device manufacturers can focus entirely on the main headset, 

reducing moving parts and in turn reducing the number of physical items the user has to 

hold or carry with them. User comfort is one of the key pillars of VR hardware adoption 

and removing the controllers may help speed up this area of development. 

At the start of the boom of consumer level VR devices there were a few key defining 

moments that monumentally shifted different companies' directions , with one such 

surrounding interaction . The two key players of Oculus and Valve were experimenting 

with distinctly different options and methods of  VR implementation. Although Oculus 

originally helped kicked off the original interest into the sector (Rubin 2014), it was when 

Valve introduced "room-scale" interactions to its prototype  headset where interest 

beyond the screen peaked. Not only were you able to see the virtual world, but you were 

also able to traverse within it, directly interacting with the digital environment in ways not 

seen in prior consumer devices. Technologies such as the Nintendo Wii may have 

introduced motion controls to the masses, but the effects were limited to the 2D screen, 

and in most cases with basic gesture based movements or pointing actions. The enabling 

of full 3D movement and interaction in such an accessible and cohesive package was 

significant across every sector, especially when prior devices generally focused on either 

the visuals or the input. 

As with the  importance of the transition to 3D interactions, the releases of the Oculus 

Quest and Microsoft Hololens showed the importance of devices that  could be entirely 

self-contained without relying on a large computer to do their  processing. Both of these 

headsets took different approaches, with the Quest being a portable VR device targeted 

at the masses, while the Hololens being an AR device targeted at the business sector. 

Similarly though, they were able to position themselves in real-time using simultaneous 

localisation and mapping (SLAM) , performed entirely on the device without extra 

processing. Many other systems at the time were relying on physical external devices to 

track the headset, which thus set these uniquely apart from the competition. Not only did 

this mean they were self-contained in operation, but it also vastly increased the possible 

areas in which they could be used. As there was no need for external trackers you could 

turn on the device and start using it straight away, drastically cutting down on setup 

procedures and time. These devices both support more conventional controllers, but also 

support controller free hand tracking, allowing the user to both interact with the system s' 

interfaces as well as simulations and applications. 

While the tran sition to self-contained devices is a logical progression for the 

ecosystems, newer additions of novel input sensors are fundamentally changing how we 

interact with these devices. A recent push by new start-ups such as Lynx (Lynx 2021) and 

Pimax (Pimax 2021) have been revolving around the introduction of hand tracking and eye 

tracking technology. This is combined with other recent sensor developments such as 

brain electroencephalograms (EEG) and face tracking sensors. Including these novel 

sensors on a device could significantly increase the experience for a user, breaking past 

the prevalent issues faced by lack of immersion. Certain companies within the space may 

struggle with user preconceptions however, especially when it comes to the privacy of the 

user's facial, and brain wave data.  

1.1.3 Haptic Feedback 
Haptic feedback is a long studied and developed field, with greater focus since the 

popularisation of the smart phone. Prior to this, most people used standard desktop 

computers which usually had a fairly generic keyboard and mouse. When smart phones 

came to the market, they brought with them rudimentary rotational motors to produce 

haptic effects for incoming calls and texts. Over the years, these have been developed, 
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improved, and refined to be applicable in all different manners of the interface experience, 

with greater detail and clarity. These haptic effects play a large role in helping with the 

perception of cause and effect on the phone, aiding and guiding the user through their 

flow of actions. 

It's not to say that smart phones are the only popular sector of haptic feedback, market 

segments such as video games and training simulations have long been applying haptics 

to aid in their users. While smart phones are historically known to apply haptics for the 

role of event notification, video games and training simulations often use them for the 

replication of forces or touch. Replicating the sense of force and touch can play a large 

part in improving the overall effectiveness of a simulation, although can be incredibly 

challenging when wanting to precisely and accurately convey different sensations. The 

differences in mechanoreceptors in the skin can significantly affect the overall feelings 

produced by haptic devices, even within just a few small millimetres of their application. 

While optical hand tracking may introduce new levels of accessibility, it sidesteps years 

of work into the replication of tactile perception. The removal of physical controllers 

makes it harder to introduce haptic feedback, with any addition to the user or their hands 

reintroducing the fric tion just removed. Researchers and developers have been working 

to alleviate this issue for several years, with varying levels of success and ingenuity. 

Technologies such as drones and focused ultrasound have attempted to replicate the 

sense of touch, without requiring direct attachment or grasping by a user. Some 

developers have opted to entirely forego the inclusion of haptic feedback, and instead rely 

on pseudo haptics. Each of these methods are attempting to reproduce the effects that 

have been lost, with a common trait of expecting a future that may not  necessitate directly 

touching or holding devices. 

The ever present world-wide shift away from physical touch and interaction due to the 

COVID-19 pandemic has introduced numerous issues, especially for communal points of 

work and socialisation. Touchscreens and location based entertainment environments 

have been significantly impacted, with the necessary focus on hygiene rendering many of 

their previous implementations or technologies far from ideal. Many social environments 

are far from viable in the current climate and people are significantly more disconnected 

due to the effects of lockdowns and social distancing. A large shift of focus has occurred 

in haptic research, where the replication of touch is being attempted through technologies 

that do not require physical contact. Although the desire to implement these technologies 

is strong, the main majority of them are still in the early stages of their development. 

1.1.4 3D User Interfaces 
Modern trends in user interface design have shifted away from the previous use of 

skeuomorphic visuals, with a strong focus on minimalism. This has been coupled with 

large pushes by several of the key big tech companies such as Google and Microsoft 

releasing their own design guidelines. Boiling down the structure and complexity of these 

designs has led to a world where information is generally easier to digest, while instilling 

relatively common types of interactions found throughout different systems. As great as 

this is for the realms of 2D interface design, several of these principles fall apart when 

brought into 3D. 

Many interfaces around the initial consumer boom of VR have focused around the 

usage of ray-cast based interactions with 2D planes and buttons. A process of simply 

copying and pasting common 2D elements and principles has been repeatedly used. While 

these methods of implementation are not inherently wrong, they still work and function 

as intended, they lack any significant usage of the benefits of 3D vision or interaction . 
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As was the case during the introduction of the smart phone, many of the guidelines 

and design considerations for 3D user interfaces within stereoscopic HMDs are not yet 

set in stone. This leads to wildly varying designs, as well as significantly differing methods 

of interaction. Creating largely differing interfaces can cause significant learning 

requirements between applications, and in turn reduce the effectiveness of the system as 

a whole. 

Unlike with smart phones and standard computers, there are considerably more 

possible input methods and interactions available within the world of VR. Due to this, it 

will be significantly more challenging to produce all-encompassing guidelines for 3D 

interfaces. 

1.1.5 3D Object Interaction 
Simulations and training systems have long implemented 3D object interaction, be it 

through a controller, mouse, or secondary tool. As technology has evolved, so have the 

degrees of freedom available to be used, going far beyond the simple movements of the 

mouse. Smart phones have brought gyroscopic controls as a prominent sensor available 

for developers, allowing for natural methods of movement and pointing, through tilting 

and rotating the device. While this allows for easier movement, it rarely takes on a 

significantly different physical interaction, usually working as a static 2D point of 

interaction.  

VR devices have full access to room-scale 3D interactions, allowing the user to 

physically adjust their hands and head directly, without having to act through proxy. These 

are usually performed using a physical controller, where the user will be holding a device 

and pressing or grasping some form of button. Although this generally makes for great 

interactions in this scenario, there are numerous issues still to be solved, especially when 

the degrees of freedom increases. 

Hand tracking is the prime victim of this, where for the longest of times researchers 

and developers have struggled to effectively implement much more than sets of gestures. 

The surge of developments in the sector have resulted in devices that are now able to 

track both hands effectively, to the point where full 3D interactions are stable. With this, 

the focus once again shifts back towards the possibilities of how a user will interact with 

the virtual world around them, and to what interactions will they be using to do so. 

1.1.6 User Study Recordings 
Research studies, especially within academic scenarios, have historically sometimes 

treated the process of real-time data collection from users as an afterthought.  The studies 

and technological advances are of great interest, however, there are numerous instances 

where the resulting findings are simply qualitative data. This is not to say that the results 

are not of importance, it's more that analysing a technological advancement with pure 

qualitative data can hide or obscure possible benefits or negatives. Ensuring consistent, 

beneficial data should be at the forefront of every study, yet there is often a strong desire 

to only present results that show improvements. 

Throughout my prior studies I have attempted to implement and make use of real-time 

data collection where possible, developing custom methods each time. While there are 

other tools or frameworks available, they generally compromise on certain key factors of 

their implementation. Crucially these limitations  have generally been the type of data 

recorded, the flexibility of expansion with custom code, the impact on the underlying 

system, and the required extra costs. Developing a fundamentally different approach to 

data recording, while ensuring the method of implementation creates as little friction as 

possible could result in a highly useful set of tools for researchers. 
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1.1.7 Topic Relationship 
Throughout this the thesis, the above outlined topics will be interchangeably covered and 

analysed, due to their intrinsic linking throughout the different chapters. Crucially, several 

of the topics can directly impact the effectiveness of the other. 

Optical hand tracking provides users with enhanced immersion and reduces barriers to 

entry within virtual reality applications, by directly replicating their hand movements and 

motions in 3D space. While it can be used within 2D screen scenarios, it produces 

significantly greater impact when the user is also immersed within a 3D head mounted 

display. Although it is showing promise as an emerging commercial technology, there are 

still questions surrounding its implementation, as well as the interactions that need to be 

undertaken by the user. 

One of the key selling points for many years of games controllers has been that of 

rumble, or more specifically force feedback. This has continued with their importance 

within the mobile phone market, with haptic feedback motors being present within 

virtually every device currently available. They play a key role in helping with secondary 

information for the user, without having to directly rely on a specific effect to provide 

contextual information. While these are perfect for when the user is holding something, 

this goes directly against one of the main selling points of optical hand tracking, that of 

being entirely hands free. Providing this haptic information to the user could still be 

integral to their experience, and crucial to meeting user expectation. 

By focusing on two key aspects of 3D interaction, both interfaces and objects, it allows 

us to explore crucial computing paradigms that users will, and do, throughout virtual 

reality applications. Focusing on precise user study data recording will allow us to produce 

greater levels of detail within our results. 

1.2 Research Questions 
The topics covered within this thesis can be summarised with a few research questions. 

Firstly, we plan to cover information related to the advancement of 3D user interfaces. 

We are fully aware that the scope of 3D UIs is significant, and larger than what can be 

covered in the projects of a thesis. Due to this, our scope will be focused on that of 

reactionary information and 3D buttons. With this in mind, our initial question  is that of:  

Q1. What is the effect on user opinion and preference when various visual 

modalities of a 3D buttons' reaction are modified? 

Secondly, we intend to understand the greater differences between using optical hand-

tracking and more conventional controllers. Many companies are starting to make use of 

unique controller features to try and differentiate themselves among the ever-evolving 

VR headset market. Several companies are trying to improve their current types of 

controllers, while others are attempting to use hand tracking as a first-class input. Helping 

to understand these differences, especially within grounded and focused contexts, will 

improve the chances of future implementations. To this extent our questions are that of: 

Q2. What are the differences in performance and efficiency when utilising hand 

tracking or conventional VR controllers? 

Q3. What interactions and tasks are benefitted the most when using different VR 

input methods? 

Q4. Do the performance statistics of varying independent variables coincide with 

the opinions of the participants, when using different input methods? 
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Notably, these questions are significantly lacking in a crucial area of both the topics, 

and the placement companies' key selling point. With the introduction of optical hand-

tracking comes the loss of many types of possible haptic feedback. Understanding 

whether this can be reintroduced through the usage of mid-air haptic feedback, and to 

what quality and effectiveness will be paramount to the success of this technology 

throughout VR and beyond. From this we can question: 

Q5. What are the performance and efficiency effects on the user when mid-air 

haptic technologies are applied? 

Q6. What are the effects on user opinion when mid-air haptic feedback is 

introduced? 

With the above questions in mind, we were able to focus our research into a clearly 

focused direction. Each of the questions fall into one of two main categories, either being 

that of a quantitative question or a qualitative. While the qualitative questions can be 

achieved through the usage of surveys and questionnaires, the quantitative ones are more 

challenging. These questions needed a solution that could work beyond what a simple 

video feed could provide, where statistics can be reported and converted, while still 

performing effectively within VR.  

1.3 Thesis Structure  
This thesis is presented in three main parts, summarising the work of three different 

projects. 

The first chapter consists of work surrounding 3D interfaces, exploring the effects of 

hand tracking and haptic feedback on the user perception of varying types of button 

reactions. A user study was undertaken within VR where participants would interact with 

the different modalities as well as answering Likert rating questions about said buttons. It 

focuses primarily on the differences between the buttons and the effect mid-air 

ultrasound haptics provide. 

The second chapter consists of work on the differences between controllers and hand 

tracking when tasked with basic object interaction. These input devices were compared 

through a user study with their  relevant haptic modalities of LRA haptics for controllers, 

and mid-air ultrasound haptics for hand tracking. Participants were tested across two 

different fine motor skill tasks, where the tasks would require different types of motions 

to complete them. Each of the participants movements, performance metrics, and overall 

opinions were extensively recorded and analysed.  

In the third chapter I cover the analysis toolkit created and used throughout the user 

study of the second chapter. It goes in-depth into how the toolkit was designed, 

developed, and then subsequently implemented within the simulation. Comparisons 

between other recording systems and options are drawn, as well as a direct case study 

between the first and second chapters study recording methods. Unlike the prior two 

chapters which present the results from user studies, this chapter resulted in an open-

sourced toolkit, free for other researchers to implement and use within their work.  

Finally, conclusions from the work as a whole are drawn and discussed, with a look into 

the future work that could be undertaken for each project. 

1.4 Placement Company 
This thesis covers work undertaken within an engineering doctorate. The entirety of this 

research was performed at the, formerly Ultrahaptics now, Ultraleap offices in Bristol. 

Within the company there has been a significant shift towards understanding the metrics 
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as to which hand tracking and mid-air haptics can be used to improve the interactions 

found within virtual reality. The insights in this thesis have been used to help improve 

understandings and products, while developing useful software and tools to enhance the 

continued approach to user research and data collection. 

1.5 Accompanying Video Material 
The work in this thesis can be viewed through an accompanying video. This video covers 

the different topics and projects presented through the thesis, including other 

contributions and preliminary research undertaken at Ultraleap. It can be viewed at 

https://youtu.be/zaxWCBxaIxg   

  

https://youtu.be/zaxWCBxaIxg
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2 Literature Review 
This literature review will be covering the core topics of the thesis: interactions within 

virtual reality HMDs , and haptic feedback.  

2.1 Head Mounted Virtual Reality Interaction  
Head mounted virtual reality  (VR) has received significant research and consumer focus 

in the past 5 years, with numerous consumer and business focused devices coming to the 

market. Devices such as the HTC Vive (HTC 2016a) and Oculus Rift (Oculus 2016) 

brought multiple years of combined research to the masses with relative ease and 

affordability. Not only do these devices allow for people to be visually immersed through 

full 6 degrees of freedom (6DOF) head-mounted displays, but they also introduce 6DOF 

controllers for interaction.  As technology has improved over the past few years, so have 

the options available for VR interaction, as well as the surrounding theorems. 

Interaction research can be split into two distinct groups, physical technologies for 

interacting, and technical methods of interacting. Methods of interaction can be classified 

in a number of ways, primarily by whether the interaction modifies the  individual 

themselves, or whether it affects the simulation they are in. These can then be broken 

down further, with self -interactions being either movement or presence related, and 

simulation interactions containing object selection and manipulation, and system and 

interface control. Within this review we will be focusing on object and interface related 

interactions, as they are directly related to our research. Interface interactions are one of 

the core segments of system interaction, where a user will interact with varying types of 

menus, buttons, and proxies, to achieve their desired results. By understanding the 

literature  this key area of interaction, we can help to ensure we produce scientifically 

significant studies and data. 

2.1.1 Hand Interaction Devices 
In the book "3D User Interfaces" p.349 (LaViola et al. 2017), physical hand-based 

interactions can be grouped into two popular setups. Either the hand will be classified as 

a whole object, which can be called a "power grip", or the hand will grasp an object which 

is in turn called a "precision grip".  

"When the device is directly attached to the hand, all translation and rotation operations 
ÁÒÅ ÃÁÒÒÉÅÄ ÏÕÔ ÂÙ ÌÁÒÇÅÒ ÍÕÓÃÌÅ ÇÒÏÕÐÓ ÏÆ ÔÈÅ ÕÓÅÒȭÓ ÓÈÏÕÌÄÅÒȟ ÅÌÂÏ×ȟ ÁÎÄ ×ÒÉÓÔȢ )Î ÃÏÎÔÒÁÓÔȟ 
with the precision grip, the user can use smaller and faster muscle groups in the fingers. The 
results of experimental studies demonstrate that a precision grip usually results in better user 
performance, particularly in 3D rotation tasks. ɍȣɎ 3Ïȟ ÁÓ ÌÏÎÇ ÁÓ ÔÈÅ ÄÅÓÉÇÎ ÏÆ ÔÈÅ ÄÅÖÉÃÅ 
promotes using fingers for 3D manipulation, user performance benefits. Because a spherical 
ÓÈÁÐÅ ÉÓ ÅÁÓÉÅÒ ÔÏ ÒÏÔÁÔÅ ÉÎ ÔÈÅ ÕÓÅÒȭÓ ÈÁÎÄȟ ÂÁÌÌ-shaped devices are preferable when precise 

and efficient manipulation is required." (LaViola et al. 2017). 

This strongly relates to common trends seen of both commercial and research related 

hand-based input  devices, where they generally fall into one of the following categories. 

¶ A hand-held controller that  conforms to the hands' palmar surface and follows the 

users full 3D position, such as a wand (HTC 2016b) or tool. 

¶ A hand or limb encapsulating device, where it surrounds the body part, such as a 

glove (Zimmerman et al. 1986) or armband (Visconti et al. 2018). 

¶ A hand-held device mounted to another surface or object through which the user 

can manipulate a digital representation, such as the Phantom Omni (Sensable 

Technologies 1994) and Novint Falcon (Novint 2006). 
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¶ A hands-free device that tracks a part of the body through imaging or other types 

of sensors, such as stereo IR cameras (Leap Motion 2013) or ult rasound (Ogris et 

al. 2005). In this scenario, ultrasound can be used to track by acting as both an 

emitter and receiver by listening to the reflection of t he ultrasonic waves. 

Many papers have implemented Leap Motion or Microsoft Kinect hand tracking as a 

novel input method or produce their own custom physical device. These custom devices 

are often  trying to mimic certain physical structures or conform to th e shape of the hand 

to improve their effectiveness. While controllers, which provide button and force 

feedback through their devices, are commonly found, there is an overarching desire for 

the improvement of hand tracking technology as the input is seen as more natural and 

accessible (Ens et al. 2016). Gesture recognition is well researched, however, usually tends 

to lead to issues with disembodiment and excessive learning requirements compared to 

other control methods. Context is necessary when using gestures which doesn't ensure 

that they can be universally adopted or implemented. 

An underlying trend for research often comes down to the accessibility of the 

technology during development. Several papers noted that it was easier to implement the 

HMD specific controller when using in-hand technologies, while other commented that 

the Leap Motion device was the easiest hand tracking technology to implement and most 

reliable of available options at the time. 

2.1.1.1 Hand-held Controllers 

Hand-held controllers are usually trying to replicate the level of flexibility and efficiency 

found through specialised tools or the keyboard and mouse. 

Commercial video games hardware have commonly opted to distribute alongside of a 

handheld controller for proprietary interactions with their device . For the longest of times 

these were hardwired directly to the machine such as those found on the original 

PlayStation and Xbox devices. As time went on, these became wireless, allowing for users 

to be positioned anywhere and the controllers held as they wished. These controllers were 

still relatively passive in their interactions, with users still simply pressing a button or 

pushing an analogue stick to interact. With the introduction of the Nintendo Wii in 2006 

(Nintendo 2006), motion controllers were introduced to the masses, where the use of IR 

sensors and a 3DOF accelerometer allowed players to swing and point at items on the 

screen with ease. While the overall accuracy was not particularly impressive with the Wii 

by modern standards, it influenced a large number of future controllers. The PlayStation 

Move (Sony 2010) provided a similar but more refined experience to the Wii, and was 

subsequently used within the PlayStation VR headset (Sony 2016). Designs and 

functionality cues can be seen within the HTC Vive controllers (HTC 2016b), where they 

implement a wand based setup with relatively few physical buttons, relying heavily on 

their motion and triggers. 

 
Figure 1 The Nintendo Wii (Nintendo 2006) controller on the left, and the PlayStation Move 

(Sony 2010) on the right. The Wii controller uses IR cameras in the device to track IR lights, 



21 

 

while the Move uses a camera attached to the console to track the coloured spheres on the 

controller. 

Large amounts of research arounds controllers focuses around the development of 

custom physical hardware to perform an action that is currently challenging using readily 

available hardware. In a study by (Azmandian et al. 2016), passive haptic effects were used 

to enhance the VR experience of the user. These were implemented in a way where their 

single physical prop was modified through haptic to effects to feel like multiple different 

types. This improved the sense of presence compared to wand-based 3D controls, such as 

those in the HTC Vive. Coincidentally, the application of the haptic effects resulted in 

higher user satisfaction and limited the number of interaction side-effects. (Choi et al. 

2018) developed a multifunctional handheld haptic controller for interacting in virtual 

reality. It allowed for users to grasp, touch, and use triggers from a single device, while 

providing haptic feedback.  

 

 
Figure 2 The multifunctional controller built by (Choi et al. 2018). In this instance it's 

showing a virtual can being grasped and providing force feedback. 

(Pham and Stuerzlinger 2019) compared the performance of multiple input methods in 

VR and augmented reality (AR). A pen-like interface was compared against HTC Vive 

controllers and a mouse for selection and pointing tasks. They found a number of key 

results, where the pen interface performed better than the controllers and that the pen 

was comparable in performance to the mouse. Limitations came into play however, as the 

pen would not be able to replicate the effectiveness of the buttons on the controller or 

mouse. 

The study by (De Paolis and De Luca 2020) looked into the differences between the 

HTC Vive controllers and Myo gesture armband as an input device within VR. The Myo 

armband uses accelerometers and electromyography sensors to register movements of 

the arm. Their task required users to explore organs of the human body and navigate 

within them. Results showed improved usability of the Vive controllers, even if the 

required learning amount was similar. The Myo was shown to have significant negative 

impacts on immersion and adaptation to the virtual environment. This could be attributed 

to the lack of positional data provided by the Myo, simply relying on accelerometer 

information , or the highly novel method of input. There could be a significant amount of 
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prerequisite learning required to truly reap the benefits of the device, something that is 

challenging to achieve within smaller research studies. 

(Caggianese et al. 2019) compared the HTC Vive controllers against the Leap Motion 

device with object manipulation tasks. Their experiments found a preference towards the 

Vive controllers, but noted that the further developments are needed to improve usage 

within complex tasks. 

Notably, many of these handheld controllers tend to rely on only a few key fingers for 

their interactions, with the other fingers being superfluous. This usually results in systems 

that have interactions surrounding the index finger and thumb, and simply show the other 

fingers with some form of visual representation, regardless of whether they are tracked 

or not. Many commercial devices are shown to be wireless, however this often not the 

case when looking towards research developed devices. 

2.1.1.2 Hand and Limb Encapsulating Devices 

Hand and limb encapsulating devices try to mimic and replicate exactly what the expected 

limb is doing, or use it as a proxy for performing predetermined actions. They can be 

directly replicating a digital representation of the real world limb, or be completely 

invisible within the simulation. Large amounts of research has been focused around the 

research and development of glove based devices.  

(Zimmerman et al. 1986) developed the original "dataglove" back in 1986, which 

allowed for the monitoring and measurement of the hand through analogue flex sensors 

for measuring finger bends. (Maggioni 1993) developed a glove based gesture input device 

for more natural interaction, with multi ple other gloves being developed over the years. 

Many pieces of research have focused around the usage of these gloves, where they can 

provide uniquely impressive hand tracking as they are not limited by field of view or 

occlusion such is the case with optical hand tracking. 

 
Figure 3 (Zimmerman et al. 1986)'s "dataglove" and the resulting visual output shown on 

the computer screen. 

Several pieces of recent research have focused about reducing the cost of these gloves. 

(Oqua et al. 2018) designed and developed a glove design that can be fully 3D printed, 

using Arduino boards for control. In a similar vein, (Liu et al. 2019) developed a novel 

glove-based interaction method, and compared it against a Leap Motion controller (LMC) . 

This glove was tested within different VR grasping tasks, and was found to result in higher 

overall successful grasping rates than the LMC. 

Most encapsulating devices are those of the glove variety. While there are other 

devices such as the Myo armband, they are generally regarded as having weaker accuracy 

(Visconti et al. 2018) or used as a purely gesture based approach (Pezent et al. 2019). 
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2.1.1.3 Mounted Devices 

Mounted devices are usually designed to mimic those found in real-world machinery or 

operations. Most medical studies will make use of mounted devices in which they are 

controlling specialised grippers, representative of their real world counterpart.  These 

devices are often relatively limited in their operation area, with a predetermined range of 

movements available. 

Studies of the Phantom Omni and similar devices usually focus around their application 

of haptic qualities rather than directly for their interaction qualities. This can be seen in a 

study by (Vélaz et al. 2014) where the study found no significant benefits of using the 

device over a standard keyboard and mouse. 

This is not to say that these devices are inherently bad, but it generally comes down to 

the context of use rather than their effectiveness. Many of the studies and devices are 

targeted towards medical and fixed position environments where they are effective, 

although this goes against the current trends of room-scale virtual reality. 

2.1.1.4 Hands-free Tracking 

Hands-free tracking is commonly performed through standard RGB cameras, however, 

can be achieved through a number of novel sensors. Unlike other technologies, this is 

usually highly software related, with most modern studies relying on readily available 

hardware such as the Leap Motion Controller (LMC) or Microsoft Kinect. Research tends 

to focus onto either the replication of hands as a direct interaction method, where the 

hand will be used to touch or grab interfaces and objects, or the recognition of hand 

gestures. 

Early iterations of hand tracking mimic those found in modern day solutions, where 

they attempt to recreate every single bone in the hand. These early attempts were not 

able to effectively run at suitable latencies for real-time hand tracking. Research by (Rehg 

and Kanade 1994) led to the tracking of the human hand from grayscale images at up to 

10Hz. Further work by (Nirei et al. 1996) combined two separate image feeds to reduces 

issues with occlusion and local minima. This resulted in digital representations that were 

close in value to their estimates, however, was not fast enough for real-time usage. (Lu et 

al. 2003) developed a method for tracking hands using a single camera input, relying on 

multiple different information channels such as edges, optical flow, and shading. The 

information is then fed to forward recursive dynamic model that tracks the motion based 

on the derived 3D forces applied to it. Their approach to dynamic estimation of hand shape 

model significantly improved tracking accuracy and robustness, but noted future work 

was needed in regards to signal filtering and background segmentation. 

In 2013, the LMC (Leap Motion 2013) was released which summarised multiple 

different areas of hand tracking technology into a single device and technology stack. It 

allowed for real-time multi -hand tracking from stereoscopic IR cameras. This allowed a 

large swathe of research to be conducted into hand tracking, enabling new ways of 

interaction across multiple sectors without having to develop the challenging underlying 

technology stacks. With an update in 2016, the device significantly improved its 

effectiveness in VR, which crucially enabled robust multi-hand 3D interactions. While 

many recent technologies have managed to replicate the principle of robust camera based 

gesture recognition, such as Google's Mediapipe (Zhang et al. 2020), few technologies 

have been able to replicate the quality of the 3D interactions. While the original Microsoft  

Hololens (Microsoft 2016)  was built entirely around the principle of using hands as the 

primary interaction method, the overall latency and lack of dexterity control resulted in a 

system that was only suitable for tracking very specific gestures and orientations. The 
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recent updates to the Oculus Quest (Oculus 2019a) headset have enabled the usage of 3D 

hand tracking within a fully standalone virtual reality headset. Hand tracking is starting to 

reach new levels of precision once again, with incredibly robust and impressive inter-hand 

interactions presented in work by (Smith et al. 2020). Although the tracking is incredibly 

impressive, it once again falls heavily into the research implementation as it uses 124 

cameras and takes anywhere from four to ten minutes to process a single frame, far 

beyond what is acceptable for real time interactions. 

 

Figure 4 Image showing the default hand representations generated by the (Leap Motion 

2013) device within the Blocks demo. Numerous studies have made use of these default hand 

models within their work. 

One of the earliest popular commercial hands free interaction devices was that of the 

Sony EyeToy (Sony 2003). It was a custom, low power webcam that allowed for 

interaction with the PlayStation 2 console in a variety of games. Simple computer vision 

(CV) and gesture recognition allowed for several "minigames" that ran at real time, 

without needing any interaction from a controller.  This early development is often 

referred to as the precursor to the original Microsoft Kinect, which was originally designed 

to be a video game controller replacement. The most recent iteration of the Microsoft 

Kinect, the Kinect DK (Microsoft 2019a), is that of a small compute unit that provides 

improved CV processing, both RGB and IR cameras, and multiple microphones designed 

primarily for business customers. 

Historic preconceptions about hand tracking is that it is less accurate and precise than 

that of a tracked controller utilising  physical tracking apparatus. To a degree, this is still 

the case and will remain so for a long time as issues such as per hand occlusion and finer 

micro movements require better algorithms and processing power than are currently 

available. Several studies have looked directly into the accuracy of hand tracking of Leap 

Motion devices. (Smeragliuolo et al. 2016) compared the hand tracking against marker 

based motion capture, finding it was of high quality for the hand and wrist, however, was 

not suitable for producing information for the forearm. This echoes prior work by (Guna 

et al. 2014) where the LMC was analysed, finding the controller had low standard deviation 

between positions, but noted significant drops in accuracy as they moved further from the 

device. More recent studies using more up to date software by (Valentini and Pezzuti 

2017) found that fingertip tracking of the LMC was better, noting no significant 

differences between accuracies the further away from the device origin. 

Similar accuracy based studies have revolved around the implementation of the 

technology in novel applications or comparisons against other devices. In a study by (Chan 

et al. 2015), the LMC was used as an authentication device by analysing hand geometry 
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and gestures. They found their algorithm was able to match registered users to fresh data 

with an accuracy of over 98%, with an error rate of 0.8%. While not directly about 

interacting with objects, it shows the accuracy and finesse available with low cost, low 

friction devices such as the LMC. (Gunawardane and Medagedara 2017) compared hand 

gestures from a LMC to that of a custom data glove, for controlling a robotic soft finger. 

They found that the data glove produced fewer erroneous data compared to the LMC, 

however, the LMC data was more consistent and repeatable. 

 

Figure 5 Picture showing the differences between the glove and LMC data from the study 

by (Gunawardane and Medagedara 2017) © 2017 IEEE. 

2.1.2 Optical Hand Tracking Review 
Throughout this thesis we will be making repeated use of optical hand tracking. While the 

technology overcomes several challenges, there are several cons that must be taken into 

consideration. 

2.1.2.1 Pros of Optical Hand Tracking 

When compared to many other hand "tracking" technologies, optical hand tracking 

provides a significant upper hand when it comes to user comfort and ease of access. One 

of the most important factors is that unlike glove or controller -based tech, the user does 

not need to physically hold or touch a device to interact with it. This significantly reduces 

complexity and friction when utilising it, as the user can simply use their hands freely, 

without having to learn where a button or analogue stick may be on a conventional 

controller. Coupled with this, the user does not need to attach anything to their hand. In 

many cases this is either: a glove, which can be challenging or cumbersome to wear, or a 

wired device connected for power and data, which can run the risk of tangling with 

complex movements, especially within virtual reality where the user is no longer visually 

witnessing their real hands. 

Modern optical hand tracking solutions are small enough, or easily integrated onto 

other devices, allowing them to be worn by the user, which significantly increases their 

effective range. This small size, combined with the lack of physical touch means that the 

devices can be easily and quickly implemented into research projects or demos. 

Throughout  the COVID-19 pandemic, the increased importance of personal hygiene 

and hand cleanliness pushed a significant number of experiences out of people's desires. 

While VR has a bit of an identity issue at trade shows, requiring people to put heavily used 

devices directly onto their faces, optical hand tracking has no such problem. The lack of a 

physical device to touch removes the need for a user to interact with possibly dirty or 

infectious surfaces. 
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2.1.2.2 Cons of Optical Hand Tracking 

Optical hand tracking is limited by a number of factors that are hard to overcome without 

physical changes to hardware setups. Occlusion is a huge problem for the technology, be 

it from a lack of cameras or simply by the user covering one hand with the other. This 

occlusion can result in numerous instances of dropped tracking, thus preventing the user 

from interacting. While extra cameras can often be introduced to help reduce the present 

issues, it still doesn't fully solve the problem. 

Unlike many other technologies such as gloves, optical hand tracking is fundamentally 

based off of computer vision and machine learning techniques. These produce instances 

where it can be hard to compensate or fix issues within the pipeline, compared to simpler 

technologies that may rely on analogue forces represented through linear ranges. There 

can also be issues related to this such as increased processing power requirements which, 

if not sufficiently accounted for, can significantly reduce the performance and quality of 

the tracking. 

Another key issue that does not affect other hand tracking technologies is that optical 

tracking is highly sensitive to environmental factors such as natural light and reflective 

surfaces. Certain visual issues can be prevented through the use of infrared light instead 

of visible light, such as variation in skin colour, but this still does not solve issues where 

the cameras may simply struggle with high contrast environments.  

2.1.3 Interaction Methods  
Interaction method literature will be classified into two distinct groups , active and passive 

interactions. Active interactions are where the body of user is directly being used to 

manipulate and control their desired effect, such as using a hand to grab a cube. These can 

also be through an object or tool, such as using a pencil to draw a line. Passive interactions 

are where the user is performing an action to activate a predetermined interaction, such 

as making a thumbs up gesture to accept, or interacting at considerable range from their 

target, such as pointing through a ray-cast. Active interactions are usually highly 

contextualised, requiring an exact position or adjustment to successfully action them. 

Passive interactions often do not require an exact context for them to be achieved, being 

indirect in their actions. Many systems will rely on the use of passive gesture based 

interactions to access core functions of a system, regardless of when or where the input 

method currently resides. 

A review by (Argelaguet and Andujar 2013) compared a large number of both active 

and passive interaction techniques. They noted that a lack of de-facto datasets for testing, 

coupled with numerous different and custom hardware setups made it difficult to fairly 

compare research, but did note several key findings. Many of the techniques were limited 

by hardware factors, such as visual occlusion and input mechanism, with a general trend 

that most of the interactions were more physically demanding in the virtual world than 

the real. Optically tracked interactions struggled with confirmation of actions 

considerably more than any physical controller. They were unsure about what interaction 

will remain as a popular or preferred method of 3D manipulation, and to an extent that 

opinion can still be seen today. Different systems implement varying techniques for 

manipulating objects with no universally accepted method, just as you would find within 

different conventional video games and software packages. While this may make sense in 

certain specialist software, it introduces barriers to entry or widespread adoption that still 

needs to be addressed 

A more recent review by (Jankowski and Hachet 2015) found that 3D interactions that 

provide high levels of control generally require large amounts of expertise to work 
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effectively. Low levels of control were effective for novice users, admittedly with reduced 

interactivity. One of the largest challenges they outlined is the process of increasing 

interactivity levels, without directly increasing the required learning effect or complexity. 

They noted that "sketch-based" approaches, where the user would input one action and 

the system would effectively fill in  the gaps of the interaction, were good examples of this 

and could help reduce barriers to entry. Another key issue is that of ensuring the 

interaction can suitably adapt to the increasing requirements of a task, where 

oversimplification of the interaction  and resulting outcome can result in frustration. 

Notably, they embrace the fact that interfaces may not be entirely obvious or faster than 

current real-world or 2D interaction . They instead favour the principle of ensuring 

enjoyment and appeal of an interface, as well as the standard criteria of speed, efficiency, 

and enjoyment, are taken into account. 

Beyond prior reviews, (Mendes et al. 2019) surveyed the different options for 3D object 

manipulation. They explicitly extract mid -air and touch based interactions as individual 

topics. Nearly all of their reviewed techniques for touch-based interactions had low 

degrees of freedom or resorted to similar effects of a mouse, with  high DOF interactions 

usually resorting to widgets. They found most approaches to manipulate objects with 

mid-air interfaces rely on principles found within the real world, without any separation 

of transformations. Many studies have realised that the accuracy of the human hand is 

limited, thus necessitating helper functions. This inaccuracy can often be related back to 

the lack of replication of real-world forces or minute amounts of perceived latency. 

Improving accuracy generally occurred through reducing hand motions or by moving the 

view closer, which isn't entirely feasible in VR. Widget based interactions have shown poor 

results for hands free interactions, when compared to direct manipulations. They found 

that although techniques that are found to improve accuracy are effective in doing so, 

they can detrimentally affect the speed of the user. 

While there are many different types of interaction  methods available, for the research 

in this thesis I have chosen to group them into two distinct groupings that reflect common 

trends in virtual and augmented realities. Active interactions summarise types of 

interactions where the user is the direct vessel for interaction, be it the hand grabbing an 

object or directly actioning the  press of a virtual button. Passive interactions provide a 

secondary item to implement the interaction for the user, this can be anything from using 

a ray to point an object, or requiring the user to perform an action that causes an effect. 

2.1.3.1 Active Interactions 

A classic interaction method is that of the "Go-Go" technique (Poupyrev et al. 1996), 

where a virtual hand representation will dynamically translate at a larger ratio than 

physically possible. This allows for users to reach considerably further than if they were 

simply moving their hand to the desired position, without having to physically walk 

towards an object. It is shown to be easily understood, however, in selection tasks it was 

less effective than simply casting a ray due to the increased degrees of freedom. Several 

systems have tried implementing this approach, but it has rarely been used in situations 

where the user has full 6DOF movement or can freely teleport. Similar types of 

interactions where the user will be presented with a ray-cast style of range extension are 

often used to prevent perception issues with disembodiment. 

The replication of real world interactions has long been a topic of focus for many. (Borst 

and Indugula 2005) produced a physics based approach to interactions, where each finger 

of a hand tracked model were made up of rigid-body joints. These joints were then used 

to produce physically accurate interactions when combined with their custom system of 

virtual torsion , linear spring-dampers, and virtual friction. A separate, invisible physics 
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hand was combined with the visual one to eliminate possible issues that may occur with 

object penetration. While this successfully achieved a large range of interactions, the 

system was noted to be "sticky", with more recent work by (Prachyabrued and Borst 2012) 

reducing the effect of this stickiness. The stickiness relates to where objects are likely to 

remain attached to the hand, when the desired outcome is the object being released or 

dropped. 

Similar in vein to the rigid-body approach, (Jacobs and Froehlich 2011) developed a 

soft -body method approach of interaction. It directly relied on the perceived pressure on 

the object by calculating how much of the user's virtual finger profile was in contact with 

it. This in turn created a system where the users "force", the point beyond object 

penetration, on the object would in turn create higher amounts of friction. This 

implementation built upon the prior work of different grasping techniques as this can be 

implemented in both soft and rigid-body physics simulations. (Talvas et al. 2013) 

implemented a similar technique to this, through the usage of "god fingers". Each 

individual finger would have an additional contact plane that react and bend around 

objects on contact. This results in a method where the finger can wrap around any object 

mesh naturally, while still applying force. It was shown to allow for more complex 

manipulation of models, however, as it did not simulate soft -body physics, it did not 

resolve the issue of object penetration. 

 
Figure 6 Image showing the grasping mechanics when soft-body physics were applied to the 

different joints of the hand within the study by (Jacobs and Froehlich 2011) © 2011 IEEE. 

(Lin et al. 2016) produced a virtual reality platform for dynamic interactions between 

the user and the scene within the Unreal Engine 4 game engine. It combined the Oculus 

Rift headset with a Kinect, Leap Motion, and dance pad for representation, interaction, 

and movement respectively. It was designed to heavily mimic the real world, attempting 

to provide a fully body experience, with the Kinect being used for body tracking, and the 

LMC for fine hand movements. They noted future work to prevent objects from being 

penetrated by the participants limbs. While the interactions themselves were impressive, 

newer technologies reduce the need for several of these devices. 

Many of the aforementioned interaction  techniques were implemented into the Leap 

Motion "Interaction Engine"  toolkit  (Leap Motion 2017). This toolkit allows for real-time 

object interactions in both VR (active) and desktop (passive) modes. It implements a 

similar physics based interaction to the ones described by (Prachyabrued and Borst 2012) 

and (Talvas et al. 2013) by using an invisible physics based hand that calculates the 

distances between object and finger joints to grasp objects. Although it is primarily 

designed for hand tracking, the toolkit also supports standard VR controllers such as the 

HTC Vive and Oculus Rift. Similar toolkits have since been developed such as the 

Microsoft Mixed Reality toolkit (Microsoft 2019b) which provide slightly different 

features. 
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(Moehring and Froehlich 2011) conducted a study where they compared controllers, a 

flight stick,  against finger tracking, which specifically detected pinches, for different types 

of direct and indirect interactions. Results strongly confirmed their expectations of 

indirect interactions being significantly easier due to simply requiring a point and button 

press, especially when it came to grasping and releasing. They noted that although they 

may have performed better, the indirect interactions were not realistic compared to the 

direct. Overall opinions reported good grasping and releasing capabilities for the flight 

stick compared to the finger tracking, but lowered judgment of grasp. 

While not directly within HM D VR, (Gallo 2013) studied the effect of degree of 

freedom in 3D touchless interaction, with the Microsoft Kinect compared against a 

standard computer mouse. Two Kinect devices were used to sense hand positions, which 

were then converted to different transformation techniques such as translation and scale. 

Their results suggest that devices that allow for multiple degrees of freedom control have 

the potential to outperform interfaces that segment them.  

(Alzayat et al. 2019) compared the differences between embodiment for different 

virtual reality tools as possible input methods. They compared representations of a virtual 

hand, VR controller, and physical tool, using a "Locus of Attention Index" (LAI) to quantify 

differences in embodiment. Their perception of embodiment was over a scale where the 

greater the tool was embodied, the more the person's attention will be on the task instead 

of the tool. Results indicated engagement was higher using the controller than hands, but 

hands were better than the tool. In a similar style of study by (Linkenauger et al. 2013), 

the effect of size of hand on perceived object size was questioned. They discovered that 

the wider the hand was, the longer the participant was likely to perceive the object, even 

if sizes of object had not changed. 

 
Figure 7 The three different types of interaction used within the study by (Alzayat et al. 

2019). 

Active interactions have historically been significantly challenging for the technologies 

to perform, as the latency involved has usually been too high for them to work effectively. 

Consumer devices such as the Razer Hydra predate many of the advancements that were 

released in with the large push for VR devices in 2016. Even devices such as the Microsoft 

Hololens, which was released in 2016, had rudimentary hand tracking that did successfully 

track the hand, but with significant latency and poor finger segmentation. Many older 

technologies would have to pick between either accuracy or speed, however newer 

offerings have helped reduce these issues significantly. 
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2.1.3.2 Passive Interactions 

Many modern VR systems make heavy use of ray-cast techniques, with ecosystems such 

as SteamVR and Oculus using these for their menu and interface interactions, and toolkits 

such as the MRTK (Microsoft 2019b) using them for a hybrid approach to object 

interaction. In the case of interface interactions, these are generally a simple ray that 

directly and linearly extends from a controller or hand and is then actioned through 

generic button or gesture. Object interaction is a more varied field, where systems are 

often seen to be adding additional helper functions to the rays. For example, the MRTK 

warps and bends the ray to snap towards an object within close vicinity. 

Crucially ray-cast based interactions tend to be most favourable when they are 

instantaneous to react and linked to a hand based-origin. A study by (Nukarinen et al. 

2018) found that the rays with time based hover interactions were less favourable than 

instantaneous button based interactions, while hand origins were favoured over head. 

This builds upon prior research by (Cournia et al. 2003) where gaze based interactions 

were shown to be slower than hand based ones. 

(Pfeuffer et al. 2017) developed and tested an interaction technique that combined eye 

tracking and hand tracking, creating a ray-casting system where the user would look at an 

object within VR and then pinch using their two hands to interact and manipulate it. Their 

initial user feedback reported that the combined approach was intuitive to use, almost 

feeling magical compared to real world interactions. 

Lots of research has been performed into the usage of hand based gestures for 

interaction within VR.  (Zimmerman et al. 1986) developed the original "dataglove" back in 

1986, which allowed for the monitoring and measurement of the hand through analogue 

flex sensors for measuring finger bends. (Maggioni 1993) developed a glove based gesture 

input device for more natural interaction, with multiple other gloves being developed over 

the years. (Khundam 2015) developed a method of first person movement in VR using 

palm normal and hand gestures with an optical hand tracker. They found that participants 

were able to complete movement tasks faster using the gesture interface over standard 

controllers, albeit with slightly  higher standard deviation.  

2.2 Haptic Feedback 
Haptic feedback plays a core role in replicating the sense of touch and other forces we 

experience in the real world, reproducing effects that we would usually be feeling when 

interacting with physical objects and materials. They directly aim to provide real-time 

information beyond what we normally see and hear from our digital devices, without 

inherently making themselves directly present. These effects have become increasingly 

more common over the past decades, as the transition towards mobile computing has 

often been directly coupled with vibration motors to provide information, without having 

to directly look at or listen to a device. Critically, haptic feedback will continue to be a 

necessary field of research as (Akay 1998) pointed out, the lack of it within VR prevents 

full immersion due to not being able to activate one of our five central senses. Within this 

review we will be focusing primarily on haptic devices that target or applicable to the hand, 

rather than larger limbs and areas of the body. 

2.2.1 Haptic Technologies 
There are several common methods of producing haptics, with different technologies 

providing their own implementations of producing these effects. While there are many 

different types of haptic technologies available both commercially and in the research 

world, we will be focusing on those that are currently commercially implemented. 
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2.2.1.1 Vibration  

The most common type of haptic technology is that of vibration, where the device will 

produce high frequency motions to generate small movements of an element within itself. 

Vibration haptics can be implemented through multiple different types of devices. The 

most common type of vibration motor is that of an eccentric rotating mass (ERM) 

actuator, where an unbalanced weight will rotate at high speed, powered by a motor. This 

rotation of the weight will cause a shaking motion due to the constant change in centroid 

(Precision 2015). ERMs have been commonly found in devices such as the PlayStation 

DUALSHOCK controllers (Sony 1997), with smaller versions being present in older 

smartphones. 

 
Figure 8 Diagram showing an exploded view of an ERM actuator. (Precision 2015) 

Linear resonant actuators (LRA) are a more modern and relatively common approach 

to vibration haptics, that produces an oscillating force across one axis instead of a 

rotational force. This is achieved through the use of a spring and voice coil surrounding a 

magnet, where the incoming voltage to the voice coil is driven at the same frequency as 

the resonant frequency of the spring. Overall force and power of the haptic effect can be 

controlled by modulating the AC input to the voice coil, meaning the higher the power 

input to the device, the stronger the haptic effect (Balu 2016). LRAs are more power 

efficient than ERMs as they do not need to physically move as many parts, while being 

able to maintain latent haptic effects due to the continuous storage of kinetic energy 

thanks to the magnet keeping the coil in place. LRAs can start producing haptics after 

around 10ms, considerably faster than an ERM which can only reach around 20-50ms. 

Common devices such as the Nintendo Switch (Nintendo 2017) and Apple Watch (Apple 

2015) utilise LRAs to produce their haptic effects. In the case of the Switch, multiple 

segments are implemented to produce more precise haptics over a broader area. 
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Figure 9  Diagram showing an exploded view of an LRA actuator. (Balu 2016) 

Current work and research in vibration haptics is moving towards the use of 

piezoelectric haptic actuators. These utilise a method of producing haptics by applying an 

electric signal to a material which then in turn squeezes or stretches. Unlike the prior two 

methods of vibration haptics, these work by placing two planes of material in a cantilever 

beam configuration, which then bends when the voltage is applied. Bending these 

materials produces motion, and is in turn repeated at high speed to generate the haptic 

effect. As with the transition from ERM to LRA, piezo actuators produce haptic effects at 

a considerably faster speed in the order of 1ms. Comparatively, the piezo actuators can 

modulate both their amplitude and frequency independently, which allows for more 

complex haptic effects (Motola -Barnes 2018). 

 
Figure 10 Mechanical diagram showing a 2-layer bending piezo actuator. (Motola -Barnes 

2018) 

Vibration motors require direct attachment to the user's skin or by being held or worn 

by the user, but are usually relatively small and lightweight. This allows for easy 

implementation into devices, without putting  significant strain on the user. VR and games 

controllers and mobile phones are prime examples of good implementations, where the 

devices are light weight while the implementation of haptics positively benefits the user. 

These devices tend to occlude parts of the hand which can be detrimental when relying 

on optical hand tracking solutions. 

2.2.1.2 Force Feedback 

Force feedback is an effect produced when a device manipulates its own movement 

against that of the person interacting with it  (Christ and Wernli 2014). For example, if a 

user was pushing a virtual box within a simulation, the feedback device would provide 

resistance force to emulate the effect of the weight and friction of the box. Unlike 

vibration haptics, these devices need a relatively large physical presence as they need to 

physically move their housings, rather than a small actuator inside a fixed housing. A key 
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defining trait of these types of feedback is that they are generally directly coupled with an 

input modality. This means that whatever device is currently being used to interact with 

the system will be the direct point of output for the force feedback.  

Common implementations of this technology can be found within video game steering 

wheels, where the wheel will attempt to rotate in the opposite direction to the user. 

Commercial devices such as the Phantom Omni (Sensable Technologies 1994) and Novint 

Falcon (Novint 2006) provide 3D force feedback through the use of an adjustable arm 

(Omni) or three adjusting arms (Falcon). More recent devices such as the latest iteration 

of the Sony DUALSHOCK included with the PlayStation 5 (Sony 2020, p. 5) introduced 

triggers within the controller that provide for ce feedback. 

Devices such as the Dexmo Haptic Gloves (Dexta Robotics 2021) are directly attached 

to the users hands and physically prevent the user from closing their hands, emulating 

forces of gripping and grabbing objects. These allow the user to still maintain freedom of 

movement, especially within room-scale virtual reality (Wikipedia 2021a), while still 

producing feedback. 

Most force feedback devices need to be placed or affixed to another object such as a 

table or stand due to their size and force produced. Many medical and professional 

business training devices make use of this technology, with the devices usually taking up 

the largest physical footprint of haptic technologies.  

2.2.1.3 Ultrasound 

Ultrasound haptic feedback is an effect produced through the usage of focused ultrasound 

beams which create highly localised points of pressure, called focal points (Iwamoto et al. 

2008) (Carter et al. 2013a). While most haptic devices directly require the user to be in 

contact with the device, producing haptic effects by modulating their housing or an 

element within it, ultrasound haptics take a different approach. The method of application 

comes from the change in pressure in the air around the user's skin, directly displacing the 

skin. Multiple focal points can be used, along with multiple methods of adjustment to 

produce the haptic effects. Devices that produce ultrasound haptics are incredibly niche, 

with Ul traleap producing the commercial Ultrahaptics STRATOS Explore (Ultrahaptics 

2018), and research projects stemming from the Shinoda group in the University of Tokyo 

(Hoshi et al. 2010). 

Devices producing these effects utilise multiple  ultrasound transducers, where each 

transducer has its phase and intensity individually controlled at rates of up to 40kHz. The 

fast update rates and finite control of the transducers allows for incredibly rapid 

adjustments and repositioning of the focal point. When compared to the other 

technologies, ultrasound haptics provide a key benefit where the positioning of the haptics 

is entirely freeform within a given area, without requiring contact or attachment to the 

user. This makes it considerably easier and faster to produce haptics on multiple different 

people, without having to adjust setups. Varying layouts of transducers can be used such 

as square or Fibonacci spirals (Price and Long 2018). 

Like the other haptic technologies, the skin will only feel the effect of the ultrasound 

on the displacement and release of pressure on the skin, requiring some form of 

modulation of the focal point. Modulating a focal point can be done in a number of ways, 

with the two main types being amplitude modulation (AM)  and spatiotemporal 

modulation (STM)  (Kappus and Long 2018). AM works by simply positioning a focal point 

at a desired 3D location, and then changing the amplitude from the desired amount and 

back to zero repeatedly. Multiple focal points can be used in tandem to produce AM 

effects at different areas on the palm. STM works by moving a focal point at high speed 
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in repeated paths, producing the displacement by physically moving the point of pressure 

across the path. Unlike AM effects, STM tend to be more efficient as they only requires 

the usage of a single focal point  to produce larger areas of effect. 

A major caveat of ultrasound based haptics is the overall lack of force they produce, 

where they can only be feasibly felt on a person's palmar surface. Due to the lack of 

definition in the mechanoreceptors of the skin beyond the palms, the effects are strongly 

diminished even when applied to just the back of the hand. Most ultrasound arrays also 

use considerably many more individual components than other haptic devices, as they 

require a large amount of ultrasound to produce enough force to displace the skin. This 

increase in components directly translates into a greater amount of required power to 

create the haptic effects. 

Ultrasound haptics devices are generally slightly smaller than force feedback devices, 

but still require being attached to another device for their placement. They do not 

necessitate being attached to the user which makes them considerably easier to combine 

with optical hand tracking. 

2.2.2 Reviewing Haptics 
Multiple varying studies have found positive benefits from the application of haptics 

across different disciplines and sectors. 

(Teather et al. 2010) conducted research into the effect of passive haptic feedback by 

comparing against the standardised pointing and tapping task outlined in ISO 9241-9. 

Haptics were applied through a plastic panel to which the participant touched with one 

hand, and pointed using the other hand. They observed that pointing throughput was 

significantly higher with haptics than without, but did not find significant differences for 

accuracy or speed individually. 

Within simulations, haptics have long played a role in aiding participants, both in 

learning and rehabilitation. (Han and Black 2011) developed a multimodal simulation 

where elementary students would learn how gears work, using haptic joysticks. Three 

different haptic conditions were applied to different students, force and kinaesthetic, 

kinaesthetic, and non-haptic. Students who received either haptic condition retained and 

recalled information better than those who received no haptics. Interestingly, the use of 

pure kinaesthetic haptics did not provide a substantial difference compared the lack of 

haptics, indicating a need for force feedback as well. 

In a review by (van der Meijden and Schijven 2009), there was no decisive consensus 

about the importance of haptics in robot-assisted minimal invasive surgery simulations, 

however, the majority of studies showed "positive assessment of the benefits of force 
ÆÅÅÄÂÁÃË ȣ ɍÁÎÄ ×ÉÔÈÉÎɎ 62 ÔÒÁÉÎÉÎÇȟ ÒÅÓÕÌÔÓ ÉÎÄÉÃÁÔÅ ÔÈÁÔ ÈÁÐÔÉÃ ÆÅÅÄÂÁÃk is important during 

the early phase of psychomotor skill acquisition". This was backed up in a study where (Zhou 

et al. 2012) produced a VR surgical simulator for laparoscopic skill acquisition where 

haptics conditions were directly compared against one another. Haptic effects were 

shown to be beneficial for a laparoscopic suturing and knot-tying task, although crucially 

this was only the case during the first 5 hours of training. 

(Våpenstad et al. 2013) tested the difference between haptic and non-haptic feedback 

within laparoscopic simulations. They found that their haptic implementation of friction 

was unrealistic, with 95% of participants believing it to be too strong. While 85% of the 

participants thought that the haptic feedback attempted to simulate the res istance in 

tissue, only 10% of those thought it succeeded in doing so. This result appears to be due 

to mismatch between expectations and realised effects. Våpenstad produced a follow up 
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study where a criterion-based training program of a simulator with haptic feedback, 

produced through a Xitact IHP device (Våpenstad et al. 2017). The control group without 

haptics were found to produce better results than the group with haptics. Both of these 

studies were focused around indirect, tool based interactions where they were attempting 

to recreate precise, real-world forces. 

Hagelsteen et al. found significantly better performance, through reduced error, from 

trainees when haptics were applied in their laparoscopic VR simulator (Hagelsteen et al. 

2019). While the resulting haptic effect, produced through joysticks, had limited fidelity 

when compared to the real world, the participants still benefited from the application of 

haptics. 

Francone et al. found improved efficiency and overall safety of patients during their 

preretinal membrane peeling simulation (Francone et al. 2019), which utilised CHAI3D 

(Conti et al. 2003) and a custom surgical haptic cockpit. 

(Nordvall 2014) produced a haptic game interface, where the participants would utilise 

an Xbox game controller to play a game of pong, with and without haptics. Results showed 

that haptics provided a significant effect on the user experience, more so than visual and 

auditory effects. 

In an attempt to improve the typing experience on portable flat keyboards, Ma et al. 

applied haptic and auditory effects to the typing experience of a flat keyboard (Ma et al. 

2015). They found that t he application of haptics increased the overall typing speed of the 

user, and discovered no major difference between the type of haptic effect being applied. 

It was also observed that only applying auditory feedback was not as effective as when in 

tandem with haptic feedback. A key point was witnessed where participants preferred the 

application of haptics on a per typing finger level, instead of the keyboard as a whole. 

(Wu et al. 2017) developed a virtual reality keyboard which utilised a hand-tracking 

exoskeleton, P5 data glove, and micro-speakers to produce haptic effects. The virtual 

keyboard was compared with and without haptics, and against a conventional real-world 

keyboard. No significant differences were noted between the haptic or non-haptic virtual 

keyboard. Notably, participants were still faster at typing using the conventional keyboard 

even in situations where they had to physically remove the headset to see the keyboard. 

(Kreimeier et al. 2019) evaluated different types of haptic feedback on the presence 

and performance of manual tasks in VR. Participants would be asked to throw objects at 

a target board, stack blocks, and identify information on blocks. They implemented two 

different types of haptic devices, a custom vibrotactile glove, and a Sense Glove DK1 

(SenseGlove 2019) for providing force feedback. Vibrotactile feedback was reported as 

having the best sense of presence over force or visual feedback. Force feedback lowered 

throwing times, but reported issues in general with replicating the release of a ball in VR. 

This applied to their stacking task too, where force feedback was generally faster. Force 

feedback was the most preferred by participants for object throwing, while vibrotactile 

was favoured for block stacking. Users performed worse during the identification task 

with force feedback, however, this was reported as possibly being due to technical 

limitations.  

(Kim, Jeon, et al. 2017) developed a low cost hand oriented haptic system for use with 

a Leap Motion controller and Arduino-based sensors. Haptic emitters were attached to 

the thumb and index finger tips, controlled through a wristband. These emitters produced 

both vibration as well as heat through the use of resistors. Immersion and presence were 
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tested, with participants reporting stro nger immersion when haptic and heat effects were 

applied. 

(Park et al. 2011) compared the differences between haptic effects and button clicks 

on touch screens. They found that short duration effects for button clicks were of great 

significance, as had been the case in prior work (Koskinen et al. 2008). Significant benefits 

were found from using an LRA actuator compared to an updated form of it called a dual-

mode actuator (DMA).  

(Son and Park 2018) applied haptics to the palm and fingers to provide improved tactile 

perception of large objects, through the usage of custom exoskeleton hand-based haptic 

device. They discovered that the haptic application to the palm and fingers provided better 

perception than with just feedback to the fingers. This style of research was continued 

where (Park et al. 2019) studied the effect of haptics on the perceived size of virtual 

objects. Multiple haptic effects were compared, with force feedback and cutaneous 

feedback on the fingers combined with skin-stretch feedback or vibrotactile feedback on 

the dorsum of the hand. Haptics were applied at the moment of contact with the virtual 

object. A preliminary experiment found cutaneous feedback did not directly produce a 

significant effect on the perceived size, however, led the participant to grasp using less 

force compared to force feedback. During the main experiment it was found that 

participants would perceive objects with a size of 40mm larger with skin-stretch haptics 

than without, and objects of 20mm and 40mm were perceived smaller with vibrotactile 

feedback. 

(Gaffary and Lécuyer 2018) reviewed the application of haptics within a car improves 

the safety of driving. Through their review, it appears that haptics were effective in 

reducing the visual workload, while useful for conveying information such as hazard 

prevention. Most implementations are designed for two key areas, first to aid the driver 

in their desired actions, such as interface navigation, and are commonly applied through 

the dashboard and steering wheel. Second, for the reiteration of warning signals and 

general safety of the driver, designed to increase awareness. They noted that many of the 

studies were performed under simulation, meaning they do not take into account real 

world stress or may not account for overconfidence present within simulations. 

(Fröhner et al. 2019) researched the effect of wearable haptic devices for improving 

embodiment of virtual limbs. They compared three different haptic conditions of 

vibrotactile feedback, force feedback, and no feedback. Findings showed haptic feedback 

significantly improving the subjective embodiment of the limbs, while force feedback led 

to stronger perceived ownership of the limb. 

Haptic technologies have been compared against one another over the years as varying 

advances have been made within the sector. When comparing technologies and effects, 

just noticeable difference (JND) studies are commonly used. This is the implementation 

of the Weber-Fechner Law where "a measure of the minimum difference between two 

stimuli which are necessary in order for the difference to be distinguishable". Using these 

types of study designs allows for deeper analysis as the cutaneous and kinaesthetic 

difference vary significantly between users, while they also produce quantifiable 

differences between haptic effects. While this is applicable for comparing the output of 

the technology, it does not take into account the logistical effectiveness or compatibility 

with other technologies. 

These haptic technologies can be grouped into three categories: wearable, held, and 

contactless haptics. Wearable technologies require the device to be either attached 

directly to the skin or body part of the user to produce their effects. Held devices simply 
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need to be held within the hand of the user during use. Contactless haptics require no 

direct attachment or prior motion of the user to feel the haptic affects, targeting the user 

directly through the air.  

2.2.2.1 Psychology of Haptics 

The effectiveness of a haptic device is a significantly different metric compared to that of 

visual or auditory devices. Measurements are generally harder to standardise, and often 

heavily rely on the usage of opinions and preferences. 

In a review by (Hadi and Valenzuela 2020) across four different studies, they found that 

the addition of haptic alerts to accompanying message based information provided 

beneficial performance gains to the related tasks. These were shown to be driven by an 

increased sense of social presence and engagement, also shown as a heightened exchange 

between the user and the technology. 

A rather interesting combination of topic and application was undertaken by (Ahn et 

al. 2019) where the calorific content was used to represent the weight of different foods. 

The study provided the user with two scenarios, one having objects of the correct weight, 

and the other with the weight being relative to the number of calories the food item 

contained. From this, it led to greater spatial presence and contributed towards a shift to 

recommended healthy behaviours. 

Another study by (Webb et al. 2022) looked into the usage of haptic technologies 

within a virtual reality learning environment for learning. While the inclusion  of the VR 

environment and collaborative approach significantly improved the results of the 

students, the addition of haptic feedback did not directly contribute to any significant 

improvements. 

2.2.2.2 Pseudo Haptics 

While most studies about haptics are working to introduce novel ways of producing haptic 

feedback through custom hardware, pseudo haptics buck the trend by using other 

modalities or the user themselves to emulate haptic feedback. Our senses can be tricked 

into adjusting our perception of a force when we combine one effect with another. The 

McGurk effect (Mcgurk and Macdonald 1976) is a prime example of this in action, where 

a person can have their sense of hearing confused by the introduction of a different visual 

stimuli.  

As with regular haptics, pseudo haptics can be applied to different tasks and 

interactions with varying levels of success. A study by (Taima et al. 2014) introduced 

pseudo haptics to their interactions with lifting objects to emulate different weights . They 

implemented this by increasing the visual translation of an object when it was lifted, 

meaning that if a user moved an object 5cm up, it would visually rise by a greater factor 

such as 10cm. They found that  by changing this visual response, it reduced the overall 

fatigue of the user. This line of work was continued by (Samad et al. 2019) where they 

were able to effectively change the perceived weight of objects by simply reducing the 

overall distance of movement. 

Pseudo haptics can also be used to supplement applied haptics, such as in work by 

(Hachisu et al. 2011) where they applied visual effects on top of vibro-tactile haptics to 

enhance their effectiveness. They can also be used to adjust our perception of the haptic 

effects, where work by (Peeva et al. 2004) found the adjustment of pitch of the audible 

sound had a large effect on the perceived roughness. 
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2.2.2.3 Summary 

Through the literature I discerned that most haptic technologies and research can be 

grouped into three device categories and two perception categories. The haptic device 

categories are wearable, held, and contactless, while the perceptual are realism, and 

informative.  These were formed from the numerous studies that either try to produce or 

refine new types of technologies, coupled with studies that would then try to implement 

and iterate on the software and techniques that these technologies could output. 

Worn and held haptic technologies are usually able to provide both the realistic and 

informative type of haptic feedback, while contactless technologies are usually only able 

to produce informative feedback. This is often due to the fact that the contactless 

technologies are not able to produce the finer required stimuli to create these realistic 

effects. 

Haptic technologies that are worn are usually focused around the hand as this has 

greater definition of mechanoreceptors in the skin. They often combine haptic forces and 

tracking technologies into one device, but are often wired to a computer directly due to 

the number of different sensors and actuators involved. The most common type of 

actuators used throughout the different studies are simple or cheap vibration actuators 

that are placed at multiple different points on the device to stimulate different 

mechanoreceptors or parts of the body. Interestingly, several pieces of research have 

focused around the application of devices that are not on the hand, such as wrists or feet, 

allowing the user to retain full control with their hands.  

Held haptic devices are usually less about the perception of textures or vibrations and 

usually focused towards the creation and emulation of forces. This results in devices that 

are larger than most or are entirely tailored to a very specific set of use cases, such as 

rowing a boat or swinging a sword. As with worn devices, these are usually wired and take 

up the entirety of the hand making it challenging to integrate with other technologies. 

Contactless haptic technologies do not restrict the user's hand movements, but do 

generally restrict the area of application. This is inverse to the other two types, where the 

prior two are restricting what can be applied to the person. Uniquely, most contactless 

haptics require no prior application to the user, and tend to track the point of haptic 

application through a secondary sensor. This allows for greater levels of real-time 

customisation, but can lead to issues regarding the overall accuracy of application. Optical 

hand-tracking often works well with contactless haptics as it is one of the few types of 

haptic feedback without the need to occlude parts of the hand, thus improving the 

chances of being successfully and accurately tracked. 

As a whole, the production of realistic haptics can be incredibly challenging. Many 

attempts  to do so result in either an overly heavy approach that exceeds their original 

reference, or produces something that does align with the intended output. This can end 

up being more detrimental than positive, especially within training simulations as it can 

result in either significant distractions or teaches the incorrect effect. Studies that are 

developing or researching realistic types of haptic feedback are often solely focused on 

said topic, as it generally requires a significant amount of work. 

Informative haptics are usually easier to implement and study as they can be repeatable 

and relatively contextless. This allows for haptic effects to be taken from study A and 

implemented into study B without significant changes or differences. As the effect is not 

trying to emulate something that we naturally feel, the expectations of the output will 

appear less distracting or confusing to the user. Ideally, they will result in almost 
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subconscious acceptance of the feedback to the point the user treats it like any other 

visual or auditory reaction that they can rely on for information. 

2.3 Literature Findings 
The literature review shows a significant portion of research into haptic devices, but less 

work towards their implementations and use cases. VR appears to be in a flux between 

cutting edge research, and serious implementations of hardware and software. This is 

similar to the technological situation that this thesis's work sits, where the devices are 

both established (optical hand tracking) but also highly futuristic (mid-air ultrasound 

haptics).  

With this in mind, there is a significant gap in the overlap between VR, optical hand-

tracking, and mid-air haptics. The individual pairings of VR and optical hand-tracking, and 

hand-tracking and mid-air haptics have received a large amount of research, however, the 

trifecta has been shown to be less realised. This could be partly attributed to the 

complexity of using the different technologies together successfully. For example, most 

of the studies using VR and hand tracking rely on a tracking device attached to the 

headset, while most mid-air haptic studies use a hand tracker attached to the desk or 

haptic device. Combining multiple camera perspectives, while retaining high accuracy 

could be a significant issue that needs to be overcome. 

Many of the prior studies tend to focus more towards the developments of the 

technologies, rather than their implementation or direct comparisons with prior 

technologies. This led us to the question of whether these technologies are ready for 

broad consumer usage, or how can we test to see whether they are. Crucially, two key 

areas of user interfaces and object interactions are of major interest. 

User interfaces within VR have stagnated for a few years, with many implementations 

simply relying on laser pointer style interfaces on 2D planes. Answering the question as 

to why these are the favourites, compared to 3D Interfaces is something beyond the scope 

of the work here. We can however, research and understand part of the interface pie, by 

looking at some of the core underlying elements of UIs. 

From these findings, we can position this thesis for impact by combining these 

technologies with VR and haptic wide market issues. These questions will encompass 

common issues with user interface design, coupled with differences between input 

devices and object interactions.  
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3 Comparing 3D Button Behaviours and the Role of Haptic 

Feedback within Virtual Reality 

3.1 Introduction  
3D user interfaces have been well researched over the years, exploring many forms of 

input and output mechanisms. The convergence of contactless technologies and virtual 

reality is becoming increasingly important, especially within the current socio-economic 

climate, developing for this will bring challenges many seasoned interfaces designers may 

not have encountered. While interfaces have shifted to newer realms, many have resisted 

making use of the extra depth that this often brings, due to inexperience with the 

technology, or quite possibly lack of research into the field. Implementing these new 

technologies brings numerous new possibilities, while also presenting the opportunity of 

iterating upon older proven mechanics. 

Although the designs and contexts may have changed over time, the button has 

remained at the core of almost every user interface, across decades of work (Robertson 

et al. 1991). The overall process of pressing and actioning an item through a button is so 

incredibly fundamental to the usage of any current 2D digital interface, that it is entirely 

expected the transition towards 3D will strongly echo these prior principles. Not only will 

these new interfaces require research and development into their best practices, but as 

novel technologies become the norm there will be further challenges to overcome. 

Advancements in hand tracking technologies have led to greater opportunities for 

natural interactions, allowing the user to simply move and interact with their hand 

without having to physically hold or grasp a controller. This has allowed for heightened 

immersion and greater accessibility, especially within the realms of VR. With the 

relinquishing of controllers comes a number of challenges, but primarily the removal of all 

tactile feedback that would've been produced through buttons and actuators. Novel 

devices such as focused ultrasound haptic arrays provide mid-air haptic feedback without 

requiring the user to physically attach or hold a controller. These devices can be combined 

with hand tracking to help replicate the missing haptic effects, while still retaining the 

flexibility of hands-free input. Prior research into interactions with user interfaces or 

buttons with similar technology has generally focused around the positioning and spacing 

of buttons (Park et al. 2020), gestures ÷0{~ąe ezi * yerw ħĤĦĮø and keyboard replication 

(Kharoub et al. 2019), and more generalised "buttons" (Hwang et al. 2017). 

Within this paper we will provide the interface designer with a set of useful, and well-

defined guidelines into how they can effectively enhance the button behaviours within 

their user interfaces within stereoscopic rendering devices, such as VR and AR. We will 

be exploring an exponentially increasing level of degrees of freedom within how 3D 

button s react to direct user interaction. Colour changing, moving, and deformable button 

reactions will be compared within a user study, where participants will interact with the 

varying modalities at different levels of overall effect. The buttons will be presented with 

low, medium, and high levels of their overall behaviour, encompassing different input data, 

while providing varying changes to their output effects. These buttons will be combined 

with mid -air contactless haptics to see what benefits may lie in conjunction with, or 

against, the varying levels, and modalities, of button reaction. We will give the designer a 

clearly summarised view of our results, as well as a full in-depth analysis and explanation 

of our results. Our findings indicate favourable opinions of simple reactions, with 

increasing complexity generally resulting in poorer opinions, ease of use, and overall 

enjoyment. Reactions that mimic that of the real world or 2D interfaces were mostly found 

to be more favourable than that of those fully utilising 3D principles such as deformation. 
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3.2 Background 
Prior to our development and testing we examined a few key areas to gain a broader 

understanding of the problem at hand. Although the study was focused within the 3D 

realm, 2D interfaces were also taken into consideration. This was primarily due to the 

assumption that most participants will be heavily accustomed to digital 2D interfaces. 

3.2.1 3D User Interfaces 
Large amounts of research has been conducted into the implementation and usage of 3D 

user interfaces (LaViola et al. 2017) (Jackson et al. 2018) (Riecke et al. 2018). Rather than 

the conventional approach in 2D user interfaces that rely heavily on ray casting 

methodology (Wingrave and Bowman 2005) of clicks or touches to perform an action, the 

3D realm allows for physically grounded approaches (Bowman et al. 2006). Treating the 

interface as part of the digital world instead of another 2D plane within the system 

increases the flexibility, but also the complexity of the interface. 

It has been discussed that design principles that are leading towards a more natural and 

realistic approach tend to yield good results, while employing techniques that are only 

possible within the 3D digital realm may both enhance them, and also hinder them 

(Bowman et al. 2012). Other research suggested that interfaces could build upon the real 

world principles, enhancing them to create an improved reality (Stoakley et al. 1995a). We 

intend to make use of these naturalistic approaches and theories to interface design, while 

expanding on them to see what benefits may be presented. 

3.2.2 Virtual Reality Interfaces 
Virtual reality interfaces have the benefit of having depth perception within their medium, 

admittedly with caveats (Batmaz et al. 2019), allowing them to have greater flexibility 

when compared to many other mediums (Weiß et al. 2018). Designers have made use of 

this freedom successfully as done within the Daydream VR platform (McKenzie and 

Glazier 2017), while also being able to make use of both 2D and 3D medium.  

Compared to conventional 2D displays, VR devices generally include displays with 

considerably faster refresh rates. Many standard 2D displays tend to have refresh rates 

around 60Hz, compared to VR displays that range anywhere from 72Hz (Oculus 2019b), 

to the more common 90Hz (HTC 2016a), and in a few cases up to 144Hz (Valve 2019a).  

These higher refresh rates not only benefit the user's experience with the simulation 

(LaViola 2000) (Claypool et al. 2006), proving a heightened level of immersion (Kim, 

Baddar, et al. 2017) (Ryan 2015), but have also been proven to increase the overall 

enjoyment of a user interface (Huhti 2019). Apart from the reduced latency, other benefits 

include heightened perspective motion understanding, as well as improved interface 

transitions. Underlying principles behind this have started to proliferate throughout other 

markets in recent years, with several new mobile platforms including devices increasing 

their maximum refresh rates from the market standard of 60Hz to 90Hz and even 120Hz 

in certain cases (Perry 2020). 

However, virtual reality has its own challenges. The lack of ubiquitous physical input 

methods present interesting challenges (Kim and Choi 2019a). Many systems tend to rely 

on devices that the user hold in their hands, several being tracked with six degrees of 

freedom (6DOF). These devices often provide a good amount of user freedom, but tend 

to lack on input precision and flexibility (Holderied 2017). The resolutions of many current 

generation headsets are too low to support text at distance, making several interface 

choices challenging (Thompson 2016). 
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3.2.3 Hand Tracking 
Controller free hand tracking allows the user to interact with the computing system, 

simply be using their hands. Many of these devices utilise standard RGB cameras 

(Panteleris et al. 2018), while others rely on using IR cameras and illumination (Erden and 

Çetin 2014). While the underlying technology tends to be different, the overall optical 

methodology and principles tends to be the same. Research has been conducted for well 

over two decades into the field, ranging from pose or gesture estimation (Sato et al. 2000), 

through to bone position estimations (Horowitz 2014). 

 
Figure 11 The Leap Motion Controller, shown in the center of the image to the left of the 

keyboard, demonstrating hand tracking. (Ultraleap 2013) 

Hand tracking hardware and software has been commercially available for a number of 

years. Devices such as the Leap Motion Controller (Leap Motion 2013), shown in Figure 

11, and Microsoft Azure Kinect (Microsoft 2019a), and prior iterations, have allowed users 

to track their hands (Hald 2013). Several computing platforms are now starting to 

integrate hand tracking directly into the hardware of the device such as: the Oculus Quest 

(Oculus 2019b) Figure 12, Hololens 2, and Varjo VR-2 Pro (Varjo 2019), removing the 

necessity for users to obtain additional hardware. This seamless integration will not only 

help improve the adoption but also massively increase the user base of the tech. 

 
Figure 12 The Oculus Quest VR headset has built-in experimental hand tracking, removing 

the need for external peripherals. (Oculus 2019b) 

Optical hand tracking solutions have multiple current issues. Image based approaches 

still require some form of estimation (Pan et al. 2010), especially when it comes to 

occlusion of the hands and field of view (Bachmann et al. 2018). While users may not have 

to wear or hold anything, those options generally still offer full joint or position tracking, 

no matter how far away from the "origin" point of the tracking. Current implementations 

have been found to be worse than in certain task situations than standard VR controllers 

(Caggianese et al. 2019). 
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3.2.4 Mid-Air Contactless Haptics 
Ultrasound mid-air haptics have started to become commercially accessible in the past 

few years, with off the shelf devices available to buy, admittedly though still within a niche 

market. These devices use focused ultrasound to produce a small region of pressure 

(Carter et al. 2013a). This focused pressure point, more commonly known as a focal point, 

is then moved in 3D space at high speed to create a path (Frier et al. 2018). Paths are then 

felt, specifically on the user's palmar surface where there is a greater sense of touch. 

 
Figure 13 Visualisation of how a focal point is created using multiple ultrasound transducers 

in phase. (Ultrahaptics 2017) 

Although these devices allow for intricate and highly detailed levels of control, they 

tend to lack in the amount of force applied to the user. Devices tend to be of relatively 

small size which affects the "interaction zone" in which they can be used. These notable 

problems come with the unique benefit that the haptic feedback can be applied without 

the use of any form of contact device. 

Paired with an optical based hand tracking solution these allow the user to be fully 

hands-free from any devices. Benefits are only compounded when virtual reality is taken 

into account, where the user does not need to worry about holding or wearing a device for 

prolonged periods of time. Hygiene is a given, as these devices do not require the user to 

be touching or grasping anything to feel the effect of the device. 

3.2.5 Hypothesis 
We hypothesise, based upon the background research, that there is a distinct link between 

naturally reacting interfaces and their overall perceived performance (Kamel Boulos et al. 

2011) (Falcao et al. 2015). These natural reactions replicate real world phenomena, which 

in turn should result in greater efficacy when paired with optical hand tracking. This would 

allow the user to directly interact with the interface, rather than through a proxy 

(controller). However, we also believe that several less explored options that exploit the 

usage of 3D depth may present interesting, and mostly unexplored results. Implementing 

mid-air haptic technology should allow us to explore how users respond beyond visual 

modality changes. 

From this we have several questions and hypotheses that we intend to research. 

Q1. What is the effect on user opinion and preference when visual modalities of 

button reactions are modified? 

Q2. What is the underlying effect on user opinion and preference when haptic 

feedback is applied to the user when interacting with buttons? 

Based on these questions we hypothesised that:  

H1. Colour reaction buttons would be the most favourable of the three options, due 

to their common place usage throughout 2D interfaces. 
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H2. Deformation buttons will provide too much feedback for the user, to the point 

that they are perceived negatively. 

H3. The introduction of haptic feedback should provide an overall positive effect for 

the user. 

Although there are other stronger haptic devices available, which can often provide 

haptics effectively beyond just the palmar surface, these generally present several issues 

when utilising optical hand tracking. Most devices require direct contact or attachment to 

the hand, such as those in a controller, which in turn increases the overall "friction" for 

use. This friction comes from usually requiring extra wiring to either power the device or 

provide data; or introducing extra occlusion of the bones of the hand, which in turn 

reduces the quality of the hand tracking. Several devices such as localised linear actuators 

are applied directly to the skin, which requires prior setup to ensure the correct position 

of the haptic device, that once applied cannot be moved. Limitations in physical movement 

either result in one of two scenarios, having a device that is too small to sufficiently cover 

the desired region, or having a device that is significantly sizable.  

3.3 Methodology and Protocol 
Our study was designed to test three key different types of 3D button visual reactions, 

these categories were: colour, movement, and deformation. These tests would help us 

understand which modality changes were most beneficial to implement within an 

interface. For this, a VR simulation was developed where users would perform simple 

interaction tasks across three distinct scenes, encompassing the three different types of 

visual reaction. Surveys were created for the pre, during, and post simulation stages. The 

pre-simulation survey would help us understand different user demographics, as well as 

helping us understand certain user choices. During simulation survey consisted of button 

ratings, and haptic ratings conducted through interactable sliders. The post-simulation 
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deeper understanding of their emotional and technical responses to the simulation. 

Within  our study we will be implementing VR headsets, mid-air ultrasound-based 

haptics, and optical hand tracking. The combination of these three distinct technologies 

has had prior research conducted (Georgiou et al. 2018), however, few studies have 

directly f ocused on the user interface.  

3.3.1 Study Development & Setup 
We used the Unity game engine to create our VR simulation, and the HTC Vive headset 

as our output source. Rather than using traditional VR controllers, we made use of a Leap 

Motion Controller (SDK 4.4.0) which allows the user to interact with the simulation using 

their hands directly. By utilising this we can understand how the user would naturally, and 

physically, interact with the interface, rather than through a proxy device. The Leap 

Motion Contro ller was attached to the front of the headset, this was used for the visual 

representation of the hands, as well as the interaction logic. The Leap Motion interaction 

engine (version 1.2.0) was used for several core physical interactions, as well as a custom 

pose estimation system that would allow us to analyse the users hand when interacting. 

To imbue a sense of physicality to the experience, we utilised the Ultrahaptics 

STRATOS Explore ultrasound haptic array which provides mid-air haptics to the user's 

hands. These devices create a focal point of high-pressure ultrasound at a point in 3D 

space, which is then moved at high speed to produce a path. Displacement of skin occurs 

on this path and the micro movements within the skin are felt (Frier et al. 2018). Haptic 

effects were applied when the user interacted with different buttons within each scene, 

tracked to their palm. There was a secondary Leap Motion Controller attached to the 
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haptic array. This was in a fixed position which provided greater accuracy for positioning 

haptics. 

Participants were sat down in front of a standard height table where the Ultrahaptics 

array was positioned, as shown in Figure 14. Each participant wore the HTC Vive headset 

throughout the entirety of the simulation.  

 
Figure 14 Diagram showing the physical setup of the simulation. The user positioned upon 

the chair (brown), in front of the haptic array on top of the table (green). One Leap Motion 

Controller (grey) was positioned at the top edge of the haptic array, with another on the 

front of the HTC Vive VR headset. 

During the study, a number of different pieces of analytical data was recorded on each 

user. We recorded ratings, timings, and a video recording (including audio from a 

microphone) of the user's interactions. Video recordings were from a fixed digital 

viewpoint.  

We followed the Ultraleap ethics principles throughout our study. All data from the 

study was completely anonymised. All users were informed that their video and audio 

would be recorded during the study. 

3.3.2 Butt on Types 
Each of the scenes within the simulation had three levels of reaction. Low, medium, and 

high-level reactions were applied to the buttons and can be broken down into their core 

underlying methodology. These three levels were designed in such a way where they 

would distinctly represent increasing amounts of stimuli for the user, and implementation 

complexity for the developer. This can be summarised as continuous increases in the 

degrees of freedom that a button could alter and represent. 

Colour butt ons operated with low being instantaneous colour changes between two, 

medium being a transition between two colours over time, and high transitioning between 

three colours with one highlighting before the user interacted (when in proximity).  
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Figure 15 Diagram showing the three different levels of reaction for the movement buttons. 

Each button would be present within the scene. 

Movement buttons would work in a similar fashion. Low reaction was an instantaneous 
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High level would rotate when in near proximity and then continue the same as the 

medium. 

Deformation was the outlier as it had a considerably higher degree of freedom than the 

other set of buttons. Low reaction would instantly expand in size when interacted with. 

Medium reaction would magnetise to the finger in likeness to that of a Ferro fluid, a liquid 

that contains magnetic material that will attract and morph itself toward s magnetic forces 

(Wikipedia 2021b). High level reaction would magnetise to the finger when the user is in 

close proximity of the button.  

3.3.3 Button Interaction and Haptic Feedback 
Low level reaction buttons would instantaneously react, with a binary reaction, changing 

from one single state to one other. Medium level reaction buttons would transition from 

one resting state to another interacted state, with a continuous reaction. High level 

reaction buttons woul d both pre-empt the user's interaction, as well as transition from 

their resting state to the interacted state.  

 
Figure 16 Diagram showing the button positioning as they would appear within the scene. 

The button order would be vertically randomised per scene (signified by 1-3), with haptic 

buttons being either the top or bottom of each vertical pairing (signified by a-b). 

Haptics were also varied with level of reaction for half of the buttons with in each 

scenario. All three haptic effects would produce the same shape and position, of a 2cm 

radius circle on the palm. This shape and position was chosen as the haptic effect is 

strongest at that point on the hand (Wilson et al. 2014). Although haptic positioning and 

contact points are notably different, they may still y ield favourable results due to the 

visual stimuli taking precedent. 
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Low level buttons would play a 0.2 second full intensity haptic. Medium level buttons 

would ramp from the lowest perceivable intensity to the highest in tandem with their 

visual reaction. High level buttons would ramp their intensity as in the medium, however, 

would also then create a 0.2 second ramping "click" once the button interaction result was 

fully achieved. 

These three different types of modality change were 

chosen as they summarise three different types of digital 

representations. Firstly, colour is grounded solidly within 

the digital and electrical realms. The degrees of freedom 

are relatively simple, with many computing applications 

opting for colour shifts for their response design. Real 

world buttons tend to refrain from using colour on the 

button itself, often opting for a secondary reaction method 

of light or colour, disparate from the button.  

Movement buttons ideals were heavily grounded within 

the real world, replicating physical response. Light 

switches, television remotes, and computer keyboards all 

use physically moving buttons with great success, applying 

that same knowledge to digital buttons should hopefully 

yield good results. The increased freedom of the digital realm allows us to increase the 

degrees of freedom available with these buttons, allowing us to try to more complex 

movements. 

Deformation is a highly digitally grounded principle, with many real-world examples 

being found within the outer realms of the daily norm. With an exponentially higher 

degree of freedom than any other button before, it pushes beyond what is normally found 

within interfaces. Whethe r users are fond of these mechanics within interfaces is a 

desirable test we wished to explore. 

3.3.4 Study Methodology 
The simulation was developed as three separate scenes, with colour, movement, and 

deformation, each being their own individual scene. Users would interact with six different 

buttons within each scene, all of these buttons performing the same global action of 

turning a virtual light on or off. Half the buttons in the scene would have haptics that 

would be applied on contact. Once the user had interacted with the buttons, they would 

be asked to first rate their opinions of the buttons themselves, then secondly their opinion 

of the inclusion of the mid-air haptics for the buttons in that scene. This 

process would be repeated throughout all three different scenes and reaction 

types. 

We opted for using in-simulation data collection as well as pre and post 

simulation surveys, with users rating their opinions of the buttons directly 

within the simulation. After the initial interaction stage, each user w as 

provided with a set of ratings sliders, these ranging from 1 (best) to 7 (worst). 

Users had to grasp a block on the slider, which would then snap to the different 

rating positions based on proximity to them. By including these rating 

questions directly within the simulation we hoped to improve the overall 

immersion of the user, as well as collect more consistent data. 

Figure 18 Diagram showing the rating sliders visual appearance. The red arrow denoting 

how the interactable portion of the slider would move, with smaller squares on the slider 

visualising the positions of the scale. The slider would have 1 at the top, which would be 

Figure 17 A participant 

interacting with the colour 

reactive buttons. 
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signified in green, and 7 at the bottom signified in red. Values on the slider would be 

gradiented from green, to yellow, and finally to red. 

To ensure a consistent set of data from each user we randomised the order of the 

scenes, as well as the positions of the buttons within each scene. Buttons were vertically 

randomised, then horizontally to ensure haptic buttons were in the same region (see 

Figure 16). This was done to ensure that the haptic effects produced by the array would 

be consistently felt across all three set of buttons. The Ultrahaptics STRATOS Explore 

has an "interaction zone" of around 20cm from the edge of the device's ultrasound 

transducers, thus limiting our possible haptic application area. 

3.3.4.1 Study Timings 

Our study was time limited across each three of the scenes. Users has a fixed two -minute  

time limit in which they were allowed to simply interact with all of the scene's buttons. If 

the user expressed their desire to continue prior to the two -minute  time limit they were 

permitted to do so. After this segment, they were then given an unlimited amount of time 

to then rate the buttons. During this rating period they were still permitted to interact 

with the buttons, this was done to ensure the user would be able to correctly rate each 

button. Times were recorded for the interaction stage, initial button rating stage, and 

secondary haptic rating stage. 

3.3.4.2 Study Surveys 

We required participants to complete two different surveys in our study. The first survey 

was conducted prior to their experiences in the VR simulation, with the second occurring 

afterw ards. 

The pre-study survey was undertaken anywhere up to one week prior to the VR 

simulation, the user being free to complete the survey in their own time. This survey 

gauged the participant's demographic information such as: age, biological gender, VR 

usage, mid-air ultrasound haptic usage, and technology daily habits. These were recorded 

primarily so that the biological differences for haptics could be accounted for (Abdouni et 

al. 2017), as well as garnering a better insight into what interfaces the participant is 

familiar with. We queried the user's use of both virtual reality devices and mid-air 

ultrasound haptic devices to ensure we received a good distribution of users. Each user 

expressed their consent to the study, both during the pre-study survey and before they 

were about to perform the simulation.  

The post-study survey was conducted directly after the user had completed the VR 

simulation stage. Users would be asked about four key areas: their enjoyment and ease of 

use of their interactions with the buttons, their interaction methods (hand vs fingers), 

their opinions on haptics, and their opinions and ideas on the study as a whole. The first 

two sections of the survey were primarily quantitative answers, while the later sections 

were entirely qualitative. Participants were not required to answer every qualitative 

question but were required to answer all quantitative. 

To ensure users understood which buttons they were giving answers to, we included 

short repeating videos of the interactions of the different buttons. The buttons were not 

labelled low, medium, high, just simply listed as 1 to 3. Ratings were recorded on a 7 stage 

Likert scale, while opinion questions were recorded as standard text. 

The full set of questions can be found in the appendix, for both the pre study survey 

(7.1.1.1) and post study survey (7.1.1.2). 
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3.3.4.3 Participants 

We recruited 23 participants, 19 male and 4 female, from within the Ultraleap office staff. 

Each participant was recruited with no prior knowledge of what the study entailed. All 

users signed consent to be taking part in the study, as well as having their simulation video 

and audio recorded. The study was approved by the Ultraleap ethics committee, following 

their consent struct ure. 

Our participants had an average age of 30.56 years, ranging from 22 to 47. All bar one 

participant had used VR and mid-air haptics at least once. 26% of the participants were 

regularly using (at least once a month) VR, while 70% were using mid-air haptics. There 

was an almost equal split between the usage of Windows or Mac within the participants, 

43% to 57% respectively. 91% of participants said that they used smartphones as one of 

their primary technology devices outside of work, this was followed by laptops at 61%. 

Users could express as many choices as possible here, from a list of smartphone, laptop, 

desktop computer, tablet, TV, and car. 65% of participant's jobs were within the field of 

software research and development. These surveys were used to gain an understanding 

in the prior experience with different interfaces.  

3.3.4.4 Data Analysis 

Data analysis was performed within the Python (Python 2021) scripting language, utilising 

the jupyter (Jupyter 2021) environment. This was used to both analyse our results, as well 

as produce graphs and visualisations. 

We performed our data analysis with two sets of data, first with the full set of all 

participants, and secondly with a smaller subset of data where a few sets of users were 

removed. This was done to ensure validity of our results and to ensure our dataset was 

more robust. We chose to remove two users who reported highly repetitive scoring across 

the study, both during the simulation and post study as these were reported as outliers. 

We removed two sets of users, primarily due to haptic reasoning. Firstly, female 

participants were removed due to differences in tactile perception (Abdouni et al. 2017), 

however, this was also done due to too small a sample size to effectively  understand any 

present gender effects. The second group being any participant over 40 years of age as 

this has been shown to be an age of tactile transition (Abdouni et al. 2017) (Reuter et al. 

2012), in this case that happened to be one participant. This resulted in a subset of 16 

users. Analysis of this subset was not found to be significantly different to the full set, 

thus we decided to retain the usage of the full data set for our analysis. 

3.4 Results 
The results are explained in the following sections, where we will cover the participant 

feedback and their interactions within the study. Core button statistical data will be 

divided based on reaction modality, split by colour, movement, and deformation. For each 

of the modalities, the three levels of button were independently queried. This forms a 

three-by-three analysis of modality by reaction level. Each participant was queried in their 

opinion of the different buttons during the study on a Likert rating of 1 through 7, with 

two follow up questions in the post -study survey querying their perceived ease of use and 

enjoyment of the buttons. Haptic effects were analysed against their modality, creating a 

single three-way analysis. The haptic opinion was recorded during the study, directly after 

the button opinions. 

A large majority of our data was shown to be non-normally distributed between our 

varying factors and effects. To account for this, we applied an Aligned Rank Transform 

(ART) to our data, for both the button and haptic opinions. These transformed values 

were then analysed using factorial non-parametric repeated measures analysis of variance 
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(ANOVA) tests. By performing these transformations and tests, we could analyse the 

interactions between our factors, as well as the overall main effects. 

Statistics will be reported for each of the independent variables and factors. These will 

include their geometric means (gM) and geometric standard deviation (gSD). Geometric 

values are reported due to the data being transformed by the ART. Significance values will 

be reported, along with any respective interactions found within follow -up pairwise t-

tests. All dependent variables will have their values reported, coupled with their data 

skews. Dependent variables that are not transformed through ART will have their normal 

means and standard deviations reported. 

Graphs will be displayed for the overall independent variables, with significant 

interactions displayed highlighted. These graphs will be displaying ordinal data, and as 

such will be visualising the geometric means and geometric standard deviations. 

3.4.1 Scenario Quantitative Results 

3.4.1.1 Button Ratings 

Overall rating values were (gM = 2.806, gSD = 1.834) with a slight positive skew of (0.351). 

Main effects of button reaction modality and reaction level were compared to 

understand their effect on the participants overall opinion of the button. No significant 2-

way interaction was reported. A significant interaction was reported for the modality F (2, 

44) = 3.734 p = 0.032, however, follow-up pairwise analysis did not report any significance. 

No further significant interactions were reported.  

 
Figure 19 Graph showing the geometric mean and geometric standard deviations of button 

rating scores, grouped by button modality and reaction level. 

Modality  Colour  Movement  Deformation  

Reaction Low Med High Low Med High Low Med High 

gMean 2.464 3.058 2.958 2.413 2.398 2.951 2.592 3.337 3.273 

gSD 1.697 1.785 1.975 1.869 1.923 1.704 2.045 1.698 1.777 

Table 1 Table showing the geometric mean and geometric standard deviation values of 

button rating scores, grouped by button modality and reaction level. 

3.4.1.2 Button Ease of Use 

Overall ease of use values for the buttons were (gM = 2.268, gSD = 1.742) with a positive 

skew of (0.712). 

Main effects of button reaction modality and reaction level were compared to 

understand the effect they presented on the ease of use of each button. Significance was 

found with the 2 -way interaction of modality and reaction F (4, 88) = 2.828 p = 0.029, 
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however, no follow-up pairwise t-test reported any significant interactions. The reaction 

main effect showed significance F (2, 44) = 11.218 p = < 0.001, with corresponding pairwise 

t -tests reporting a significant interaction  where the low reaction buttons were easier to 

use (gM = 2.079, gSD = 1.703) than the high reaction levels (gM = 2.467, gSD = 1.832). No 

further pairwise t -tests showed any interactions. The modality main effect did not show 

significance. 

 
Figure 20 Graph showing the geometric mean and geometric standard deviations of button 

ease of use, grouped by reaction level. ƶ denotes significant pairwise interaction. 

 
Figure 21 Graph showing the geometric mean and geometric standard deviations of button 

ease of use, grouped by button modality and reaction level. 

Modality  Colour  Movement  Deformation  

Reaction Low Med High Low Med High Low Med High 

gMean 2.114 2.206 2.419 2.071 2.035 2.617 2.054 2.621 2.371 

gSD 1.620 1.668 1.808 1.686 1.603 1.961 1.836 1.752 1.764 

Table 2 Table showing the geometric means and geometric standard deviations of the 

button ease of use, grouped by button modality and reaction level. 

3.4.1.3 Button Enjoyment  

Overall user enjoyment of the buttons was reported as (gM = 2.379, gSD = 1.668) with a 

slight positive skew of (0.276). 

As with the other values, analysis was conducted between the main effects of button 

reaction modality and reaction level to understand their effect on the overall enjoyment 
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of the buttons. No statistically significant interactions were reported for either the 2 -way 

interaction or either of the main effects.  

 
Figure 22 Graph showing the geometric mean and geometric standard deviations of button 

enjoyment, grouped by reaction level. 

Modality  Colour  Movement  Deformation  

Reaction Low Med High Low Med High Low Med High 

gMean 2.481 2.609 2.688 2.178 2.367 2.395 2.119 2.402 2.233 

gSD 1.680 1.606 1.613 1.649 1.685 1.720 1.757 1.674 1.687 

Table 3 Table showing the geometric means and geometric standard deviations of the 

button enjoyment, grouped by button modality and reaction level. 

3.4.1.4 Haptic Ratings 

Overall haptic rating of the buttons was reported as (gM = 2.718, gSD = 1.827) with a 

positive skew of (0.590). 

We compared the main effect of button reaction modality to understand the impact 

haptics had on the overall opinion and perception of the different button types. No 

statistically significant interactions were observed for the haptic ratings. 

 
Figure 23 Graph showing the geometric mean and geometric standard deviations of the 

effect of haptics on buttons, grouped by button modality. 

Modality  Colour  Movement  Deformation  

gMean 2.599 2.985 2.588 

gSD 1.846 1.78 1.882 
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Table 4 Table showing the geometric means and geometric standard deviations of the effect 

of haptics on the buttons, grouped by button modality. 

3.4.2 Interaction Methods  
Through the video recordings, poses and interaction methods were recorded and 

analysed. We recorded two different metrics: the first point of interaction for that scene, 

and the most common method of interaction for the scene. These interactions were 

classified in three distinct ways. Index finger touching was when the user was touching 

the object with just their index finger, multi -finger touching was when the user was using 

multiple fingers (2 or more) to interact with the button, and finally hand/palm touching 

where the user was attempting to use their whole hand to touch the button. 

 
Figure 24 Diagram showing the differences in hand interaction points. The hand on the left 

shows the index finger "pointing" region in orange. The hand on the right shows the open 

palm options where blue signifies multiple fingers touching, and green signifying whole hand 

touching. 

Participants showed a clear majority towards interacting with their fingers, with an 

average of 81% of users opting to use their fingers for their very first interaction of the 

study. This trend continued throughout as it rose to 84% for first interaction across all 

scenes. Users were consistent in their interaction methods, with 92% of them opting for 

using their fingertips . Breaking this down further, 44% percent of these were using just 

the index finger, while 48% were using multiple fingers. 

Survey recordings asked users to respond with whether they preferred: finger touching 

buttons, or whole hand touching buttons. The trends observed in the study were mirrored 

closely in the post-study survey, with 71% of users expressing that using one or more of 

their fingers to interact with the buttons was the easiest method t o do so. 29% of users 

felt that using their whole hand was easiest. 

3.4.3 Completion Times 
Users completed the entire study with a mean time of 6 minutes 57.633 seconds, with a 

standard deviation of 1 minute 54.953 seconds. These times were for the whole study, 

incorporating the button interactions and ratings portions of each trial. The table below 

shows the means for the individual trials and their standard deviations. 

Modality  Colour  Movement  Deformation  

Value Mean SD Mean SD Mean SD 

Interaction Time  83.231 27.775 86.123 32.153 75.545 33.954 

Rating Time  43.727 32.085 46.148 49.740 30.477 26.296 

Haptic Rating Time  18.176 17.094 20.873 30.350 13.322 9.175 

Figure 25 Table showing the differences in geometric mean and geometric standard 

deviation times for the different stages of the study in seconds. 
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3.5 Discussion 
As stated through this paper, we were exploring the levels of effort required to provide 

and enhance effective 3D user interface reactions. The overall goal being to deliver a set 

of guidelines that help the interface designer to make informed choices as to how to 

improve their interface or, counter-actively, reduce the required amount of development 

to achieve beneficial results. 

While the study attempts to prov ide a significant insight into user interface choices 

and design, it has a number of limitations. Firstly, due to the nature of user interfaces, we 

can only really provide insights into a small subsection of interfaces and their design. It 

would not be factual to present these findings as fully concrete evidence for their usage 

throughout user interface designs as a whole. Secondly, the technology used required 

several limiting factors, such as overall movement range and compatibility between 

desktop (the mid-air haptic array) and VR setups. Coinciding with this, the results for 

haptic feedback may not remain completely relevant in a few years' time. This is due to 

the quickly evolving and changing technology that drives the haptic feedback. Third and 

finally, the interface reactions that are covered here may no longer be entirely problematic 

as once thought in a few years time. It is entirely plausible that with increases in 

processing and computing power, the inclusion of real time deformation or similar shape 

changing effects creates a scenario where people are far more accustomed to it.  

We quickly found trends when specifically looking at just the scenario quantitative 

results, however these trends were also backed up by the supporting time, background, 

and qualitative data. The lowest reaction colour button was shown to be the unanimously 

highest scored item across all user groups (both with outliers and specified users removed 

and without), it had the smallest standard deviation that helped cement this. Users 

commented throughout the post -study survey that they felt this button being the most 

indicative of how the button should be reacting. Not only was it the best rated, but it was 

also similarly one of the easiest buttons to use. Both score and ease of use had relatively 

similar, linear, negative trends as the complexity increased, with both their mean and 

standard deviation increasing. This could be attributed to either the speed of transition, 

or the method of visual change being disparate to the interaction effect. Participants 

commented that although the medium and high-level buttons were more engaging and 

interesting, they were less representative of their expectations. Even though the lowest 

reaction presented the best overall version of the group, it was often reported as being 

too basic and the least fun to use. 

Unlike colour, movement showed uniform good scores and enjoyment for all buttons, 

although score had higher standard deviation. These buttons effects were grounded more 

towards the real world in their effect, which most likel y reflected well in their ease of use. 

Both the low and medium reaction buttons worked similarly by translating along one axis, 

however the added rotation of that axis severely affected ease of use. Many participants 

commented that the high level was too complex or challenging to use, with one user 

h{yyjz¡rzo ¡qj¦ ir wrvji ¡qj kjjwrzo {k Ćgjrzo ¤e¡hqjićî 2e~¡rhr|ez¡  eo~jji ¡qe¡ ¡qj j 

buttons were of a highly natural expression. These results were mostly expected, as our 

background research had expressed natural and real-world based interactions would 

generally yield favourable results (Malizia and Bellucci 2012). 

Deformation was entirely different to t he prior, with users enjoying and understanding 

the lowest reaction button, but struggling to comprehend the medium and high reaction. 

The degrees of freedom for the buttons were a magnitude higher than any of the other 

buttons in the test, with any indivi dual region of the button being able to move, something 

that is not generally found within the real world to a large degree. We expected this to a 
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degree, with prior research suggesting that effects beyond realism can be shown as 

confusing to the user (Bowman et al. 2012). Participants had widely varying responses in 

the survey, with several finding the buttons incredibly fun to interact with, while others 

not understanding what exactly the buttons did. There was a consensus that the buttons 

were too complex for the current task at hand, presenting too much visual information 

compared to their result. However, this was also conflicted with several users expressing 

that the button reactions were too subtle.  

The addition of haptics to several of the buttons presented favourable responses from 

participants. Results showed trends towards heightened engagement and a general 

positive feeling for their inclusion. Comparatively users did report that the positioning was 

not linked to their visual expectation, something we noted may be a problem prior to the 

study. Nearly all participants could tell the differences between haptics, with many 

commenting they were wishing for greater force. While this is not entirely surprising, the 

frequency of these comments could well have been considerably higher if we had not 

chosen to use the palm positioning. 

Many of the buttons increased degrees of freedom lead to a common trend in user 

opinions. As the enjoyment and fun the user had from the button would generally 

decrease as the level of reaction increased, their ease of use would generally follow suit. 

Having buttons that are fun to use on their own is fine, however when implemented into 

a scenario where the buttons are not the key and thus ease of use should take priority. 

Timings of the scenarios helped solidify the choices that were being made by the users. 

Not only were users unanimous in their choices for the deformation, their timings for 

doing so were also considerably lower than the other scenes. In this vein, it was easier for 

users to provide a less favourable opinion of buttons, however, took greater consideration 

of when they were of merit. This was reflected within the movement scores, where they 

were considerably better, with rating times having incredibly high standard deviation. 

Interaction methods yielded interesting results with users, especially when taking into 

account the haptic interactions. Generally, current mid-air haptics require relatively large 

amounts of the palm present to be truly effective (Wilson et al. 2014). This means index 

finger pointing (where the hand is mostly curled in on itself), will deliver poorer haptic 

results as this often covers the majority of the palm. Movement scenarios had an overall 

poorer average score for haptics, and in turn had a higher percentage of users opting to 

use their index finger for interaction. Comparatively, colour had a better average haptics 

score, and users were found to be more likely to use either their whole hand or multiple 

fingers (with their palm open) . This could be due to the movement buttons objectively 

requiring a more precise interaction, due to their reliance on physically moving beyond the 

continuous plane of the other buttons. 

User scores could also be attributed to the backgrounds of the participants, this being 

intrinsically tied to their differences in technology usage. As we found, the majority of 

users relied heavily on smart phones for their day-to-day technology needs, with only 26% 

of users using VR within the past month. This lack of VR usage could help attribute as to 

why they found colour buttons (that did not have any movement) to be the easiest to use. 

Many of the desktop and mobile interfaces tend to rely on quick, colour-based transitions 

with small amounts of movement. 

3.5.1 Suggested Guidelines 
Based upon the findings of our user studies and surveys, we can summarise the 

information into several key points. 
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First, that instantaneous reactions are generally going to be the easiest and simplest 

for the user to understand. These reactions should be strongly linked in temporal 

response, with the cause and effect happening together. Many users are used to this form 

of interaction and mantra within their daily technological usage, expecting the interface 

to respond quickly and in a timely fashion. This was validated with the opinions and ratings 

through the testing where users were almost unanimously rating them better. Haptics 

helped confirm this, with users preferring instantaneous feedback haptically as well as 

visually. These reactions will not only be some of the best, but also easiest to implement. 

Second, that methods of reaction based upon physical, real-world ideas and principles 

generally elicit favourable opinions, both for ease of use and general user enjoyment. User 

opinions were favourable when they could place the reactions with something familiar or 

expected. Reactions that are beyond established norms can come across confusing unless 

their degrees of freedom are reasonably limited. Highly digitally grounded reactions are 

unfamiliar, however could be understood and enforced over time. Ensuring haptics are 

linked to your visuals will improve their effectiveness. 

Third, that highly expressive interfaces, with high degrees of freedom, can detract from 

the experience at hand. Adding complex mechanics to your user interfaces not only 

increases the amount of required development, but then in turn detracts from the overall 

output. Although you want the user interface to be  interesting and engaging, adding too 

much complexity will harm the user's enjoyment. They'll spend increased amounts of time 

simply trying to interact with the interface, rather than the experience itself.  

Fourth, make use of depth where possible, users will instinctively and quickly 

understand what is happening. Translations and expansions upon the horizontal and 

vertical axes are effective at showing state changes, but less obvious in response to the 

user.  

Fifth, ensure that your reaction state changes and resulting effects are intrinsically 

linked. All completion reactions should occur at the same as your action effect, with 

minimal delay. Having reactions complete either before or after your action will be 

confusing for the user. 

Combining techniques outlined here is encouraged, however be sure to take into 

account the outlined points. Logically combining techniques should, by design, yield good 

results, such as having a moving button instantly change colour once fully reacted. 

Reversing that, having a button change colour over time and then move on completion 

should yield a poor result. 

3.6 Conclusion 
In this chapter we have studied and tested three different modality changes for 3D user 

interface button reactions within virtual reality  when using naturalistic technologies. 

These modalities were guided by current technology and real-world mechanics for 

buttons , ensuring a highly comparable set of buttons when compared to widely 

implemented interfaces. We developed a testing environment that allowed participants 

to interact with and give opinions on each button. Our development encompassed several 

novel technologies, which have limited prior research when combined and within this 

context .  We then analysed our testing results to give a deeper understanding and deduce 

trends. Finally, we present a set of guidelines through which we disseminate our findings 

to aid the interface designer for when creating 3D VR interfaces.  
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4 Comparing Input Methods and the Role of Haptic 

Feedback During VR Hand-Object Interaction T asks 

4.1 Introduction  
Virtual reality (VR) and augmented reality (AR) devices are becoming considerably more 

ubiquitous, with both consumer and industrial devices reaching new levels of quality and 

efficacy. These improvements have been powered in-part by advances in processing 

power available, resulting in smaller, self-contained packages. Where once these devices 

necessitated external computers, simply acting as an output screen, newer devices are 

able to perform all their required calculations on their own. With these improvements 

come significant reductions in barriers to entry and friction in usage, but also a shift 

towards naturalistic input methods. Devices that formerly relied on specialised controllers 

are starting to relinquish their need, opting towards novel sensors. 

Transitioning from these input methods summarises an industry paradigm shift, where 

the prior reliance on specialised tools is being directed towards to the bare human hand. 

Hand tracking has been available for a number of years in varying forms, and through 

varying sensors. While it may be able to replicate hands visually, providing robust gesture 

and pose recognition across multiple studies (Sagayam and Hemanth 2017) and 

frameworks (Zhang et al. 2020), pain points have historically been found within direct 3D 

manipulation (Li et al. 2019). As devices start to edge towards these more intuitive and 

realistic interaction methods, there are numerous questions and problems still to be 

answered. 

Relinquishing the reliance on physically held or grasped devices improves the ease of 

access to simulations, however, it also significantly reduces the possibilities of providing 

haptic feedback from the system. As the user is no longer directly touching a device new 

methods are required to undertake this task. Different devices provide varying levels of 

success (Arafsha et al. 2015) and feedback types (Hoppe et al. 2018), but all try to maintain 

the core goal of not physically covering or impeding the natural hand pose. Such devices 

as mid-air ultrasound haptic arrays (Carter et al. 2013b) allow for the user to feel haptic 

feedback in 3D space, without having to touch anything. Combining these devices with 

optic hand tracking could provide beneficial improvements to interactions, replicating 

several of the removed feedback states. 

Comparing technologies of these natures has occurred on several occasions 

(Masurovsky et al. 2020), however, these tend to be lacking in several key areas. Firstly, 

the tasks focus solely on the comparison of controllers versus hand tracking, without any 

form of haptic application being used. This is usually due to the lack of haptic feedback 

being available for hand tracking, thus not being able to provide comparable conditions. 

While secondly, the tasks that are used are not often replications of existing fine motor 

skill tasks, but simple object manipulation tasks. These tasks may suffice certain specific 

movements, yet they do not provide realistic interactions that would be present within 

many commercial simulations or real-world activities. 

Within this chapter we will be covering the development and testing of digital 

replications of fine motor skill tasks within virtual reality. These tasks are designed to 

capture and test fundamental manipulations of objects, used throughout common 

interactions in a person's daily life. Our study directly compares the effects of two 

different input methods, the first being optical hand tracking, and the second through 

physical controllers. Haptic effects will be compared, with mid-air ultrasound based 

haptics being applied to hand tracking, and contact based linear actuator haptics for the 

controllers. Each of these factors will be both statistically and subjectively contrasted and 
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analysed, to understand overall performance and general opinions of the varying input and 

haptic modalities. Our results show that hand tracking excels at grasping and reduces 

failure rates, while controllers produce improved release events. Haptic effects were 

generally less favourable than expected, with multiple factors performing worse than 

without, although still performed well under certain scenarios. 

4.2 Background 

4.2.1 VR Inputs 
While currently available consumer VR hardware ecosystems often come equipped with 

specifically designed controllers for said product, there is an industry shift towards devices 

that utilize non -conventional controllers or introduce novel additions to their devices. 

These devices are attempting to reduce friction for the user by either being cheaper, 

wireless, or seamlessly integrated with the ecosystem, unlike that of older devices such as 

the Phantom Omni (Sensable Technologies 1994) or Razer Hydra (Wikipedia 2011). Many 

recent consumer controllers opt towards having either 3 degrees of freedom, tracking 

rotational movement such as the Oculus Go controller (Wikipedia 2021c), or 6 degrees, 

allowing for both rotational and translational  movement such as the HTC Vive controllers 

(HTC 2016a), for the hand; however, the finer differences are when it comes to tracking 

individual fingers and bones. Rudimentary estimation of fingers and hand poses has been 

available within different consumer systems such as the Oculus Rift Touch (Oculus 2016) 

and HTC Vive controllers (HTC 2016a), with these systems replicating hand movements 

through capacitive touch events and buttons. More recent offerings replicate the users 

finger curl positions through IR and pressure sensors such as the Valve Index controllers 

(Valve 2019b). Specialized technologies such as motion sensing or "exoskeleton" based 

gloves, such as HaptX (Varga 2021) and Dexmo (Dexta Robotics 2021), allow for greater 

definition of the hand and finger translation, but often have to be positionally tracked via 

a secondary device such as a HTC Vive Tracker (HTC 2017). These devices generally 

require significant init ial setup for the user and system, usually being hardwired to the 

system due to power or data requirements. Commercial camera-based approaches have 

provided hand tracking without having to physically hold a device, such as the Microsoft 

Kinect (Microsoft 2010) , Leap Motion (Leap Motion 2012), and Oculus Quest (Oculus 

2019a), but struggle with occlusion, overall field of view, and at times latency (Guzsvinecz 

et al. 2019) (Silva et al. 2013). 

Comparing physical controllers to one another has happened on numerous occasions 

across the years as different devices have been developed (Llorach et al. 2014) (Boletsis 

and Cedergren 2019) (Moro et al. 2017) (Mayor et al. 2019) (Young et al. 2014) (Kim and 

Choi 2019b) (Coburn et al. 2017). Multiple comparisons have been made between 

different hand tracking technologies, such as the Microsoft Kinect (Aditya et al. 2018), 

Leap Motion (Guzsvinecz et al. 2019), Optotrak (Tung et al. 2015), and even marker-based 

mo-cap systems (Ganguly et al. 2021).  Optical hand tracking, specifically Leap Motion 

devices, compared to more conventional controllers is a less explored area.  

As the XR industry attempts to implement hand tracking in different sectors, there will 

be numerous questions about possible benefits, differences, and challenges surrounding 

it. Devices such as the Microsoft Hololens (Microsoft 2016)  and Oculus Quest (Oculus 

2019a) have already implemented hand tracking into their hardware, allowing the user to 

use the device without controllers. Both devices have had varying success and capabilities 

in their implementations, with the Hololens being regarded as relatively slow and 

simplified, and the Quest's focus on direct manipulation and tracking. As with the 

introduction of touch screens to mobile phones, many of the questions and best practices 

will not be found instantaneously, however, we can attempt to cover several of the core 
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fundamentals and principles. These should help provide insights into the underlying 

interactions, without requiring the context of a  specific product or application. 

4.2.2 Object Interaction in VR 
Direct object manipulation is the most logical approach when it comes to interacting with 

objects within VR. Unlike techniques such as Go-Go (Poupyrev et al. 1996), world in 

miniatur e (Stoakley et al. 1995b), it requires no fundamental prior understanding as the 

approach is the same in the virtual world as the real. The technicalities and challenges 

come from exactly how that process of grasping is achieved, with many systems relying 

on a single button and a relative position to grasp an object. While that is applicable when 

utilizing a controller or a binary "button" interface, the  process of achieving similar results 

is significantly more challenging when working with a nuanced input, such as the hand. 

Development frameworks, such as the Leap Motion interaction engine (Ultraleap 2021a) 

and Microsoft mixed reality toolkit (MRTK) (Microsoft 2019b), have improved the ease of 

implementation and interaction when utilizing directly tracked hands, but questions still 

remain about their effectiveness compared to grasped controllers. 

Controller based systems are often attempting to visually replicate what hands should 

be doing, usually by creating hand structures around the controller, such as the SteamVR 

skeletal input system (Valve 2018). These implementations tend to focus towards 

matching the hand pose to the object, even if the physical position of the hand is not 

physically possible. There is a clear desire and necessity for better hand representation 

within VR, on both a technical and visual level. 

Several studies surrounding the usage of low-cost optical hand trackers have focused 

on gestures (Gunawardane and Medagedara 2017) or pointing (Bessa Seixas et al. 2015) 

for indirect manipulation, however, these studies tend to avoid direct 3D manipulation. 

Many of these studies are attempting to supplement or replace keyboards and mice based 

interactions. These studies result in fairly unrealistic comparisons, especially when nearly 

every VR device is shipped with some form of custom controller. 

Studies have found differences between controllers and hand tracking devices, for 

items such as grasp time and release times of objects (Masurovsky et al. 2020). 

4.2.3 Haptic Feedback 
Contact based haptics have been implemented for many years with different technologies 

such as eccentric rotating mass vibration motor, linear resonant actuators, and 

piezoelectric haptic actuators. These devices often provide haptic feedback by being held, 

grasped, or attached to the user, with implementations being relatively common 

throughout many commercial controllers such as various VR controllers (Valve 2019b) 

(HTC 2016b), and games console controllers (Sony 1997) (Nintendo 1997) (Microsoft 

2001). While these are perfect for physically held devices, they introduce a number of 

problems when working with optical hand tracking solutions. Contact-based solutions 

often occlude parts of the hand as they necessitate contact or attachment to the hand, 

and generally go against the ethos of optical tracking solutions where the user does not 

have to physically hold a controller. Optical hand tracking solutions can often struggle 

with contact based haptic approaches, as they generally obscure critical parts of the hand. 

Ultrasound based haptics provide haptic feedback onto the user, without directly 

touching them. By focusing high amounts of pressure into a singular point in space, known 

as a focal point, contact-less haptic feedback can be created and felt on the palmar surface 

of the hand through displacement of skin (Carter et al. 2013b). By combining this 

technology with optical hand tracking solutions, the user can receive haptic feedback 

without having to wear or hold any device in their hand. The comparison of this technology 
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with contact -based haptics has had limited research exploration. Prior implementations 

of this technology within virtual reality have  been limited to only allowing hand tracking 

to be used within a small volume surrounding the device (Martinez et al. 2018). 

Previous work into the rendering of 3D shapes showed benefits of rendering haptics 

during contact (Martinez et al. 2019), however, the objects were not interactable. 

4.2.4 Fine Motor Skill Tasks 
Fine motor skill tasks are simple tasks that require the usage of the smaller set of muscles 

found in the hands, to, generally, perform tasks of high precision (Wikipedia 2021d). They 

form one of two types of tasks designed to help analyse and measure the movements and 

general performance of different bones of the body. The contrasting set of tasks are that 

of gross motor skills, that focus towards larger body parts such as arms and legs. Both 

types of task are commonly used to help develop and understand the level of physical and 

mental development within a child, with tasks often being targeted for different age 

brackets. Fine motor skill tasks are often limited in scope, requiring relatively small 

amounts of overall travel for the participant, but involve some level of consistent focus to 

be efficiently completed. We chose to replicate these tasks as we were looking to 

understand core differences between our chosen input modalities, at an incredibly 

fundamental level. Many of these tasks allow for highly focused movement analysis, 

especially when the task is of low cognitive load. 

Many tasks have been studied over the years, with multiple instances of skill learning 

(Levac et al. 2019) or patient rehabilitation (Cabrera Hidalgo et al. 2018).  

While there are a large multitude of possible fine motor skill tasks available (Kid Sense 

2011), the choice of which tasks to focus on came down to a few key requirements and 

technological challenges. We wanted to ensure that we were able to faithfully replicate 

the task within the simulation, in regard to logic, physics, input interaction, and reduced 

possible completion complexity. Coupled with this, we wanted to make sure the tests 

were as little about the participant having to solve a mental task, and purely about the 

process of movement and object adjustment. 

Tasks where the participants have to draw or trace letters, shapes, or paths, were 

considered. Unfortunately, due to the nature of these tasks generally requiring the usage 

of a secondary tool, they would not deliver the insights into direct object manipulation we 

were looking for. Replicating a virtual tool properly with hand tracking is a different 

challenge, and while interesting would be beyond the scope we were looking to study. 

Several possible tasks are simply modifications of prior tasks with either difficulty 

increases, or minor adjustments to the outcome of the task (e.g. stacking six blocks 

instead of three). Although these tasks may push the overall complexity requirements of 

the task, they detrimentally affect overall length of the task. Ensuring the task length was 

adequate would help us retain focus and attention of the participant, while still obtaining 

useful statistics. 

As we intended to develop a real-time virtual reality study, there were certain 

limitations with the technologies that restricted our overall choice of tasks. Currently 

available games engines provide flexible working environments for developing VR 

simulations quickly, however, they generally trade full realistic physics accuracy for speed 

and efficiency.  Physics calculations in most engines, and to that extension most generic 

input devices, do not handle small objects particularly well, with numerous instances of 

objects passing through others, especially in cases where dynamic physics adjustments 
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are made, such as translation changes. This limited the overall size of objects we could 

test for, thus removing possible tasks such as threading beads onto strings. 

4.3 Methodology and Protocol 
Our study was designed to test how users interact with 3D objects when provided with 

simple cognitive or precision tasks. We wanted to create tasks that would help test  our 

hypotheses, while still producing fair and comparable differences between test cases. To 

this degree we chose to implement two  digital recreations of simple fine motor skills tasks. 

The first task was a block stacking task, where participants would stack blocks in 

descending size order within a pre-determined area, followed by dismantling the created 

block tower in the reversed order to stacking into a secondary area. The second task was 

an object sorting task based upon varying visual features of repeated identical objects. In 

this case, blocks of the same structural form, with either one, two, or three markers total 

on their sides, were sorted into specific containers. By using these tasks, it allowed us to 

explore commonly used, real-world foundational  tests as a basis to benchmark a number 

of different input modalities and changes in haptic presence. 

We developed a VR simulation where participants would undertake two distinct fine 

motor skill tasks, with four different input combinations of hand tracki ng, VR controllers, 

and the application of haptics to both, visually explained in Table 5, resulting in a 2x2 

within -subjects design. A total of eight possible combinations were repeated twice, 

making a combined total of sixteen tasks per participant, with a randomised order for each 

participant. These tasks looked at two key areas, precision of interaction, and continuous 

pose movement. For each of these tasks, the participant would receive a randomized input 

combination, between either optical hand tracking or capacitive hand tracking achieved 

through VR controllers, and a haptic combination of with or without.  

Task Input  Haptics  

Block 

Stacking 

VR Controllers Linear actuator contact haptics 

None 

Hand Tracking Mid-air ultrasound haptics 

None 

Object 

Sorting  

VR Controllers Linear actuator contact haptics 

None 

Hand Tracking Mid-air ultrasound haptics 

None 

Table 5 The outlined matrix of possible task combinations. Each of these were performed by 

the participant twice. 

Each segment of the study was recorded through a custom in-simulation recording 

system, called PlayRecorder which is described in full in the PlayRecorder chapter. This 

allowed us to store a one to one digital representation of each participant's playthrough 

for later playback, including all positional and interaction information with every object 

within the task. These recordings would be used to create quantitative data that we would 

then be using for our analysis. Recordings were created when the participant started a 

new test condition, and then saved on condition completion. This resulted in sixteen 

recordings per participant. 

Prior to undertaking any task, each participant was required to perform a simple 

acclimatisation stage. This segment would teach the participant about how to successfully 

grasp and hold objects with the varying input methods. Two objects were presented to 

the participant, both of which were indicative of the objects used in the later tasks, with 

one of these objects having haptics being applied to it, while the other not. This was done 
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to remove possible instances of unexpected output during the study, as we were not 

wanting to introduce accidental novelty biasing. Each participant was required to do this 

for both input methods before they were allowed to continue. There was no time limit on 

this segment, and each participant was free to interchange between input methods as 

many times as they desired. 

Surveys were created for the different stages of the study. Pre-study surveys were 

provided to participants, these being used to help us understand user demographics, as 

well as give us an idea of prior user experience. During the study participants would be 

answering NASA TLX (NASA 1986) style questions after each individual segment, to 

understand their opinion for the varying input options and task differences. Each of these 

questions were on a rating scale of 1 (best) to 7 (worst). These questions were asked 

within simulation, with part icipants having full control of their choice submission. 

Participants answered the different questions by interacting with seven buttons, with the 

same interactions they had used to continue through any prior part of the study. Each and 

every task in the simulation was followed by this questionnaire. One final survey was 

provided for post-study opinions, where users were able to provide varying text-based 

opinions on study segments, as well as a number of extra quantitative opinion questions. 

No time limits  were enforced through the study, and no participant could fail too many 

times. 

4.3.1 Questions and Hypotheses 
Our study was designed to answer a number of questions, derived from the background 

research, our combination of independent variables, and our chosen fine motor skill tasks. 

We assumed a number of hypotheses based upon prior research and technological 

differences between the independent variables. 

Q1. What are the differences in overall performance and efficiency when utilising 

different input methods (hand  tracking vs VR controllers)? 

Q2. What type of interactions and task do the different input types excel at, compared 

to one another? 

Q3. What are the differences in overall performance and efficiency when haptics are 

applied to a given input method? 

Q4. Do the performance statistics of the varying independent variables coincide with 

the overall perceived performance and opinions of the participants? 

From these questions and prior information, we hypothesised that: 

H1. Hand tracking should perform favourably compared to controllers when handling 

objects of varying size, both in overall performance, but also when it comes to 

accuracy of interaction. 

H2. Controllers should perform favourably compared to hand tracking when handling 

objects over continuous, prolonged motions, such as large magnitudes of rotation. 

H3. The application of haptics should provide a beneficial effect on the overall 

performance and perception of interactions within the tasks. 

4.3.2 Study Development & Setup 
We utilized the Unity game engine to create our VR simulation, with the Valve Index 

virtual reality headset for visual output. As the study was a comparative study between 

two different input methods, we chose to use the Ultraleap Stereo Infrared 170 (SIR170) 

for our hand tracking hardware. This would provide us with a higher field of view for the 

hand tracking, while also ensuring better visible range when compared to the prior Leap 

Motion controller (LMC) device. The SIR170 was attached to the front of the Valve Index 



63 

 

headset. Ensuring consistency between input modalities was key to the study, so to this 

extent we employed the usage of Valve Index controllers for our "conventional" input 

method. Unlike the majority of controllers on the market, the Index controllers provide 

finger curl values, allowing us to closely replicate the information we would find in optical 

hand tracking. 

Implementation of object interaction came through the usage of the Leap Motion 

Unity modules and interaction engine (version 4.5.1 (Ultraleap 2021b, p. 1)). The 

interaction engine provides a framework for dynamic object interaction, allowing for 

multiple sizes and shapes of objects to be touched and grabbed with hands. While it has 

some rudimentary support for controllers, a solution was needed to maintain the 

consistency in interaction between the hands and controllers. For this we implemented 

the HandshakeVR (Corvinus 2021), which translates SteamVR skeletal input into 

interaction  engine hand bone positions, thus allowing the controllers to interact with all 

objects in a similar fashion. 

Our study implemented two different methods of haptic interaction. Hand tracking 

utilised the Ultrahaptics STRATOS Explore ultrasound haptic array to provide mid-air 

haptic feedback to the user's hands, without requiring any form of contact. This device 

creates a "focal point" of high pressure at a desired 3D position in space through the usage 

of multiple ultrasound transducers, which is then moved at high speed (anywhere up to 

40kHz) to create a path or pattern. This focal point movement causes displacement and 

micromovements of the skin, which are then felt specifically on the palmar surface of the 

hand. Controller input utilised linear actuators inside of the Valve Index controllers, where 

the user would be holding the controller and thus feeling the vibration of said motors. The 

linear actuators modulate several segments of a bar shaped motor forwards and 

backwards at varying frequencies resulting in haptic feedback. 

  
Figure 26 The Ultrahaptics STRATOS Explore pictured on the left, and the Valve Index 

controllers on the right. The Ultrahaptics haptic array uses all 256 transducers to modulate 

the focal point. The Valve Index controllers utilise a linear actuator, positioned within the 

main body of the controller which is outlined in the image by the red dotted lines. 

All participants were sat down in front of a standard height table (72cm) where the 

Ultraleap haptics array was positioned. Controllers were placed next to the array, and the 

user was instructed as to how to pick up and put on the controllers while inside of the VR 

simulation. The VR headset was worn for the entire simulation, as all workload rating 

questions were asked within it. 

During the simulation, we recorded all object interaction, input, and head movement 

data within Unity. This provided the opportunity during analysis to re-review participant 

actions to gain further information from multiple users th at may not have been apparent 

during testing, or to validate trends that appeared during analysis. All recorded data was 

anonymous, with no identifiable information saved. 
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We followed the Ultraleap ethics principles throughout our study. All data was fully 

anonymised, both for the study recordings, as well as the study surveys. All users were 

informed of the data that would be recorded, as well as provided an opportunity to 

withdraw and have their data removed at any point. 

To ensure COVID-19 safety measure compliance, the study had heightened hygiene 

and social distancing measures. Each participant was given a VR face mask for use with 

the headset, this being on top of all equipment being thoroughly cleaned and sanitised 

between users. Study coordinators were situated behind a partition at all times. 

4.3.3 Input Modalities  
Throughout the study, participants were asked to use two different types of input. Each 

different segment of the study could ask the participant to use either of the two inputs. 

Participants would be instructed to either pick up or place down the VR controllers and 

press a continue button using the correct input method to proceed. Only the current input 

method would be active within the simulation, preventing the participant from continuing 

using the incorrect method. 

Hand tracking made use of Leap Motion V4 (Orion) tracking, with the Ultraleap Stereo 

IR 170 (SIR170). The virtual hands would replicate every bone position of the hand with 

sub-centimetre accuracy. If a participant would try to grasp objects or move individual 

fingers, then the system would try to replicate such actions. Our visual representation of 

the hands consisted of a texture-less hand model, with no definition of joints or nails. All 

of this was done to ensure the user would focus more on the task, without having a too 

distinct difference between their own hands, reducing possible inaccuracy distractions. 

While we could have opted to use other hand tracking technology, such as that of 

Facebook's Oculus Quest (Oculus 2019a) or Google's MediaPipe (Zhang et al. 2020), most 

current implementations have distinct limitations that would hinder our study 

development. First, many of the current hand tracking implementations are platform 

limited, either requiring a specific computing platform or operating system to work. Non -

Windows based platforms would not align with any of the other technology or tools that 

were going to be used, therefore ruling out several options. Secondly, platforms that may 

include hand tracking technology often did not include favourable conventional controller 

options to help contrast against the hand tracking. In scenarios where they did, the 

interchange between said devices was not technically feasible at the time of study 

development. Finally, many of the available hand tracking platforms do not adjust for 

spatial congruity, with hands being tracked, but not understood in regards to their size or 

relative positioning in 3D space. This information is critical when working beyond simple 

gesture recognition, as 3D objects cannot be reliably manipulated without understanding 

where they are relative to the camera. 

Overall optical hand tracking interactions with objects were controlled through a 

multitude of bone information, provided via the usage of the Leap Motion interaction 

engine. The point at which objects were able to be successfully grabbed was calculated by 

the collision points between at least two fingers of the hand and the desired object. Once 

objects were shown to be "grasped" they were then attached to the overall transformation 

space of the hand, moving with it. This space was taken from an average of the grasped 

fingers and palm, which may change during movement due to changes in finger curl, thus 

updating in real time with the participant hand movements. 

VR controllers' digital representations were created in a way to mimic that of the hand 

tracking. The Valve Index controllers implement finger curl tracking into their grip, 

allowing for fingers to be moved in a similar fashion to if they were being tracked one to 
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one. By this extension we were able to recreate a set of hands that were of similar visual 

representation to the hand tracked versions, while also physically operating in a similar 

way. All finger bones provided collision data, just like the hand tracked counterpart, and 

could affect the overall positions of objects. 

 
Figure 27 Two images showing the differences between the physical and virtual 

representation of the hand. The left image showing how the participant would be holding 

the VR controller, and the right showing the resulting hand pose. 

Unlike with hand tracking, object grasping with controllers was a more binary affair, 

with fewer degrees of freedom. The overall lack of omni-directional movement meant that 

finger positions would only translate to their real world relative position on the controller, 

rather than in full 3D space. This meant that it was impossible for the thumb, which was 

tracked by the upper touch pad, to be used in conjunction with only the little finger. Due 

to this, grasping was not as dynamic compared to hand tracking, being limited to two 

possible hand poses. Any combination of the thumb and fingers, simply the last three 

fingers of the hand, or bringing all fingers into a fist pose, could be used to grasp and pickup 

objects. Once an object was grabbed, its translations would match the controller, relative 

to when it was grabbed, with no change based on the position of fingers. This movement 

would continue until none of the possible hand poses were active. 

Both input methods allowed for grasp poses that could change over the course of 

object interaction. As long as one of the possible variables deciding if the object was 

grasped was still met, then the object would remain grasped. This would allow participants 

to change and adjust their poses to better suit the resulting desired output of their actions. 

4.3.4 Tasks 
Our study utilised two different tasks, both making use of uniform digital blocks as their 

interaction objects. These blocks were simple in visual design, being white with smooth 

black edges, designed as such to help visual clarity of the object. Neither task had a time 

limit on it, nor could the participant cause too many failures and end the task prematurely. 

All participants undertook the same set of tasks and input/haptic combinations, however, 

the order in which they received the tasks, the input to be used, and the inclusion of 

haptics in the tasks, was entirely randomised. As there were a total of two tasks, two 

inputs, and two haptics options, with the participant repeating each task twice, there were 

16 total individual tasks that the participant would undertake. 

Before the beginning of each task, the participants had to confirm their continuation 

by pressing a continue button using the specified input method. The randomised order 

meant that participants would often be repeatedly picking up and putting down the 

controllers between tasks. 
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Figure 28 The button that the participant would use to confirm their choices throughout the 

study. This was often tied to specific input combinations, requiring either the optical or 

controller based hands to be used based on the following task. 

Success and failure events were reported through sound effects, with a positive "ding" 

effect for success and a negative "dong" effect for failure. These were the only audio cues 

in the study, beyond a click sound when the continue button was pressed. 

Between tasks participants were asked to interact with a small survey, which was 

designed to rate their opinions of their performance. This survey was based on the NASA 

TLX system, with participants directly picking their answers using the current input 

method. 

4.3.4.1 Block Stacking 

The block stacking task was designed to test the effectiveness of the input method, when 

asked to manipulate varying sized objects with precision and care. Due to the nature of 

the task, it would require people to make focused movements, with direct intent of their 

actions. Information on the task was administered through text descriptions within the 

simulation, which would update as necessary throughout. 

 
Figure 29 The block stacking task's first stage, where the participant has already stacked 

two blocks and is about to stack the third. The block on the left would always appear in the 

same position, but with randomised rotations. 

There were two halves to the task, completed in order. The first part being the stacking 

portion of the task. Participants would receive three cube blocks in reducing size and be 

asked to stack them from largest to smallest, within a specific area on a virtual table. Block 

sizes were reported based on their longest edge, with diameters of 0.07cm (large), 0.05cm 

(medium), and 0.03cm (small). Each block would be presented in order, in the same mid-

air position, with a randomised rotation. Blocks would be revealed one after another once 

they were successfully placed. 
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Figure 30 The cubes used within the study, presented from largest to smallest. These cubes 

were used for both the stacking and object sorting task. The middle cube was used for the 

object sorting task. 

The second half of the task consisted of a dismantling process. Participants would be 

required to dismantle the blocks they had just stacked, from smallest to largest, into a 

specific designated area. Blocks would be in the exact positions that they were placed 

during the stacking stage, meaning that difficulty of dismantling can often be increased 

based on prior placement by the participant. Once all blocks were successfully removed, 

the task was complete. 

 
Figure 31 The block stacking task's dismantling stage, where the participant is removing the 

first of the three blocks into the designated area. 

Throughout the task, participants were only permitted to grasp blocks with one hand, 

and then place them in the correct position in one motion without letting go. If the user 

failed to do so, then it would simply reset to the previous successful state. This included 

returning to the original rotation value in the stacking stage, a decision that forces the 

user to adapt their hand pose. Failure and success states were only calculated after the 

participant had released a block. This was performed once every second and registered 

when the positional and rotational velocity of the object had reached a sufficiently low 

threshold. In this case it was speeds less than 0.06m/s. Other failure states could occur 

when the user knocked blocks beyond a reasonable threshold, or when users tried to grasp 

the incorrect block during the dismantling portion.  

4.3.4.2 Object Sorting 

The object sorting task was designed to test the effectiveness of the input method, when 

asked to manipulate objects in a continuous hand pose and motion with consistency. Each 

participant had to sort six blocks into three containers on the virtual table in front of them, 

based on the information presented on the blocks. The goal of the task forced participants 

to make large, highly explorative movements of objects, with high amounts of rotational 

movement. Instructions for the task were administered through text descriptions within 

the simulation, which would update based on progress throughout the task. 
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Figure 32 A participant sorting a block into a container during the object sorting task. 

The object sorting task was undertaken as one continuous task, where users would be 

viewing information on a block and sorting it into the respective container matching the 

information. This process had to be completed in one continuous grasping movement, 

using one hand, without lett ing go. Each block was presented in mid-air with a randomised 

rotation. These blocks were the same base visual as found within the block stacking task, 

with the same size as the medium block (0.05cmlongest edge). Differences were made by 

adding an extra texture to each block that added either one, two, or three total spots to 

varying sides of the block. There was a total of six blocks to be organised, with two blocks 

per container, and five possible varying spots textures. Due to the nature of the possible 

patterns available it would result in one option for one spot, which was repeated twice, 

two possible options for two spots, and two possibilities for three spots, thus resulting in 

five spot combinations (one for one spot, two for two spots, and two for three). Order of 

these blocks was randomised, along with rotations on initial spawn. 

When a block was organised into the correct container it would be removed from the 

scene, with a confirmatory "ding" sound. Objects were not retained within their containers 

as doing so would have presented the participant with information regarding task progress 

and thus given later blocks in the task completion bias. If a block was placed into an 

incorrect container, or that it was dropped or let go of prematurely then it would be 

classified as a failure. Success and failure tests were performed when block movement and 

rotational velocity was under a threshold, allowing for dropping or throwing methods of 

completion. 

4.3.5 Haptics 
A key component of the study was the implementation of haptics at different stages. Both 

input methods and tasks had haptics applied during the study, with 50% of combinations 

having haptics. 

When haptics were applied to the simulation, it was done so in a uniform method 

across both input methods and interactions. Each interactable object within the study, be 

it a button or block, would cause haptic feedback to be triggered. This would occur when 

the participant would come into contact with the interactable objects, where any part of 

the hand collision would cause haptics to be fired. Haptics would be continuously applied 

until the hand was no longer in contact with any object. Both haptic effects were 

implemented in a way where the results would be similar, with a consistent, relatively 

strong, feedback force. 

While the devices used had considerably large differences between them, with one 

being contact based haptics and one not, the final effects used were designed to maximise 

their outputs. This was achieved by operating both devices at their maximum possible 

effective output. Respectively, this was at an average of 155dB of pressure over one 

second for the ultrasound array, while an intensity of one for the VR controller haptics. 
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4.3.5.1 Mid-Air Haptic Implementation  

Optical hand tracking specific haptics were implemented through the usage of the 

Ultraleap STRATOS Explore haptic array. Our implementation was designed to provide as 

high percentage of haptic feedback being applied to the participants hand as possible, 

without having to rely on particularly cumbersome or restrictive setups. This meant only 

relying on a single hand tracking device to report positions, but also not affixing the hand 

tracker to the haptic array itself. Both of those setups require extra costs, be it increased 

performance load on the system and extra hardware costs (when using two devices), or 

physical restraints to what and where the simulation could be interacted with. To this 

extent, we chose to develop a method of implementation that does not rely on the direct 

position of the hand for placing haptics, but that of the currently interacting objects. 

The haptic implementation we developed relies on the interaction between the virtual 

hand and the virtual objects. As the objects in the environment are touched by the 

participants hands, and therefore intersected, they become "active" within the 

implementation and are then processed to produce haptic effects. Sensations are applied 

on an object level, instead of relying on bone positions reported by the hand. 

The focal point that the haptic array creates is around 8mm in diameter (Ito et al. 2016), 

which is significantly smaller than any of the objects we were using within our study. 

Producing the haptic effect using the entire area of the object would be inefficient as we 

could not be assured as to where the hand was touching. To alleviate this, each 

interactable object was subdivided into regions, based upon the overall size of the mesh. 

Similar previous implementations rely on theories such as voxels (Martinez et al. 2019), 

being uniform in size across all three axes of each division. Unlike voxels which are 

completely uniform in size, our method used regions that were sized based upon a pre-

defined 3 axis vector. This vector defined how many subdivisions would occur across each 

of the object's axes. These regions were defined before runtime, however, could be 

adjusted or recalculated in real time if necessary. All regions would follow the overall 

position, scale, and rotation of the object, allowing for easy recalculation based upon 

object movement. 

 
Figure 33 An object showing the subdivisions calculated. In this example the developer has 

defined a subdivision vector of 3x4x3. 

To ensure that the hand would be receiving haptics, even when not receiving optimal 

positioning from the tracking, we expanded the overall radius of the finger bones by 25%. 

This would mean the fingers would still report intersections with objects, even if there 

was a slight difference between the real-world position of the hands due to tracking jitter 

or inaccuracies. 
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Intersection tests would be run on the interactable object as a two-stage process. If 

the object is in its idle/non-contact stage, then only the top-level intersection test to 

check whether a hand had touched it. Once a hand had started intersecting with the object 

then the second level, region intersection test would be fired. All regions that were 

intersecting the hands would be collated, including those that are from other objects, into 

one final region. 

 
Figure 34 Shows the object being intersected by the hand. Regions being intersected by the 

hand are shown with a green outline. 

This collated region would be used as the volume in which possible haptic positions 

would be calculated. These haptic positions were generated as a random array of points 

inside of the region. Every few milliseconds, the current index of the array would be 

changed, with the haptic sensation moving its position to the next position. Both the total 

number of possible positions, and the speed of iteration was developer defined, in our case 

we chose to use 40 points per individual region and an iteration speed of 40 milliseconds. 

These values gave us a good balance between consistently filling the volume with haptic 

feedback, thus increasing hit rate with the hand, while also retaining a high level of object 

presence. 

 
Figure 35 Shows the object being intersected and the resulting haptic positions. The currently 

intersected regions are outlined green, the possible locations of the haptics are designated 

by black sphere outlines, and the current position of the haptics as a solid green sphere. 

Combined with the positions, a secondary motion could be applied on top of this, for 

our situation we chose to use a circular motion as this helped to reduce the overall sound 




















































































































































































