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Abstract—Symbiotic radio (SR) is a key technique to solve the energy shortage and spectrum limitation of the future Internet of Things (IoT). In the SR-aided IoT networks supporting energy harvesting (EH), we study the cooperation schemes and offloading strategy between the primary users (PUs), IoT devices and the base station (BS) for reasonably allocating the spectrum, power and time resources. Considering the monetary transactions between the PUs and IoT devices, two cooperation schemes, namely the “Preferential Scenario” and the “No-Preferential Scenario”, are proposed. In the “Preferential Scenario”, based on the final strategy, the IoT devices use the purchased spectrum and power to offload their own tasks to the BS after assisting the cooperative PUs to offload during a certain time slot. Due to the assistance of IoT devices for the PUs, IoT devices enjoy a discount when paying for the purchased spectrum and power. In the “No-Preferential Scenario”, the IoT devices and the cooperative PUs offload tasks to the BS together in a certain time slot according to the offloading strategy. The spectrum and power used by the IoT devices are purchased at the original price without a discount. For each scenario, we study the utility maximization problem of the PUs, where the utility of PUs includes the transmission rates and income. The utility based resource sharing algorithm is proposed to obtain an approximately optimal resource allocation scheme. Our simulation results indicate that the proposed algorithm provides good performances for both scenarios, while each scenario applying the proposed algorithm has its own advantages.

Index Terms—Internet of Things, symbiotic radio, backscatter communication, energy harvesting, mobile edge computing, offloading strategy.

I. INTRODUCTION

The global COVID-19 pandemic accelerates the growth of Internet of Things (IoT) applications, including the smart medical care, smart retail, smart transportation and other IoT applications [1]–[5]. Faced with the continuous growth of IoT devices, the insufficient spectrum and energy resources become even more scarce, resulting in the problem of energy shortage and spectrum limitation for the IoT [6]–[9].

Recently, the backscatter communication (BC) technique, which could solve the problem of energy shortage for the IoT, attracts a large number of researchers [10]–[15]. A typical example is the ambient backscatter communication (AmBC). Applying this technique, the passive backscatter devices (BDs) could transmit their own tasks to the corresponding receivers by modulating and reflecting the environmental radio frequency (RF) signals, including the TV signals, WIFI signals, cellular signals, etc [10]–[12]. Compared with the conventional communication using the active transmitters, the BC technique improves the energy utilization of IoT. However, due to the influence of unstable environment RF signals, the BC technique only supports the short distance communication, and it is difficult to achieve the highly reliable communication. Liu et al. [13] developed a novel hybrid scheme that integrated the BC and the harvest-then-transmit (HTT) protocol, and investigated the sum-throughput maximization problem of the secondary system. Li et al. [14] investigated the physical layer security of the AmBC systems, and proposed an artificial noise scheme. Toro et al. [15] studied the BC that enabled green IoT through joint wireless communication and sensing, and proposed that the IoT devices might operate without batteries.

Similarly, energy harvesting (EH) has been studied as another key technique to solve the problem of energy shortage [16]–[18]. Applying this technique, IoT devices could harvest energy/power from the ambient RF signals, and then transmit tasks to the receiver using the harvested energy/power. Chu et al. [19] investigated a wireless powered intelligent radio environment, where the fractional non-linear EH was proposed to enable an intelligent reflecting surface (IRS) assisted wireless powered IoT network. The purpose was to improve the overall performance of the considered network by maximizing the sum throughput. Zhang et al. [20] proposed an EH multi-codebook based BC scheme to minimize the energy consumption of backscattering data. Xiao et al. [21] considered an unmanned aerial vehicle (UAV)-assisted EH network, and solved the problems of spectrum scarcity and energy shortage for UAV communication. In the conceived network, the UAV performed spectrum sensing and communicating with the receiver and could replenish energy actively for transmission by harvesting renewable energy.

However, the above techniques still could not solve the spectrum limitation of IoT. Faced with the spectrum limitation, cognitive radio (CR) is widely studied, where the spectrum sensing technique is applied to find the idle spectrum [22]–[25]. In the CR networks, the secondary users could use...
the authorized spectrum of primary users (PUs). Meanwhile, the interference between users is inevitable, which limits the improvement of spectrum utilization. Pei et al. [26] investigated the sensing-access strategies and the sensing order that could achieve the maximum energy efficiency in CR networks. Wang et al. [27] proposed a novel joint power and channel allocation scheme that improved the overall network throughput and reduced the average power consumption through a distributed pricing approach. Xu et al. [28] investigated the resource allocation for IRS assisted full-duplex CR systems for maximization the total spectral efficiency of the secondary system. However, faced with a large number of IoT access, the conventional CR networks have been unable to satisfy the spectrum requirements for users.

A new technique, symbiotic radio (SR), has recently attracted some attentions. Combining the advantages of BC and CR techniques, SR is also known as the cognitive backscatter communication, and could solve the problem of energy shortage and spectrum limitation of the IoT [29]–[33]. Compared with the BC technique, the BDs in the SR networks could modulate and reflect the RF signals of the primary transmitters to support the long distance and highly reliable communication. By comparing with the CR’s framework, SR has the primary and secondary systems. In particular, the SR technique supports the communication between the primary and secondary transmitters, while the interference between users could be avoided [32], [34]–[37]. Long et al. [34] proposed a SR system supporting passive IoT, and investigated two practical setups, namely parasitic SR and commensal SR. The problem of sum-rate maximization and transmission power minimization were studied, and the semidefinite relaxation technique was applied to solve these problems. Liu et al. [35] proposed a SR system for multi-user random access, where a method to avoid interference between multiple reflected signals was proposed. Zhang et al. [36] studied the user association problem in symbiotic radio networks, where an IoT network parasitized in a primary cellular network. In the conceived networks, the objective of user association was to link each IoT device to an appropriate cellular user by maximizing the sum rates of all IoT devices. Zhang et al. [37] proposed a novel reconfigurable intelligent surface (RIS)-assisted SR system, and purposed to minimize the total transmission power at the primary transmitter. The RIS was the secondary transmitter, which could send messages to the corresponding receiver, and could enhance the primary transmission by intelligently reconfiguring the wireless environment. In these research works, the main concern was the downlink transmission of users.

With the emergence of mobile edge computing (MEC), the mobile users with the limited resource could offload computation tasks to the MEC server, which has attracted many researchers to learn the uplink transmission in the MEC scenarios [38]–[40]. However, in the IoT networks with a large number of users, the limited communication resource and MEC server’s computing resource considerably affect the uplink transmission rate of users. Therefore, it is a critical solution to reasonably allocate communication and computing resources for this problem. Qian et al. [38] investigated the cellular assisted MEC via non-orthogonal multiple access (NOMA), where a group of edge-computing users exploited NOMA to simultaneously offload their computation-workloads to an edge-server, and conventional cellular-user allowed the edge users to reuse its authorized frequency channel for the NOMA-transmission. Wang et al. [39] investigated a joint task, spectrum, and transmission power allocation problem for a wireless network in which the BSs were equipped with MEC servers to jointly provide computational and communication services to users. Yang et al. [40] proposed a two-stage deep reinforcement learning-based offloading and resource allocation strategy to jointly optimize execution latency, processing accuracy, and energy consumption in the cooperative vehicle infrastructure system. The above works have concentrated on the system with less users, and are not suitable for the system with intensive users. In this paper, the uplink transmission with intensive users has been developed for the sake of achieving reasonably resources allocation in the MEC aided IoT networks, where users could offload their tasks to the BS integrated with a MEC server in advance.

To further improve the energy utilization of IoT, this paper studies a SR system that supports the ability of EH. In this system, the backscatter unit and EH unit are installed in each IoT device to facilitate the functions of BC and EH. The primary systems consist of the PUs and a base station (BS) integrated with a MEC server. The PUs enjoy the authorized spectrum and enough transmission power, and could communicate freely with the BS. The secondary systems consist of the IoT devices and a BS integrated with a MEC server. There is no authorized spectrum and available transmission power for the IoT devices. In order to communicate with the BS, the IoT devices could trade money with the PUs to obtain the communication resources, including the spectrum and transmission power. In the face of the requirements of IoT devices, the PUs provide two cooperation schemes, namely the “Preferential Scenario” and the “No-Preferential Scenario”. In the “Preferential Scenario”, for the sake of obtaining the discounts, the IoT devices firstly help the cooperative PUs to transmit the offloaded tasks to the BS, and then transmit their own offloaded tasks to the BS. In the “No-Preferential Scenario”, the IoT devices purchase the spectrum and transmission power from the cooperative PUs at the original price, and offload tasks to the BS with the PUs at the same time.

The main contributions of this paper are summarized as follows:

- The novel IoT networks are investigated, where the SR technique is applied. In the conceived SR-aided IoT networks, each user would like to offload tasks to the BS that is integrated with the MEC server. The PUs has the ability to transmit tasks to the IoT devices and BS. Meanwhile, the IoT devices lack the authorized spectrum and transmission power to transmit tasks, which could be shared by the PUs. Considering the cooperation strategy between the PUs and IoT devices as well as the offloading strategy of each PU-IoT pair, two scenarios are proposed and discussed respectively, namely the “Preferential Sce-
nario” and the “No-Preferential Scenario”.

- In the “Preferential Scenario”, a cooperative protocol for the PUs, IoT devices and BS is proposed. The IoT devices have three work stages. Firstly, the IoT devices work as the backscatter devices to provide the backscatter link for the matched PUs, for improving the transmission rates of PUs. Meanwhile, the IoT devices harvest power from the matched PUs. Then, the harvested power is used by the IoT devices for transmitting tasks. Based on the above relationships, the monetary transactions are built. The IoT devices pay for the harvested power to the matched PUs, while the PUs give the discount for the improved rates. For each PU-IoT pair, the PU and IoT device offload tasks to the BS during some time slot in the order.

- In the “No-Preferential Scenario”, a different protocol is proposed. The IoT devices only have one work stage, namely transmitting tasks together with the matched PUs using the backscattered power. This would interfere with the transmission of the matched PUs, and lead to the decreasing of their transmission rates. For the sake of monetary benefit, the PUs suffer some degree of interference from the matched IoT devices. The monetary transactions are built between the PUs and IoT devices, where the IoT devices pay for the used power to the matched PUs. The PU and IoT device offload tasks to the BS during some time slot together.

- The sum-utility maximization problems of the PUs are studied. The utility based resources sharing algorithm is proposed to solve the matching problem of the PUs, IoT devices and BS, as well as to maximize the sum-utility of PUs. The matching between the PUs and IoT devices is to solve the monetary transactions problem, while the matching between the PU-IoT pairs and BS is to schedule a proper offloading strategy. To present an insightful analysis of the proposed algorithm, simulations are provided for both of the two scenarios while applying the proposed algorithm. Simulation results validate that the proposed algorithm has the good performance in both scenarios, and each scenario has its own advantages when applying the proposed algorithm.

The rest of this paper is organized as follows: Section II introduces the system model of the considered network. Section III and Section IV present the communication and computing models, cooperation protocols, as well as the optimized problems for the “Preferential Scenario” and the “No-Preferential Scenario”. Then in Section V, the utility based resources sharing algorithm is proposed to solve the formulated problems for both scenarios, and the stability of the proposed algorithm is analysed. Simulation results and performance analysis are investigated in Section VI. Finally, the main conclusion is summarized in Section VII.

II. SYSTEM MODEL

The system model of SR-aided IoT networks is shown in Fig. 1, in which there is one BS integrated with a MEC server, M PUs and N IoT devices. The SR-aided IoT networks consist of a primary system and a secondary system. In the primary system, the PUs are the primary transmitters (PTs). The BS integrated with a MEC Server is the primary/secondary receiver (PR/SR) in the primary/secondary system. Meanwhile, the IoT devices are treated as the secondary transmitters (STs) in the secondary system and backscatter devices (BDs) in the system of SR, respectively. In the conceived networks, each PU has the capability of local computation, authorized spectrum and stable transmission power supply, while the capabilities of local computation for the IoT devices are limited to the authorized spectrum and free transmission power.

![Fig. 1. System model of SR-aided IoT networks.](image)

Each PU can offload tasks to the BS by the direct link and backscatter link, in which the backscatter link can be seen as an additional transmission path of each PU. What’s more, each IoT device with the reflection coefficient is the important node of the backscatter link. The PUs and IoT devices can form multiple PU-IoT pairs. Then, the PU-IoT pairs and BS which further form multiple PU-IoT-BS triples. In each triple, there is one BS, one PU and one IoT device, in which the PU-IoT pair has the cooperative relationship. The cooperative scenario consists of the preferential scenario and the no-preferential scenario. In order to distinguish the two scenarios, we will discuss the two scenarios in Section III and Section IV, respectively.

In the proposed SR-aided IoT networks, each channel consists of two components, which are the small-scale fast fading as well as the large-scale fading component that includes the path loss and shadowing fading. The channel gain from PU $m$ to the BS is denoted as $h_m$, which equals to $\varepsilon_m^2 l_m$. Furthermore, $h_n = \varepsilon_n^2 l_n$ is the channel gain from IoT Device $n$ to the BS, and the channel gain from PU $m$ to IoT Device $n$ is denoted as $h_{m,n} = \varepsilon_{m,n}^2 l_{m,n}$. In the above equations, $\varepsilon_m$, $\varepsilon_n$, and $\varepsilon_{m,n}$ are small-scale fading components, and $l_m$, $l_n$, and $l_{m,n}$ are large-scale fading components.

We assume that the BS accurately knows the channel state information (CSI) of these links connected to the BS, including the links from PUs and IoT devices to the BS, and the links
from PUs to IoT devices, where the adaptive feedback period scheme [41] is used. In the conceived networks, the users and BS reuse the past CSI as the side information, and the CSI is reported to the BS with a feedback period $\tau$. The large-scale fading components remain unchanged, while the small-scale fading components have a variation for the feedback period $\tau$. We use the first-order Gauss-Markov process and Jakes’ model to compute the small-scale fading component over the feedback period $\tau$, which yields

$$
\varepsilon(t + \tau) = \xi \varepsilon(t) + \epsilon,
$$

where $\varepsilon(t)$ and $\varepsilon(t + \tau)$ are the small-scale fading components currently acquired by the BS and the actual small-scale fading component after the feedback period $\tau$ respectively, and $\xi$ presents the channel correlation during the feedback period $\tau$. Meanwhile, the channel discrepancy term $\epsilon$ is independent of $\varepsilon(t)$, and is distributed according to the complex Gaussian distribution $CN(0, 1 - \xi^2)$ [36], [42].

III. PREFERENTIAL SCENARIO

In this section, we firstly present the communication model of the “Preferential Scenario”. After that, the cooperative protocol and computing model are introduced. Furthermore, the objective function of maximizing the utility of PUs is formulated.

During the first time slot, the offloaded tasks of PU $m$ are transmitted by the direct link and the backscatter link, namely the direct-backscatter link. The IoT Device $n$ is a backscatter device with a backscatter coefficient $\alpha_n$, which can help the PU $m$ to improve its transmission rate. At the same time, the IoT Device $n$ harvests power from the transmission power provided by the PU $m$, in which the power harvesting coefficient $\eta_n$ takes the main part of harvesting power.

During the second time slot, the IoT Device $n$ transmits its offloaded tasks using the harvested power. The transmission rate of PU $m$ is improved under the assistance of the matched IoT Device $m$. On the other hand, the IoT Device $n$ would pay money to the matched PU $m$ for buying the transmission power with a discount.

A. Communication Model

The tasks to be computed for the PU $m$ and IoT Device $n$ in the conceived SR-aided IoT networks are denoted as $D_m$ and $D_n$, respectively. For the “Preferential Scenario”, the orthogonal multiple access (OMA) technique is used during the PU-IoT pair’s transmission period.

As shown in Fig. 2, the required offloading time of PU-IoT pair $(m, n)$, denoted as UP $r$ as well, is given by

$$
t_r = t_{m,n} + t_{n,m},
$$

where $t_{m,n}$ and $t_{n,m}$ are the required time for offloading all tasks for the PU $m$ and IoT Device $n$ in this PU-IoT pair. Based on the uplink transmission, the required time for offloading all tasks for the PU $m$ and IoT Device $n$ can be computed by

$$
t_{m,n} = \frac{D_m}{R_{m,n}},
$$

and

$$
t_{n,m} = \frac{D_n}{R_{n,m}},
$$

respectively, where $R_{m,n}$ and $R_{n,m}$ are the uplink transmission rates for the PU $m$ and IoT Device $n$. Additionally, the computation ability of MEC server is significantly stronger than the mobile users [43], so the latency of edge computing is small. Thus, compared to the time of uplink offloading and that of local computing, the time of edge computing can be negligible.

Due to the applied OMA technique, there are no interferences between PUs and IoT devices. The messages of each user can be decoded by the BS without any interference. More explicitly, the PUs’ messages are decoded firstly by the BS that is integrated with the MEC server. Since the backscatter link is a multi-path component of the direct link. The equivalent channel for decoding the messages of PU $m$ is denoted by

$$
h_{eq} = h_m + \alpha_n h_m h_n,
$$

where $\alpha_n \in [0, \frac{1}{2}]$ is the backscatter coefficient of IoT Device $n$, which controls the transmission power of the backscatter link. During the first time slot $t_{m,n}$, the direct-backscatter link
transmission rate $R_{m,n}$ of uplink transmission for the PU $m$ is given by

$$R_{m,n} = B \log_2 \left( 1 + \frac{P_t |h_{eq}|^2}{N_0} \right),$$

(6)

where $B$ is the bandwidth of the authorized spectrum, $N_0$ is the noise power, and $P_t$ is the transmission power.

For the PU $m$, the transmission power of backscatter link $P_b$ is given by $P_b = \alpha_n P_t |h_{m,n}|^2$. Meanwhile, the IoT Device $n$ can harvest a part of the transmission power $P_t$ to transmit its own tasks by its power harvesting coefficient $\eta_n$, equaling to $\alpha_n$, and the harvested power $P_h$ is given by $P_h = \eta_n P_t |h_{m,n}|^2$. The last part of transmission power $P_t$, i.e., $(1 - \alpha_n - \eta_n) P_t |h_{m,n}|^2$, is used for sustaining the circuit energy consumption. For the IoT Device $n$, the direct link transmission rate $R_{n,m}$ for uplink transmission in the second time slot $t_{n,m}$ is given by

$$R_{n,m} = B \log_2 \left( 1 + \frac{P_t |h_{m,n}|^2 \eta_n |h_{n}|^2}{N_0} \right).$$

(7)

The unit price of power is defined as $a(m)$ per dBm for the PU $m$. For the IoT Device $n$ with the power harvesting coefficient $\eta_n$, the expenditure $EX_{n,m}^\text{nodis}$ of buying the transmission power from the PU $m$ without any discounts is denoted as

$$EX_{n,m}^\text{nodis} = P_t |h_{m,n}|^2 \eta_n a(m).$$

(8)

When the cooperation relationship is not considered, each PU can transmit its own tasks to the MEC server directly. Under this mode, the direct link transmission rate of PU $m$ can be computed by

$$R^*_m = B \log_2 \left( 1 + \frac{P_t |h_{m}|^2}{N_0} \right).$$

(9)

If each IoT device has the available spectrum to transmit its own tasks, the direct link transmission rate of IoT Device $n$ can be computed by

$$R^*_n = B \log_2 \left( 1 + \frac{P_t |h_{n}|^2}{N_0} \right).$$

(10)

Comparing Eq. (6) to Eq. (9), we can conclude that the transmission rate $R_{n,m}$ of PU $m$ is improved for the existing of channel component $\alpha_n |h_{m,n}|^2 |h_{n}|^2$. In particular, for the PU $m$, the improved rate is denoted as $R_{m,n}^\text{diff}$, which is given by

$$R_{m,n}^\text{diff} = R_{m,n} - R^*_m = B \log_2 \frac{1 + \rho |h_{eq}|^2}{1 + \rho |h_{m}|^2},$$

(11)

where $\rho$ equals to $\frac{P_t}{N_0}$. For the improved rate $R_{m,n}^\text{diff}$, the PU $m$ offers a discount to the IoT Device $n$ who buys its transmission power. The discount is denoted by $b(m)$ per bit per second (bps) for the PU $m$. Combined with Eq. (8), the income $IN_{n,m}$ of PU $m$ and the actual expenditure $EX_{n,m}$ considering the discount of IoT Devices $n$ are related as

$$IN_{n,m} = EX_{n,m} + \frac{a(m)}{N_0} |h_{m,n}|^2 \eta_n - \frac{b(m)}{N_0} R_{m,n}^\text{diff}$$

(12)

$$EX_{n,m} = a(m) P_t |h_{m,n}|^2 \eta_n - b(m) B \log_2 \frac{1 + \rho |h_{eq}|^2}{1 + \rho |h_{m}|^2}.$$

B. Cooperation Protocol

For the tradeoff between the transmission rate and the money, the achievable utilities are set for the PU $m$ and IoT Device $n$. Considering the direct-backscatter link transmission rate $R_{m,n}$ and income $IN_{n,m}$ of PU $m$, the achievable utility $\theta_{m,n}$ is given by

$$\theta_{m,n} = \theta_1 R_{m,n} + \theta_2 IN_{n,m}$$

(13)

$$\theta_1 R_{m,n} + \theta_2 \left[ a(m) P_t |h_{m,n}|^2 \eta_n - b(m) B \log_2 \frac{1 + \rho |h_{eq}|^2}{1 + \rho |h_{m}|^2} \right],$$

where $\theta_1$ and $\theta_2$ are adjustable factors, satisfying $\theta_1 + \theta_2 = 1$, $\theta_1 \geq 0$, and $\theta_2 \geq 0$. We set $\varphi_1$ and $\varphi_2$ as adjustable factors as well, which satisfy $\varphi_1 + \varphi_2 = 1$, $\varphi_1 \geq 0$, and $\varphi_2 \geq 0$. Furthermore, $\varphi_1$ and $\varphi_2$ can be applied to adjust the achievable utility $\varphi_{n,m}$ relating to the direct link transmission rate $R_{n,m}$ and the expenditure $EX_{n,m}$ for IoT Device $n$, which is formulated as

$$\varphi_{n,m} = \varphi_1 R_{n,m} - \varphi_2 IN_{n,m}$$

(14)

$$= \varphi_1 R_{n,m} + \varphi_2 \left[ b(m) B \log_2 \frac{1 + \rho |h_{eq}|^2}{1 + \rho |h_{m}|^2} - a(m) P_t |h_{m,n}|^2 \eta_n \right].$$

Considering the practical utility of users in all matched PU-IoT pairs, the settings of acceptable minimum utility for the PU $m$ and IoT Device $n$ are necessary, which are denoted as $\theta_{m,n}^*$ and $\varphi_{n,m}^*$ respectively. Based on the direct link transmission rate $R_{m,n}$ and income $IN_{n,m}$ of PU $m$, the utility factor $\theta_{m,n}^*$ is given by

$$\theta_{m,n}^* = \theta_1 R_{m,n} + \theta_2 \mathcal{E}\mathcal{V}(IN_{n,m}),$$

(15)

where $IN_{n,m}$ is the summary income of PU $m$ when matching with each IoT device, formulated as

$$IN_{m} = \sum_{n=1}^{N} IN_{n,m}$$

(16)

$$= \sum_{n=1}^{N} \left[ a(m) P_t |h_{m,n}|^2 \eta_n - b(m) B \log_2 \frac{1 + \rho |h_{eq}|^2}{1 + \rho |h_{m}|^2} \right],$$

and $\mathcal{E}\mathcal{V}(IN_{m})$ is the average of the summary income of PU $m$ when matching with each IoT Device, given by

$$\mathcal{E}\mathcal{V}(IN_{m}) = \frac{IN_{m}}{N}$$

(17)

$$= \frac{1}{N} \left[ \sum_{n=1}^{N} \left[ a(m) P_t |h_{m,n}|^2 \eta_n - b(m) B \log_2 \frac{1 + \rho |h_{eq}|^2}{1 + \rho |h_{m}|^2} \right] \right].$$
Considering the transmission rate and expenditure of the harvested power, the utility factor $\varphi_n^*$ of IoT Device $n$ can be formulated as
\begin{equation}
\varphi_n^* = \varphi_1 R_n^* - \varphi_2 E V(E X_n) \\
= \varphi_1 R_n^* + \varphi_2 \sum_{m=1}^{M} \left[ b(m) B \log_2 \frac{1+\rho|h_m|^2}{1+\rho|h_m|^2} - a(m) P_i |h_m|^2 \eta_n \right] / N.
\end{equation}

The matching problem of PUs and IoT devices is considered firstly, and they would form $R$ PU-IoT pairs whose set is denoted as $U\mathcal{P} = \{1, 2, \ldots, R\}$. The matching between PUs and IoT devices is a one-to-one matching problem. For any matched results, each user would not have more than one cooperator at the same time, which can be denoted as
\begin{equation}
C_m \in \{0, 1\}, \text{ and } C_n \in \{0, 1\}.
\end{equation}

For $C_m = 0$, the PU $m$ has failed to form the PU-IoT pair with any IoT device, namely having no cooperators. In addition, $C_m = 1$ means that the PU $m$ has been matched with a IoT device, i.e. only one IoT device cooperator. So is the IoT Device $n$. For the matched UP $r$, the premise of matching is that its achievable utility is not lower than its utility factor. Specifically, the relationships of PU’s and IoT device’s achievable utility and the respective utility factor satisfy
\begin{equation}
\theta_{m,n} \geq \theta_{m}^*,
\end{equation}
and
\begin{equation}
\varphi_{n,m} \geq \varphi_{n}^*.
\end{equation}

The BS integrated with the MEC server offers the total transmission duration $T$, which is divided into $K$ time slots. These time slots have different intervals, which may avoid the high probability that no triples are willing to take the binary offloading mode, and then offer a more flexible time to give high probability that no triples are willing to take the binary offloading mode, and then offer a more flexible time to give more choices to the constructed PU-IoT pairs. The interval of time slot $k$ is denoted as $|t_k|$, which is less than $T$. In addition, the sum of all time slots satisfies
\begin{equation}
\sum_{k=1}^{K} |t_k| = T.
\end{equation}

The matching of $R$ PU-IoT pairs BS is a many-to-one matching problem, where the BS can be used $R$ times. Furthermore, the matching of $R$ PU-IoT pairs and $K$ time slots is a one-to-one matching problem, which can be given by
\begin{equation}
C_r \in \{0, 1\}, \text{ and } C_k \in \{0, 1\}.
\end{equation}

In the obtained triples, there are no repetitive PU-IoT pairs and time slots. For the UP $r$ in the obtained triple $(m, n, k)$, it would not appear in another triple, and the number of its cooperators is 1, denoted as $C_r = 1$. Meanwhile, for the time slot $k$ in this triple, there is only one cooperator called UP $r$, and $C_k$ equals to 1. For those PU-IoT pairs and time slots not in any triples, namely having no cooperators, $C_r$ and $C_k$ equal to 0.

For the obtained triple $(m, n, k)$, the offloading mode of UP $r$ depends on the proportion factor $\rho_r$, which denotes the relationship of the size between $t_r$ and $|t_k|$. Specifically, the proportion factor $\rho$ is formulated as
\begin{equation}
\rho_r = \begin{cases} 
1 & \text{Match with BS, } |t_k| \geq t_r, \\
\frac{|t_k|}{t_r} & \text{Match with BS, } |t_k| < t_r, \\
0 & \text{Do not match with BS.}
\end{cases}
\end{equation}

For the UP $r$ matched with the BS, there are two cases: 1) When the interval of the matched time slot $k$ is not less than the required offloading time $t_r$ for the UP $r$ in the triple $(m, n, k)$, the proportion factor $\rho_r$ is 1. The offloading mode applied by this PU-IoT pair is the binary offloading; 2) The proportion factor $\rho_r$ equals to $\frac{|t_k|}{t_r}$, and the UP $r$ applies the partial offloading mode to offload partial tasks, when the interval of the matched time slot $k$ is less than the required offloading time $t_r$. Meanwhile, the proportion factor $\rho_r$ is 0 for the UP $r$ not matched with the BS. Further, this PU-IoT pair dissolves, and all the tasks of PU $m$ and IoT Device $n$ in this pair are computed by the local servers based on the binary offloading mode. Considering the hybrid offloading mode of PU-IoT pairs, the offloaded tasks $D_r$ for UP $r$ are given by
\begin{equation}
D_r = \begin{cases} 
\frac{|t_k|}{t_r} (D_m + D_n) & \text{Match with BS, } |t_k| \geq t_r, \\
\frac{|t_k|}{t_r} (D_m + D_n) & \text{Match with BS, } |t_k| < t_r, \\
0 & \text{Do not match with BS.}
\end{cases}
\end{equation}

For the first and third cases, the binary offloading mode is applied by the UP $r$. Specifically, the UP $r$ offload all their tasks to the MEC server for the first case, while the UP $r$ dissolves and all the tasks of users in this pair are computed by the local servers for the third case. When the partial offloading mode is applied, the tasks of UP $r$ offloaded to the MEC server are $\frac{|t_k|}{t_r} (D_m + D_n)$, and the remaining tasks of PU $m$ and IoT Device $n$ in this pair are $(1 - \frac{|t_k|}{t_r}) D_m$ and $(1 - \frac{|t_k|}{t_r}) D_n$, respectively, which are computed by the local servers.

C. Computing Model

In the conceived networks, the servers are divided into two categories, which are local servers and MEC server. The computation capabilities of local servers are limited to compute the corresponding users’ tasks. For the local server of PU $m$, the computation capability is denoted as $F_m$, which is measured by the frequency of CPUs in the unit of cycles per second or hertz, and is formulated as
\begin{equation}
F_m \geq \frac{D_m f_m}{T},
\end{equation}
where $f_m$ is the number of CPU cycles needed by 1 bit data of PU $m$. Moreover, $f_m$ is treated as the number of CPU cycles needed by 1 bit data of IoT Device $n$. For the local server of IoT Device $n$, the computation capability is given by
\begin{equation}
F_n \geq \frac{D_n f_n}{T}.
\end{equation}
For the MEC server, the computation capability is finite as well, which is denoted as $F$, measured by the total number of CPU cycles. As a result, the offloaded tasks of PU-IoT pairs in all triples should satisfy the following computation constraint:

$$
\sum_{r=1}^{R} (D_m f_m + D_n f_n) C_r \rho_r \leq F.
$$

(28)

D. Problem Formulation

As the sellers of communication resource, PUs would consider the benefits of cooperation with the IoT devices. For the sake of balancing the rate and income of PUs, we study the sum-utility maximization problem of PUs matched in the triples, which is formulated as

$$
\max_{\theta_1, \varphi_1} \sum_{r=1}^{R} C_r \theta_{m,n}
$$

(29)

s.t. (a) $F_m \geq \frac{D_m f_m}{T}$, $F_n \geq \frac{D_n f_n}{T}$, $\forall m, \forall n$,

(b) $\theta_1 \geq 0$, $\theta_2 \geq 0$, $\theta_1 + \theta_2 = 1$,

(c) $\varphi_{m,n} \geq \theta_m$, $\varphi_{n,m} \geq \varphi_n$, $m, n, \in \forall r$,

(d) $\sum_{r=1}^{R} (D_m f_m + D_n f_n) C_r \rho_r \leq F$,

(e) $\sum_{k=1}^{K} |t_k| = T, |t_{k-1}| \neq |t_k| \neq |t_{k+1}|, \forall k \in \mathcal{K}_2$,

(f) $C_m \in \{0, 1\}$, $C_n \in \{0, 1\}$, $C_r \in \{0, 1\}$, $C_k \in \{0, 1\}$, $\forall m, \forall n, \forall r, \forall k$.

Note that (a) guarantees that each local server is able to compute all the tasks of the corresponding users; (b) constrains the relationships between these adjustable factors $\theta_1$, $\theta_2$, $\varphi_1$ and $\varphi_2$; (c) are the conditions of forming the PU-IoT pair for the PU $m$ and IoT Device $n$; (d) guarantees all the offloaded tasks can be computed by the MEC server; (e) implies that the total transmission duration $T$ is divided into $K$ time slots with different intervals, where $\mathcal{K}_2 = \{2, 3, \ldots, K-1\}$; (f) implies that the matching between the PUs and IoT devices is one-to-one, and the matching between the PU-IoT pairs and time slots is.

IV. NO-PREFERENTIAL SCENARIO

In the “Preferential Scenario”, there are two time slots provided for the transmission of each PU-IoT pair. More explicitly, the first time slot is for the transmission of the PU $m$ as well as the process of harvesting power for the IoT Device $n$. In addition, the second time slot is for the IoT Device $n$ to upload its tasks to the BS after the transmission of the matched PU $m$, aiming to obtain a discount of improving the transmission rate of this PU $m$. Unlike the “Preferential Scenario”, in the “No-Preferential Scenario”, there is only one time slot provided for each PU-IoT pair, where the PU $m$ and IoT Device $n$ upload their offloaded tasks to the BS simultaneously, and there is no discount for the IoT Device $n$ due to its interference to the PU $m$. Without considering the monetary transactions, the “No-Preferential Scenario” is a single-win scenario, where IoT devices in PU-IoT pairs obtain the transmission power and spectrum resources, but the transmission rates of these matched PUs are negatively affected.

![Fig. 3. System model of no-preferential scenario.](image)

Specifically, the PU $m$ in the UP $r$ uploads its tasks to the BS by the direct-backscatter link. Meanwhile, the IoT Device $n$ in this pair uploads the offloaded tasks to the BS by the transmission power obtained with the backscatter coefficient $\alpha_n$. Explicitly, the process of harvesting power based on the power harvesting coefficient $\eta_n$ is not needed. Furthermore, the BS integrated with a MEC server applies the successive interference cancellation (SIC) technique to decode the received messages. At the BS, the messages of PU $m$ are firstly decoded under the interference from the matched IoT Device $m$, then only the messages of IoT Device $n$ are decoded. The direct-backscatter link transmission rate of PU $m$ is influenced by the transmission of the IoT Device $n$. Hence, this IoT Device $n$ would suffer from a higher expenditure for buying the transmission power from the matched PU $m$ without a discount.

A. Communication Model

The NOMA technique is applied to improve spectral efficiency and user fairness [44], [45]. The PU $m$ and IoT Device $n$ in the UP $r$ upload their tasks simultaneously. The required offloading time of UP $r$ is denoted as

$$
t_r = \max\{t_{m,n}, t_{n,m}\},
$$

(30)

which is the longer time among the required offloading time of PU $m$ and IoT Device $n$ in this pair, as shown in Fig. 3, which aims to guarantee that each user has the authority to offload.
all the tasks. Additionally, the required offloading time of PU \( m \) and IoT Device \( n \) are determined, respectively, as

\[
t_{m,n} = \frac{D_{m,n}}{R_{m,n}},
\]

(31)

and

\[
t_{n,m} = \frac{D_{n}}{R_{n,m}},
\]

(32)

where \( R_{m,n} \) and \( R_{n,m} \) are the rates of uplink transmission for the PU \( m \) and IoT Device \( n \). At the BS, the SIC technique is applied to decode the messages of users, where the messages of PU \( m \) in the UP \( r \) is decoded firstly.

In the conceived networks, the bandwidth of the authorized spectrum is denoted as \( B \), the noise power is denoted as \( N_0 \), and the transmission power is denoted as \( P_t \). The direct-backscatter link transmission rate of the PU \( m \) in the UP \( r \) is given by

\[
R_{m,n} = B \log_2 \left[ 1 + \frac{P_t|h_{m,n}|^2 + \alpha_n h_{m,n}^2|\alpha_n|}{N_0 + P_t|h_{m,n}|^2\alpha_n|\alpha_n|^2} \right],
\]

(33)

where \( \alpha_n \in [0, \frac{1}{2}] \) is the backscatter coefficient of IoT Device \( n \) controlling the transmission power of backscatter link, and the transmission power of backscatter link for the PU \( m \) and IoT Device \( n \) in this pair is given by \( P_b = \alpha_n P_t|h_{m,n}|^2 \).

The direct-backscatter link transmission rate \( R_{m,n}^* \) of PU \( m \) is influenced by the matched IoT Device \( n \), and the direct link transmission rate \( R_{n,m}^* \) is given by

\[
R_{m,n}^* = \beta B \log_2 \left( 1 + \frac{P_t|h_{m,n}|^2}{N_0} \right),
\]

(34)

where \( \beta \) is the rate regulation factor, and \( \beta \in (0,1] \). The messages of the matched IoT Device \( n \) are decoded secondly, and the backscatter link transmission rate of IoT Device \( n \) is given by

\[
R_{n,m} = B \log_2 \left( 1 + \frac{P_t|h_{m,n}|^2\alpha_n|\alpha_n|}{N_0} \right),
\]

(35)

where the transmission power is bought from the matched PU \( m \) by the unit price \( a(m) \) per dBm. Furthermore, the expenditure \( EX_{n,m} \) of IoT Device \( n \) is determined by

\[
EX_{n,m} = P_t|h_{m,n}|^2\alpha_n a(m).
\]

(36)

For the “Preferential Scenario”, the transmission power of IoT Device \( n \) in the UP \( r \) is harvested from the matched PU \( m \) by the power harvesting coefficient \( \eta_n \) during the first time slot, and then the IoT Device \( n \) uploads tasks using the harvested power during the second time slot, so the expenditure \( EX_{n,m} \) is related to the power harvesting coefficient \( \eta_n \). Differently, for the “No-Preferential Scenario”, there is only one time slot for each PU-IoT pair, and no process of the IoT device \( n \) harvesting the power from the matched PU \( m \). The PU and IoT device in each PU-IoT pair upload the offloaded tasks to the BS simultaneously, and the transmission power of IoT device \( n \) is determined by the backscatter coefficient \( \alpha_n \), which is related to the expenditure \( EX_{n,m} \) of IoT Device \( n \) as well.

No discounts are provided to the IoT Device \( n \) in the UP \( r \), since the transmission rate of the matched PU \( m \) decreases by the interference of IoT Device \( n \). For the “No-Preferential Scenario”, the income \( IN_{m,n} \) is equal to the expenditure \( EX_{n,m} \) of IoT Device \( n \), given by

\[
IN_{m,n} = EX_{n,m} = a(m)P_t|h_{m,n}|^2\alpha_n.
\]

(37)

B. Cooperation Protocol

As the consumer, each IoT device needs to weight the transmission rate and income. The utility factor \( \theta'_m \) is the acceptable minimum utility of PU \( m \), which is related to the direct link transmission rate \( R_{n,m}^* \) and the average \( EV(IN_m) \) of the total income of PU \( m \) matching with each IoT device, given by

\[
\theta'_m = \theta_1 R_{n,m}^* + \theta_2 EV(IN_m)
\]

(38)

\[
= \theta_1 R_{n,m}^* + \frac{\theta_2 \sum_{n=1}^{N} IN_{m,n}}{N}
\]

\[
= \theta_1 R_{n,m}^* + \frac{\theta_2 \sum_{n=1}^{N} a(m)P_t|h_{m,n}|^2\alpha_n}{N},
\]

where \( \theta_1 \) and \( \theta_2 \) are positive adjustable factors, and satisfy \( \theta_1 + \theta_2 = 1 \). The utility factor \( \theta_m \) is the measure of whether the matching between the PU \( m \) and each IoT device is acceptable. The practical utility of the PU \( m \) matching with the IoT Device \( n \), called achievable utility \( \theta_{m,n} \), is formulated as

\[
\theta_{m,n} = \theta_1 R_{m,n}^* + \theta_2 IN_{m,n}
\]

(39)

\[
= \theta_1 R_{m,n}^* + \theta_2 a(m)P_t|h_{m,n}|^2\alpha_n.
\]

As the consumer, each IoT device needs to weight the transmission rate and the expenditure as well. If each IoT device has the available spectrum to transmit its tasks, the direct link transmission rate \( R_{n,m}^* \) of IoT Device \( n \) can be computed by

\[
R_{n,m}^* = B \log_2 \left( 1 + \frac{P_t|h_{m,n}|^2}{N_0} \right).
\]

(40)

Considering the direct link transmission rate \( R_{n,m}^* \) and the average expenditure \( EX_n \), the utility factor \( \varphi'_n \) of IoT Device \( n \) is denoted as

\[
\varphi'_n = \varphi_1 R_{n,m}^* - \varphi_2 EV(EX_n)
\]

(41)

\[
= \varphi_1 R_{n,m}^* - \frac{\varphi_2 \sum_{m=1}^{M} P_t|h_{m,n}|^2\alpha_n a(m)}{M},
\]

where \( \varphi_1 \) and \( \varphi_2 \) are positive adjustable factors, and satisfy \( \varphi_1 + \varphi_2 = 1 \) as well. For the IoT Device \( n \) matching with the PU \( m \), the achievable utility \( \varphi_{m,n} \) is given by

\[
\varphi_{m,n} = \varphi_1 R_{m,n} - \varphi_2 EX_{n,m}
\]

(42)

\[
= \varphi_1 R_{m,n} - \frac{\varphi_2 P_t|h_{m,n}|^2\alpha_n a(m)}{M}.
\]

The matching between the PUs and IoT devices is one-to-one matching problem, denoted as

\[
C_m \in \{0,1\}, \quad \text{and} \quad C_n \in \{0,1\}.
\]

(43)
For each obtained UP $r$, the achievable utilities of the PU $m$ and IoT Device $n$ are not lower than their utility factors, formulated as
\[
\theta_{m,n} \geq \theta^*_m, \quad (44)
\]
and
\[
\varphi_{n,m} \geq \varphi^*_n. \quad (45)
\]
Furthermore, the matching between the $K$ time slots of BS and the PU-IoT pairs is one-to-one matching as well, which is formulated as
\[
C_r \in \{0, 1\}, \quad \text{and} \quad C_k \in \{0, 1\}. \quad (46)
\]
The offloading mode and offloaded tasks of the PU-IoT pair in the obtained triple $(m,n,k)$ are related to the proportion factor $\rho_r$, which is given by
\[
\rho_r = \begin{cases} 
1 & \text{Match with BS, } |t_k| \geq t_r, \\
\frac{|t_k|}{t_r} & \text{Match with BS, } |t_k| < t_r, \\
0 & \text{Do not match with BS,}
\end{cases}
\quad (47)
\]
where $\rho_r = 1$ denotes that the UP $r$ would offload all the tasks to the BS during the matched time slot $k$ by the binary offloading mode. When $\rho_r$ equals to $\frac{|t_k|}{t_r}$, the UP $r$ applies the partial offloading mode to offload partial tasks. Otherwise, the proportion factor $\rho_r$ is 0 for the UP $r$ not matched with the BS. Further, this PU-IoT pair dissolves, and all the tasks of PU $m$ and IoT Device $n$ in this pair are computed by the local servers based on the binary offloading mode. The sizes of tasks for each user with different $\rho_r$ are computed by
\[
D_r = \begin{cases} 
D_m + D_n & \text{Match with BS, } |t_k| \geq t_r, \\
\frac{|t_k|}{t_r} (D_m + D_n) & \text{Match with BS, } |t_k| < t_r, \\
0 & \text{Do not match with BS,}
\end{cases}
\quad (48)
\]

C. Computing Model

The computation capabilities of local servers and MEC server are finite, the computation capability of PU $m$’s local server is given by
\[
F_m \geq \frac{D_m f_m}{T}, \quad (49)
\]
where $f_m$ is the number of CPU cycles needed by 1 bit data of PU $m$. The number of CPU cycles needed by 1 bit data of IoT Device $n$ is denoted as $f_n$, and the computation capability of IoT Device $n$’s local server is formulated as
\[
F_n \geq \frac{D_n f_n}{T}. \quad (50)
\]
We treat $F$ as the total number of CPU cycles for the MEC server, and $F$ satisfies
\[
\sum_{r=1}^{R} (D_m f_m + D_n f_n) C_r \rho_r \leq F. \quad (51)
\]

D. Problem Formulation

Considering the utility of PUs in all the final triples, the sum-utility maximization problem can be formulated as
\[
\max_{\theta_1, \varphi_1, \theta, \varphi} \sum_{r=1}^{R} C_r \theta_{m,n} \quad (52)
\]
s.t. (a) $F_m \geq \frac{D_m f_m}{T}, \quad F_n \geq \frac{D_n f_n}{T}, \quad \forall m, \forall n,$
(b) $\theta_1 \geq 0, \quad \theta_2 \geq 0, \quad \theta_1 + \theta_2 = 1,$
$\varphi_1 \geq 0, \quad \varphi_2 \geq 0, \quad \varphi_1 + \varphi_2 = 1,$
$0 < \beta \leq 1,$
(c) $\theta_{m,n} \geq \theta^*_m, \quad \varphi_{n,m} \geq \varphi^*_n, \quad m, n \in \forall r,$
(d) $\sum_{r=1}^{R} (D_m f_m + D_n f_n) C_r \rho_r \leq F,$
(e) $\sum_{k=1}^{K} |t_k| = T, \quad |t_{k-1}| \neq |t_k| \neq |t_{k+1}|, \quad \forall k \in K_2,$
(f) $C_m \in \{0, 1\}, \quad C_n \in \{0, 1\}, \quad \sum_{m,n} C_m = 1,$
$C_k \in \{0, 1\}, \quad \forall m, \forall n, \forall r, \forall k.$

Note that (a) guarantees that each local server is able to compute all the tasks of the corresponding users; (b) constrains the relationships between these adjustable factors $\theta_1, \theta_2, \varphi_1$ and $\varphi_2$, and gives the range of rate regulation factor $\beta$; (c) are the conditions of forming the PU-IoT pair for the PU $m$ and IoT Device $n$; (d) guarantees that all the offloaded tasks can be computed by the MEC server; (e) implies that the total transmission duration $T$ is divided into $K$ time slots with different intervals, where $K_2 = \{2, 3, \ldots, K - 1\}$; (f) implies that the matching between the PUs and IoT devices is one-to-one, and the matching between the PU-IoT pairs and time slots is.

V. Utility Based Resources Sharing Algorithm

Now we study the resources sharing scheme considering the monetary transactions, including the power, spectrum, time, and server resources. In Section III and IV, we have proposed two scenarios relating to the relationships between the PUs and IoT devices. In the “Preferential Scenario”, the relationships between the users in the triples are win-win, where the transmission rates of PUs are improved by the assistance of the matched IoT devices, and the IoT devices could transmit tasks using the obtained transmission power and spectrum resources with a discounted price. Specifically, the processes of offloading tasks for the users in each triple are in order, where PUs go firstly. The PUs in the triples charge the matched IoT devices for the shared transmission power, where the discounts relating to the assistance of IoT devices are considered. In the “No-Preferential Scenario”, the relationships between the users in the triples are single win, where the IoT devices obtain the transmission power and
spectrum resources, and the transmission rates of PUs are interfered by the matched IoT devices. In detail, the users in the triples upload tasks at the same time, and the PUs charge the matched IoT devices for the shared power without any discounts.

The resources sharing problem is a three-sided matching problem for the PUs, IoT devices and BS. The three-sided matching problem is NP-hard [46], [47], and there are no polynomial-complexity algorithms to find the optimal solutions of Eq. (29) and Eq. (52). To obtain the approximate solutions, we propose the utility based resources sharing algorithm to solve the three-sided matching problems in the conceived networks, which is shown in Algorithm 1. In detail, we dissolve the resources sharing problem into two sub-problems, which are the power and spectrum sharing between the PUs and IoT devices, as well as the time and servers sharing between the PU-IoT pairs and BS.

Algorithm 1: Utility Based Resources Sharing Algorithm

1. **Step 1: Initialize**
   1) Adjustable factors \( \theta_1 \), \( \theta_2 \), \( \varphi_1 \) and \( \varphi_2 \);
   2) Utility factors \( \theta^*_m \) and \( \varphi^*_n \);

2. **Step 2: Match the PUs and IoT devices**
   Repeat
   1) Update the preference list \( PL_{M \times N} \);
   2) PUs without cooperators send the matching invitations to the most anticipated IoT device;
   3) If the IoT device has no cooperator then
      4) \( \varphi_{n,m} \geq \varphi^*_m \Rightarrow (m,n) \);
         \( \varphi_{n,m} < \varphi^*_m \Rightarrow \) remain single;
   5) Else if it has a cooperator PU \( m_{ex} \) then
      6) \( \varphi_{n,m} > \varphi_{n,m_{ex}} \Rightarrow (m,n) \);
         \( \varphi_{n,m} \leq \varphi_{n,m_{ex}} \Rightarrow (m_{ex},n) \);
   7) End if
   Until \( PL_m|_{\text{single PU}} = O \)

3. **Step 3: Determine the offloading strategy of PU-IoT pairs**
   Compute the offloading time of all PU-IoT pairs;
   Repeat
   1) Updates without scheduling send the matching invitations to the BS for the most anticipated time slot;
   3) If the time slot has not been scheduled then
      4) \( (m,n,k) \Rightarrow r_t \);
   5) Else if it has been scheduled with the UP \( r_{ex} \), and the proportion factor \( \rho_{r_{ex}} \) is known then
      6) \( \rho_t = 1, \rho_{r_{ex}} < 1 \Rightarrow (m,n,k) \);
         \( \rho_t < 1, \rho_{r_{ex}} = 1 \Rightarrow (m_{ex},n_{ex},k) \);
         \( \rho_t < \rho_{r_{ex}} < 1 \Rightarrow (m,n,k) \);
         \( \rho_t \leq \rho_{r_{ex}} < 1 \Rightarrow (m_{ex},n_{ex},k) \);
         \( \rho_t = \rho_{r_{ex}} = 1, t_{r_{ex}} < t_r \Rightarrow (m,n,k) \);
         \( \rho_t = \rho_{r_{ex}} = 1, t_{r_{ex}} \geq t_r \Rightarrow (m_{ex},n_{ex},k) \);
   7) End if
   Until \( PL_{r_{ex}}|_{\text{single UP}} = O \)

A. Power and Spectrum Resources Sharing Scheme

For both scenarios, the processes of matching between the PUs and IoT devices are one-to-one matching, and each user would like to maximize its own utility, denoted as Eq. (13), Eq. (14), Eq. (39) and Eq. (42). Furthermore, the PUs are the providers of the transmission power and spectrum resources, and have the authorities and priorities to choose the IoT devices that they would like to cooperate with. For each PU, the utility brought by each IoT device is different, which decides the priorities of the PU’s selections among all the IoT devices. For the IoT devices satisfying Eq. (20) and Eq. (44) of the PU \( m \), the set is denoted as

\[
PL^{ZF}_m = \{n | \theta_{m,n} \geq \theta^*_m \},
\]

and the elements of \( PL^{ZF}_m \) form the zero-free preference list \( PL^{ZF}_m \) in the following order:

\[
\theta_{m,PL^{ZF}_m(1)} \geq \theta_{m,PL^{ZF}_m(2)} \geq \cdots \geq \theta_{m,PL^{ZF}_m(N^*_m)};
\]

where \( N^*_m \) is the number of elements of the \( PL^{ZF}_m \).

In addition, considering the IoT devices not satisfying Eq. (20) and Eq. (44) of the PU \( m \), they are denoted as \( O \) in the complete preference list \( PL_m \) of the PU \( m \), and the complete preference list \( PL_m \) of the PU \( m \) is determined as

\[
PL_m = [PL^{ZF}_m, O_{N-N^*_m}];
\]

where \( O_{N-N^*_m} \) is the the zero vector with the length \( N - N^*_m \). The complete preference lists of all the PUs are different, and they form the preference list \( PL_{M \times N} \) of \( M \) PUs in parallel, which is denoted as

\[
PL_{M \times N} = \begin{bmatrix}
PL^{ZF}_{m_1}, O_{N-N^*_m_1} \\
\vdots \\
PL^{ZF}_{m_M}, O_{N-N^*_m_M}
\end{bmatrix}.
\]
After the above processes, the PU \( m \) which is rejected or abandoned by the IoT Device \( n \) updates its zero-free preference list \( PL_{m}^{ZF} \), by treating the utility brought by the IoT Device \( n \) as 0 and removing the IoT Device \( n \) from the \( PL_{m}^{ZF} \). Considering all the rejected or abandoned PUs, the preference list \( PL_{M\times N} \) is updated. Based on the updated \( PL_{M\times N} \), the matching of the PUs without the cooperators and IoT devices begins again. The above processes are repeated until the complete preference list \( PL_{m} \) of each PU without a cooperator becomes a zero vector \( O \), and \( R \) PU-IoT pairs, which would share the power and spectrum resources, are obtained.

### B. Time and Servers Resources Sharing Scheme

All PU-IoT pairs need to solve the issue on the number of tasks, which server to use and the time to operate. In the conceived networks, there is only one BS integrated with the MEC server that can compute the offloaded tasks. Moreover, the matching between the PU-IoT pairs and BS is a many-to-one matching. For the sake of satisfying the offloading requirements of all the PU-IoT pairs, the total transmission duration \( T \) is divided into many time slots, while the matching between the PU-IoT pairs and time slots is a one-to-one matching. Based on the Eq. (2) and Eq. (30), the required offloading time can be computed. The required offloading time of \( R \) PU-IoT pairs are different, since the tasks and transmission rates of all the users are different. The total transmission duration \( T \) is divided into \( K \) time slots with different intervals, in order to provide different solutions to the PU-IoT pairs with the different offloading time.

Faced with \( K \) different time slots, there are two offloading modes for each PU-IoT pair, which are the binary and partial offloading modes. Each PU-IoT pair would like to offload tasks by the binary mode, and the set of the time slots that allow the UP \( r \) to offload tasks by the binary mode is denoted as

\[
PL_{r}^{BM} = \{ k \mid t_k \geq t_r \},
\]

where \( K_{BM} \) elements form the binary-mode preference list \( PL_{r}^{BM} \) in the following order:

\[
|t_{PL_{r}^{BM}}(1)| \leq |t_{PL_{r}^{BM}}(2)| \leq \cdots \leq |t_{PL_{r}^{BM}}(K_{BM})|.
\]

The remaining time slots only allow the UP \( r \) to offload tasks by the partial mode, and the set of these time slots is denoted as

\[
PL_{r}^{PM} = \{ k \mid t_r > t_k, \text{ and } t_k \neq 0 \},
\]

where the number of elements are denoted as \( K_{PM} \), and the elements form the partial-mode preference list \( PL_{r}^{PM} \) in the following order:

\[
|t_{PL_{r}^{PM}}(1)| \geq |t_{PL_{r}^{PM}}(2)| \geq \cdots \geq |t_{PL_{r}^{PM}}(K_{PM})|.
\]

There may be some time slots whose intervals are zero, and cannot be used by the PU-IoT pairs. In the complete preference list \( PL_{r} \) of UP \( r \), the time slots that cannot be used are denoted 0. The \( PL_{r} \) is formulated as

\[
PL_{r} = [PL_{r}^{BM}, PL_{r}^{PM}, O_{K-K_{BM}-K_{PM}}],
\]

where \( O_{K-K_{BM}-K_{PM}} \) is the zero vector with the length \( K - K_{BM} - K_{PM} \).

Arranging the complete preference lists of all the PU-IoT pairs in parallel, the preference list \( PL_{R \times K} \) is given by

\[
PL_{R \times K} = \begin{bmatrix}
PL_{1}^{BM}, PL_{1}^{PM}, O_{K-K_{BM}^{1}-K_{PM}^{1}} \\
\vdots \\
PL_{R}^{BM}, PL_{R}^{PM}, O_{K-K_{BM}^{R}-K_{PM}^{R}}
\end{bmatrix}.
\]

According to the preference list \( PL_{R \times K} \), each PU-IoT pair that is not matching with any time slots would send the matching invitation to the BS for matching with the respective first choice. If the invited time slot has not been matched with other PU-IoT pairs, the time slot would accept the invitation, and forms the triple \((m,n,k)\) with the UP \( r \). Meanwhile, the proportion factor \( \rho_r \) is given by Eq. (24) and Eq. (47).

If the invited time slot has been matched with a PU-IoT pair denoted as UP \( r_{ex} \), then the proportion factor \( \rho_{r_{ex}} \) of the inviting UP \( r \) would be computed firstly. Then there are a few cases need to be considered. For \( \rho_r = 1 \) and \( \rho_{r_{ex}} < 1 \), the PU-IoT pair who could offload tasks by the binary mode is the first choice for the invited time slot \( k \), and the time slot \( k \) accepts the invitation of UP \( r \) and abandons the UP \( r_{ex} \), forming the triple \((m,n,k)\). For \( \rho_r < 1 \) and \( \rho_{r_{ex}} = 1 \), the UP \( r_{ex} \) that could take the binary offloading mode is selected by the invited time slot \( k \), and the inviting UP \( r \) is rejected.

For \( \rho_r < 1 \) and \( \rho_{r_{ex}} < 1 \), if the proportion factor \( \rho_{r_{ex}} \) is lower than the \( \rho_r \), the invited time slot \( k \) accepts the invitation of UP \( r \), which has the bigger proportion factor to offload more of its tasks. Otherwise, the UP \( r \) is rejected by the invited time slot \( k \), and the triple \((m_{ex},n_{ex},k)\) matching with the UP \( r_{ex} \) is kept. For \( \rho_r = \rho_{r_{ex}} = 1 \), the invited time slot \( k \) would select the PU-IoT pair having the longer offloading time, in order to reduce the time wasters. In detail, if the offloading time of UP \( r \) is higher than that of the UP \( r_{ex} \), the invited time slot \( k \) accepts the invitation of UP \( r \), and forms the triple \((m,n,k)\). Otherwise, the triple \((m_{ex},n_{ex},k)\) matching with the UP \( r_{ex} \) is kept.

After the above processes, the UP \( r \) rejected or abandoned by the time slot \( k \) would not send the matching invitation to it again, and treats the interval of this time slot as 0. Considering all the rejected or abandoned PU-IoT pairs, the preference list \( PL_{R \times K} \) is updated. Furthermore, the matching between the PU-IoT pairs and BS starts again. The processes of matching and updating are repeated until the complete preference list \( PL_{r} \) of each PU-IoT pair without matching with the BS equals to the zero vector \( O \).

### C. Resources Sharing Scheme, Stability and Complexity

1) Resources Sharing Scheme: Based on the proposed algorithm, the problem of resources sharing in the “Preferential Scenario” and “No-Preferential Scenario” could be solved.
Specifically, $R$ triples can be obtained using the utility based resources sharing algorithm.

For the triple $(m, n, k)$ in the “Preferential Scenario”, the PU $m$ firstly offloads tasks to the MEC server based on the proportion factor $\rho_r$ via the direct-backscatter link. Meanwhile, the IoT Device $n$ in the backscatter link harvests the power from the PU $m$ depending on the power harvesting coefficient $\eta_n$, and then offloads tasks to the MEC server depending on the proportion factor $\rho_r$ by employing the harvested power. More specifically, the IoT Device $n$ pays PU $m$ for the harvested power by subtracting the discount of extra improving its transmission rate, and the extra improved transmission rate is the difference of the direct-backscatter link transmission rate and the direct link transmission rate.

For the triple $(m, n, k)$ in the “No-Preferential Scenario”, the PU $m$ and IoT Device $n$ offload their tasks to the MEC server depending on the proportion factor $\rho_r$ simultaneously, which the IoT Device $n$ obtains the transmission power from the PU $m$ depending on the backscatter coefficient $\alpha_n$, and has effect on the transmission rate of PU $m$. In particular, the IoT Device $n$ pays the PU $m$ for the obtained transmission power without any discount.

For users who have not matched with others, their tasks are computed by the local servers.

2) Stability: For a stable two-sided matching, there will be no destabilizing pairs [48]. If the PU $m^*$ and IoT Device $n^*$ have been matched with other users under the current matching results, but they prefer each other than the current cooperators, then, the destabilizing pair $(m^*, n^*)$ is formed between them, and the matching is not stable.

The proposed three-sided matching problem for the PUs, IoT devices and BS is in fact a two-sided matching problem, which is the matching between the PUs and IoT devices, and the matching between the PU-IoT pairs and BS. More specifically, the utility based resources sharing algorithm is a two-step two-sided matching algorithm. The stability of the proposed algorithm is analyzed as follows.

We assume that there is a triple $(m^*, n^*, k^*)$ not included in the current matching results, and this triple is divided into two pairs $(m^*, n^*)$ and $(r^*, k^*)$. For the PU-IoT pair $(m^*, n^*)$, two cases are considered. If the PU $m^*$ has not sent the matching invitation to the IoT Device $n^*$, there are two reasons: 1) the IoT Device $n^*$ is not in the complete preference list $PL_m$ of PU $m^*$; 2) the PU $m^*$ has matched with another better cooperator. If the PU $m^*$ has sent the matching invitation to the IoT Device $n^*$, the reasons that it has been rejected are: 1) the requirement of the IoT Device $n^*$ could not be satisfied by the PU $m^*$; 2) the IoT Device $n^*$ has matched with another better cooperator. Hence, we could conclude that the PU $m^*$ and IoT Device $n^*$ do not prefer each other than the current cooperators, and the PU-IoT pair $(m^*, n^*)$ is not a destabilizing pair.

For the pair $(r^*, k^*)$, two cases are considered as well. If the UP $r^*$ has not sent the matching invitation to the time slot $k^*$, there are two reasons: 1) the interval of time slot $k^*$ is 0, and it is not in the complete preference list $PL_r$ of UP $r^*$; 2) the UP $r^*$ has matched with another better cooperator. If the UP $r^*$ has sent the matching invitation to the time slot $k^*$, then the reason that the UP $r^*$ has been rejected, is that the time slot $k^*$ has matched with another better cooperator. Therefor, we could conclude that the pair $(r^*, k^*)$ is not a destabilizing pair, and the triple $(m^*, n^*, k^*)$ is not a destabilizing triple. Hence, there are no destabilizing triples for the current matching results, and the stability of the proposed algorithm is proved.

3) Complexity: In the communication phase, during the matching process of the PUs and IoT devices, each PU sends the invitation to the first choice of its preference list in each round. The worst case is that each PU may send their invitations to IoT devices for $N$ times. For $M$ PUs, the complexity can be computed as $O(MN)$.

After the matching process of the PUs and IoT devices is finished, $M$ PU-IoT pairs could be obtained at most. For $M$ PU-IoT pairs, they would like to match with the BS in the computing phase. During this process, each user pair would send the matching invitation to the BS for $K$ times at most. For $M$ PU-IoT pairs, the complexity is given by $O(MK)$. Combing above two processes, the complexity of the proposed algorithm can be expressed as

$$O(MN + MK) = O(2M^2).$$

VI. SIMULATION RESULTS

In this section, the simulation results are presented to evaluate the performances of the proposed algorithm in the “Preferential Scenario” and “No-Preferential Scenario”. Then, in order to highlight the superiority of the proposed algorithm, the centralized algorithm and random algorithm are considered for comparison.

A. Simulation Setup

In this paper, the channel gain is denoted by $h = \varepsilon^2 l$, where $\varepsilon$ is the small-scale fading component, $l$ is the large-scale fading component. For both the “Preferential Scenario” and “No-Preferential Scenario”, the distances between the PUs and BS are not more than 25 meters, and the distances between the IoT devices and BS are not more than 20 meters. The other parameters are set as follows. The bandwidth of the authorized spectrum is $B = 10$ MHz, the noise power is $N_0 = -30$ dBm, and $P_t = 25$ dBm is the transmission power. In addition, the computation capability of MEC server is $F = 4 \times 10^{11}$ cycles/s. For the IoT Device $n$, the task size, the required number of CPU cycles per bit and the computation capability are $D_n \in (0, 30]$ Mbit, $f_n \in [50, 100]$ cycles/bit and $F_n = 200$ MHz, respectively. Meanwhile, the backscatter coefficient and the power harvesting coefficient of IoT Device $n$ are $\eta_n = \alpha_n \in [0, 0.5]$. For the PU $m$, the task size, the required number of CPU cycles per bit and the computation capability are $D_m \in (0, 40]$ Mbit, $f_m \in [50, 100]$ cycles/bit and $F_m = 300$ MHz, respectively. The local computation energy per cycle for each user is set as $P_m = P_n = 0.5$ J/cycle. Considering the money transactions, the unit price of selling power for the PU $m$ is $a(m) \in [0.2, 0.3]$ $$/dBm,$ and
the preferential price of the improved transmission rate given by the PU $m$ is $b(m) \in [0.1, 0.2]$ $$/dBm.$

**B. Performance Analysis**

According to Eq. (29) and Eq. (52), the utility of PUs is relating to the utility factors $\theta_m^*$ and $\varphi_n^*$, where the adjustable factors $\theta_1, \theta_2, \varphi_1$ and $\varphi_2$ determine the proportion of the transmission rates and income, and then influence the utility of all the PUs. The proposed algorithm is to maximize the utility of all the PUs based on the established adjustable factors, instead of maximizing the utility of all the PUs by adjusting the adjustable factors. Specifically, there are three main cases for the adjustable factors $\theta_1$ and $\theta_2$, which are shown as follows:

- $\theta_1 > \theta_2$, PUs prefer the transmission rates;
  - $\theta_1 = 1, \theta_2 = 0$, only rates are considered;
- $\theta_1 < \theta_2$, PUs prefer the income;
  - $\theta_1 = 0, \theta_2 = 1$, only income is considered;
- $\theta_1 = \theta_2$, the transmission rates and income have the same proportion for the PUs.

Meanwhile, for the adjustable factors $\varphi_1$ and $\varphi_2$, we have the following cases:

- $\varphi_1 > \varphi_2$, IoT devices prefer the obtained transmission power;
  - $\varphi_1 = 1, \varphi_2 = 0$, only power is considered;
- $\varphi_1 < \varphi_2$, IoT devices prefer the expenditure;
  - $\varphi_1 = 0, \varphi_2 = 1$, only expenditure is considered;
- $\varphi_1 = \varphi_2$, the obtained transmission power and expenditure have the same proportion for the IoT devices.

As shown in Fig. 4, the approximate solutions of Eq. (29) and Eq. (52) relating to different adjustable factors are obtained by the proposed algorithm in the “Preferential Scenario” and “No-Preferential Scenario”. Fig. 4(a) shows the approximate solutions in terms of the ‘Utility’ based on the established different adjustable factors $\theta_1$ and $\varphi_1$ for the “Preferential Scenario”, while Fig. 4(b) shows that of the “No-Preferential Scenario”, where $\theta_2 = 1 - \theta_1$, and $\varphi_2 = 1 - \varphi_1$. No matter what the scenario is, the sum utility optimized by the proposed algorithm is the best, when the PUs prefer the transmission rates completely, namely $\theta_1 = 1$ and $\theta_2 = 0$. Inversely, when only income is considered, namely $\theta_1 = 0$ and $\theta_2 = 1$, the optimized solution of all the PUs is the lowest. In detail, when $\varphi_1 \geq 0.2$ and $\theta_1 = 1$, the optimized solution is relatively higher.

As seen in Fig. 4, the relationships of the utility and adjustable factors are the same for the “Preferential Scenario” and “No-Preferential Scenario”, when applying the proposed algorithm. Fig. 5 shows the gap of the utility optimized by the proposed algorithm for both scenarios. The value of $\theta_1$ is the main factor influencing the gap of the optimized solution. Specifically, the performance of the “Preferential Scenario” and “No-Preferential Scenario” are identical at $\theta_1 = 0.3$. The performance of the “No-Preferential Scenario” is higher than that of the “Preferential Scenario” when $\theta_1 \leq 0.3$, and the gap is narrowing as $\theta_1$ increases. By contrast, the performance
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(a) Preferential Scenario  
(b) No-Preferential Scenario
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Fig. 4. The variation of the optimized solution with different adjustable factors, where $M = N = K = 25, T = 25s, \beta = 0.4, P_t = 25$ dBm.

Fig. 5. The comparison of the optimized solution of the “Preferential Scenario” (PS) and “No-Preferential Scenario” (NPS), where $M = N = K = 25, T = 25s, \beta = 0.4, P_t = 25$ dBm.
of the “No-Preferred Scenario” is lower than that of the “Preferred Scenario” for $\theta_1 > 0.3$, and the gap is widening as $\theta_1$ increases. In order to achieve the best utility of PUs, the ‘Preferred Scenario’ could be selected for solving the resource allocation problem when $\theta_1 > 0.3$, and the “No-Preferred Scenario” could be selected when $\theta_1 \leq 0.3$.

Furthermore, the energy consumptions are the lowest when the optimized solution is near constant when $\theta$ is different. Fig. 6(a) shows the variation of the optimized solution versus $T$ as $\phi$ and $\theta_1$ are the same for both the two scenarios. Due to the fact that the transmission rates of PUs are improved by the matched IoT devices in the “Preferred Scenario”, but that od the PUs are interfered by the matched IoT devices in the “No-Preferred Scenario”, the rate performances of the “Preferred Scenario” are better. The transmission rates of PUs are the best in the “Preferred Scenario”, where the PUs only consider the rates, namely $\theta_1 = 1$. Fig. 8(b) shows the income of PUs under different scenarios with different adjustable factors $\theta_1$ and $\theta_2$. In terms of the scenarios, the income of PUs of the “No-Preferred Scenario” is better than that of the “Preferred Scenario”, regardless of the adjustable factors $\theta_1$ and $\theta_2$. In the “No-Preferred Scenario”, there are
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Fig. 6. The variation of the optimized solution and energy consumptions with different rate regulation factors and numbers of PUs, where $M = N = K$, $T = M \times s$, $\theta_1 = \theta_2 = 0.5$, $\varphi_1 = \varphi_2 = 0.5$, $P_t = 25$ dBm.

In the “No-Preferred Scenario”, the utility factor $\varphi^*_{\text{n}}$ of IoT Device $n$ is related not only to the adjustable $\varphi_1$ and $\varphi_2$, but also to the rate regulation factor $\beta$. In Fig. 6, for different $M$, the relationships of the optimized solution, energy consumptions and the rate regulation factor $\beta$ are investigated. Fig. 6(a) shows the variation of the optimized solution versus different $M$ and $\beta$. No matter how many PUs there are, the optimized solution is near constant when $0.1 \leq \beta \leq 0.4$, and it decreases with the increasing of $\beta$ when $0.5 \leq \beta \leq 1$. Furthermore, the energy consumptions are the lowest when $0.1 \leq \beta \leq 0.4$, and it increases with the increasing of $\beta$ when $0.5 \leq \beta \leq 1$, as seen in Fig. 6(b). It can be concluded that the optimized solution and energy performances are the best, when the rate regulation factor $\beta$ of each PU is $\beta \in [0.1, 0.4]$.
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Fig. 7. The comparison of the convergence of the proposed algorithm under different adjustable factors $\theta_1$ and $\theta_2$, where $M = N = K = 25$, $T = 25s$, $\varphi_1 = \varphi_2 = 0.5$, $\beta = 0.4$, $P_t = 25$ dBm.

The difference between the “Preferred Scenario” and “No-Preferred Scenario” is mainly in the transmission rates and income of PUs. Fig. 8 compares the rates and income of the “Preferred Scenario” to that of the “No-Preferred Scenario” considering $\theta_1 = 0$ and $\theta_2 = 1$. As shown in Fig. 8(a), the rates of the “Preferred Scenario” are better than that of the “No-Preferred Scenario”, namely the convergence values of “Preferred Scenario” are better than that of the “No-Preferred Scenario”, and the difference between them increases with the increasing of $\theta_1$. Furthermore, for both the two scenarios, the convergence values are the best, when $\theta_1 = 1$. The above analysis echoes that of Fig. 5.
no discounts for the IoT devices, so the income of PUs is higher than that of the “Preferential Scenario”. The income of PUs is the best in the “No-Preferential Scenario”, where the PUs only consider the rates, namely \( \theta_1 = 1 \). It can be concluded that each scenario has its own advantages, where the “Preferential Scenario” applying the proposed algorithm is good at optimizing the utility by improving the transmission rates of PUs, and the “No-Preferential Scenario” applying the proposed algorithm is good at optimizing the utility by improving the income of PUs.

Fig. 9 compares the optimized solution of the proposed algorithm to that of the centralized algorithm (CA) and random algorithm (RA) in the “Preferential Scenario” and “No-Preferential Scenario”. The exhaustive search is required by the CA, and the complexity of CA is given by

\[
O((M!)^2 M).
\]

As shown in Fig. 9(a) and Fig. 9(b), the performance of the utility based resources sharing algorithm (UBRSA) is very close to that of the CA, and obviously better than that of the RA for both the “Preferential Scenario” and “No-Preferential Scenario”. Specifically, as the number of users increases, the approximation degree (AD) between the optimized solutions of the proposed algorithm as well as the CA is always higher than 88%. It can be speculated that the approximation degree is close to 100% by considering the intensive users. In general, the proposed algorithm could obtain the approximate solutions of Eq. (29) and Eq. (52), where the approximation degree is always more than 88%.

The operation number of the proposed algorithm and CA are compared in Table I. The operation number of CA in the “Preferential Scenario” and “No-Preferential Scenario” are identical for the same numbers of PUs \( M \), and increase rapidly with the increasing of \( M \). For the proposed UBRSA, the operation number in the “Preferential Scenario” is approximate with that in the “No-Preferential Scenario”, and much lower...
implementing the “Preferential Scenario” and “No-Preferential Scenario”. In the hJTORA, the task offloading and resource allocation problem is decomposed into a resource allocation (ReA) problem with fixed task offloading decision, a task offloading problem. Additionally, in the DORA, the convex and quasi-convex optimization techniques are used to allocate the communication resource, while offloading decision is solved by employing the sub-modular set function optimization method.

As shown in Fig. 10, the hJTORA attains the best utility performance of PUs by comparing with the UBRSA as well as the DORA, while the transmission power $P_t$ is less than 25 dBm. When $P_t$ is greater than 25 dBm, the performance of the hJTORA is decreasing. The performance of the proposed UBRSA is better than that of the DORA. Hence, the hJTORA is not applicable to the system requiring high energy, albeit the proposed UBRSA with the stable optimization ability can be able to implement for any system. Furthermore, the proposed algorithm is identical by considering different transmission power, and the approximation degree is always higher than 88%.

VII. CONCLUSION

In this paper, we have studied the resources sharing problem in a novel IoT, which applies the SR and EH techniques. In the conceived SR-aided IoT networks, both the PUs and IoT devices would like to offload tasks to the BS that is integrated with the MEC server. The IoT devices trade money with the PUs for communication resources. Considering the transaction modes between the PUs and IoT devices, we propose two cooperative scenarios (i.e., “Preferential Scenario” and “No-Preferential Scenario”). Furthermore, the utility maximization problems of the PUs for the proposed two scenarios are constructed, and we propose a utility based resources sharing algorithm to solve the problems in two scenarios. Our simulation and analysis results show that the proposed algorithm could obtain the stable approximate optimized solution of each cooperative scenario in the conceived networks. In addition, the “Preferential Scenario” has an advantage in improving the transmission rates of PUs, while the “No-Preferential Scenario” has the advantage in improving the income of PUs.

To evaluate the performance of the proposed UBRSA further, the heuristic joint task offloading and resource allocation strategy (hJTORA) [49], as well as the distributed offloading and resource allocation (DORA) [50] are compared to the UBRSA as the increasing of the transmission power $P_t$, by
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**TABLE I**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>M=5</th>
<th>M=10</th>
<th>M=15</th>
<th>M=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBRSA:PS</td>
<td>21</td>
<td>79</td>
<td>167</td>
<td>285</td>
</tr>
<tr>
<td>UBRSA:NPS</td>
<td>21</td>
<td>72</td>
<td>174</td>
<td>284</td>
</tr>
<tr>
<td>CA:PS/NPS</td>
<td>72000</td>
<td>1.3168e+14</td>
<td>2.5650e+25</td>
<td>1.1838e+38</td>
</tr>
</tbody>
</table>

The comparison of the operation number of UBRSA and CA under different scenarios, where $M = N = K, T = 25s$, $\varphi_1 = \varphi_2 = 0.5, \theta_1 = \theta_2 = 0.5, \beta = 0.4, P_t = 25 \text{ dBm}$.
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### Fig. 10

The comparison of the optimized solution for the proposed algorithm and other algorithms, where $M = N = K, T = 25s$, $\varphi_1 = \varphi_2 = 0.5, \beta = 0.4$.

(a) Preferential Scenario

(b) No-Preferential Scenario
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