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With the rapid development of computer vision, 3D data is increasing rapidly. How to retrieve similar model from a large 

number of models has become a hot research topic. However, in order to meet people's demand, the retrieval accuracy need 

to be further improved. In terms of multi-view 3D model retrieval, how to effectively learn the information between views is the 

key to improving performance. In this paper, we propose a novel 3D model retrieval algorithm based on attention and multi-

view fusion. Specifically, we mainly constructed two modules. First, dynamic attentive graph learning module is used to learn 

the intrinsic relationship between view blocks; Then we propose the Attention-NetVlad algorithm, which combines the channel 

attention algorithm and the NetVlad algorithm. It learns the information between feature channels to enhance the feature 

expression ability firstly,  then uses the NetVlad algorithm to fuse multiple view features into a global feature according to the 

clustering information.Finally the global feature is used as the only feature of the model to retrieve according to Euclidean 

distance. In comparison with other state-of-the-art methods by utilizing ModelNet10 and ModelNet40 the proposed method 

has demonstrated significant improvement for retrieval mAP. Our experiments also demonstrate the effectiveness of the 

modules in the algorithm. 

Additional Keywords and Phrases: 3D model retrieval, Convolutional Neural Network, Attention, Feature 

fusion,Multiview 
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1 INTRODUCTION 

3D model retrieval, which aims to retrieve most similar model according to 3D model geometry, has important 

applications in industries that use 3D models, e.g., industrial product design, virtual reality, and 3D games. 

Accurate and efficient 3D model retrieval algorithm has drawn much attention recently as the number of 3D 

models increases rapidly due to the emergence of low-cost 3D acquisition equipment.  

The current 3D model retrieval work can be generally categorized into two paradigms: model-based retrieval 

[1,2,3]and view-based retrieval[4,5].Model-based retrieval can better retain the original data information and 

spatial geometric features by extracting 3D data features of 3D models, e.g., polygon mesh, voxel mesh[6], 

point cloud and implicit surface. However, in reality, due to the unavailability of opensource 3D feature datasets, 

it is difficult to utilize 3D data to represent the model directly, and it also limits the related research. In addition, 

due to the high dimensional features, using 3D feature descriptors to characterize the high-level features of a 

3D model can easily lead to overfitting. To overcome the concerns, view-based methods use a set of 2D pictures 

to represent the 3D model. A set of 2D views of a 3D model from different angles are obtained by placing virtual 

cameras at different viewpoints, which can reduce the matching between 3D models to a 2D level. Querying 

the searched model by matching the similarity of the view can greatly avoid the overfitting problem. Moreover, 

more public 2D image classification datasets can be used to pretrain the network, so that the network can 

optimize parameters in advance. 

In recent years, view-based methods are the main stream for 3D model retrieval. MVCNN[7]  proposed to 

render 12 different angle views of the model from different viewpoints, and generate the feature descriptor of 

each model through the view pool layer, which revealed good performance in the classification and retrieval of 

the model. However, the mean average precision of 3D model retrieval need to be further improved.  

In response to this urgent problem, this paper proposes a novel 3D model retrieval algorithm based on 

attention and multi-view fusion. First, a set of 2D views of the 3D model are rendered through a virtual camera, 

and the 2D views are input to the ResNet network to extract local features. The network performs excellently in 

multi-view image field. Then,we iuput the local features into dynamic attentive graph learning module and the 

Attention-NetVlad module to obtain global feature. Finally realize the similarity measurement through the 

Euclidean distance between the model features, so as to complete the model retrieval work and improve the 

purpose of model retrieval accuracy. 

To summarize, the three main contributions of this work are as follows:  

(1) To the best of our knowledge, it is the first research to explicitly use algorithm related to graph attention 

network  to solve the precision problem in 3D model retrieval. Aiming at the task of 3D model retrieval precision, 

An algorithm called dynamic graph attentive learning(DAGL) is used to learn the correlations between features. 

(2) Attention-NetVlad are proposed. Combining channel attention and NetVlad algorithm to effectively fuse 

information between multiple views. Channel attention learns the information between different channels of the 

same view, NetVlad algorithm fuse different view features into a global feature.  

(3) The experiment result has shown a statistically significant improvement compared with other advanced 

algorithms in the 3D model shape benchmark dataset ModelNet10 and ModelNet40  

The remainder of the paper is structured as follows. In Section 2, the related work is briefly reviewed, followed 

by a complete introduction to various parts of the proposed algorithm in Section 3. In Section 4, the specific 

configuration of the experiment and the comparison of the experiment results with other algorithms are 

presented. Finally, the conclusion of the paper is presented in Section 5. 
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2 RELATED WORK 

Here, we first present several different methods for 3D model retrieval, then introduce the graph attention 

network(GAT) related to our algorithm. 

2.1 3D model retrieval Methods 

Model-based Methods Wang [8] et al. proposed a voxel-based convolutional neural network (NormalNet) for 

the retrieval of 3D models. The network uses the normal vector of the surface as input, and uses a reflection-

convolution-connection (RCC) module to implement the convolutional layer. It extracts distinguishable features 

for 3D vision tasks and significantly reducing the number of parameters. The combination of a network with 

normal vectors and voxels as inputs further improves the performance of NormalNet. Fuyura and Ohbuchi[9] 

proposed a new deep neural network for 3DMR, called deep local feature aggregation network (DLAN), which 

uses a single deep structure to extract rotation-invariant 3D local features and aggregate them to generate a 

3D model feature that is not affected by 3D rotation. Kumawat [10]et al. proposed an algorithm (Unveiling Local 

Phase in 3D Convolution Nerual Networks, LP-3D) in 2019, in which the Rectified Local Phase Volume 

block( ReLPV) effectively replaced the standard 3D convolutional layer solves the problem of large calculation 

amount, memory intensive, and easy overfitting, and enhances the feature learning ability. 

View-based Methods Feng [11] et al. proposed a group view-based convolutional neural network (GVCNN). 

Specifically, an extended CNN is used to extract a view-level descriptor, and then a grouping module is 

introduced to estimate each view. On this basis, all views can be divided into different groups according to their 

degree of discrimination. Finally, according to the discriminative weight of group-level descriptors, they are 

combined into shape-level descriptors to measure the model similarity. Nie[12] et al. proposed a new multilayer 

deep network (MSCNN). First, extract multiple rendered images from a 3D object and combine them into a 

representative view. Use the upper network to capture the language information of the view, and use the lower 

network to learn the low score features. In combination, a feature learning model with local and global 

information of the 3D object is generated. Sun[13] et al.proposed the DRCNN network and constructed a new 

network layer called Dynamic Routing Layer (DRL) to fuse the features of each view more efficiently. Nie[14] et 

al. proposed a deep attention network (DAN) by improving the multi-layer deep self-attention. Zhao[15] et al. 

proposed SVHAN, which learns the relationship between features hierarchically and selectively fuses 

information from different features.Although the view-based retrieval algorithm has achieved good results, it 

also has some inherent problems Achieving  effective query in a large number of model views is still a problem 

to be considered and solved. 

2.2 Graph Attention Networks 

Graph Attention Network (GAT) [16] is derived from graph convolutional neural network[17] and performs 

attention learning on data with graph structure. The basic idea is: for each node, calculate its similarity with all 

its adjacent nodes, and then update the representation of the current node with the weighted sum of the adjacent 

node features.  

The graph attention network uses the attention mechanism to perform aggregation operations on the 

neighbors of nodes, and adaptively assigns weights to different neighbors, which has stronger expressive ability 

than graph convolutional networks. The following work in this paper will also use the improved graph attention 

network —DAGL[18]as an integral part of the model. 
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3 METHODS 

Inspired by MVCNN, the proposed network is established, which adds the DAGL and Attention-NetVlad 

algorithm to the MVCNN network. The network architecture is shown in Figure 1. The network can be divided 

into three modules: (1)View Feature Extraction (2) Dynamic Attentive Graph Learning.(3) Attention-NetVlad 

module. 

 

Figure 1: Network structure of our algorithm 

3.1 View Feature Extraction 

In this paper, a multi-view representation is chosen which is derived from the traditional classic view selection 

method proposed in MVCNN by applying the 12-view rendering method as shown in Figure 2. A specific 3D 

mesh model V is described as 𝑉(𝑀) = {𝑣𝑙 , 1 ≤ 𝑙 ≤ 𝑛}, where 𝑛 is the number of views. 

As shown in Figure 2, 12 virtual cameras at 30 ° intervals along the circumference of the unit ball are evenly 

placed, and the cameras are perpendicular to the line between the center of the ball and the camera. These 

views are evenly distributed in different viewpoints of the 3D model, so they have strong complementarity and 

low correlation with each other. Therefore, the multi-view representation obtained on this basis can constitute 

a relatively complete description of the 3D model. 

The basic features are extracted by ResNet34[19] as shown in Figure 1. 

 

Figure 2:Render the model to get 12 views 
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3.2 Dynamic Attentive Graph Learning  

In the MVCNN algorithm, only view pooling is performed between multiple views, and the relationship between 

them is ignored . Dynamic Attentive Graph Learning (DAGL)[18] was originally an algorithm for image 

restoration[18]. It is improved on the graph attention network. In order to obtain the connection between views 

and enhance the feature  discriminative ability, we added the DAGL module to the algorithm. 

First, the features obtained from ResNet34 are 𝑁 × 𝐷, where 𝑁 represents 𝑁 views, and we divide each view 

feature into 𝐾 blocks, with a total of 𝐿 = 𝑁 × 𝐾 image blocks. The biggest difference from GAT is that GAT fixes 

the edges in advance. While in DAGL module, image blocks represent nodes, and edges are dynamically 

established between nodes with high similarity. 

In order to construct edges between nodes, DAGL dynamically selects neighbor nodes for each node 

according to the similarity principle. Firstly, we use the dot product to calculate the similarity value between 

nodes, and generate a similarity matrix 𝑀 , where 𝑀𝑖𝑘  represents the similarity between node 𝑔𝑖  and 𝑔𝑘 . 

Secondly, calculate the average of each row of the matrix 𝑀, then the average of the 𝑖 -th row represents the 

similar average of node 𝑖 with other nodes. Finally, for the 𝑖 -th row, the node whose similarity value is greater 

than the average is the neighbor of the 𝑖-th node. So, we name this threshold matrix 𝑇 , The formula for 

calculating 𝑇𝑖 is as follows: 

𝑇𝑖 =
1

𝑁
∑ 𝑀𝑖,𝑘

𝑁
𝑘=1   (1) 

In order to enhance the adaptability, we add the affine transformation of nodes to calculate threshold matrix 

𝑇𝑖′: 

𝑇𝑖′ = 𝜙1(𝑔𝑖)𝑇𝑖 + 𝜙2(𝑔𝑖) = 𝛾𝑇𝑖 + 𝛽  (2) 

Where，𝑔𝑖 ∈ 𝑅𝑑，𝑑 = 𝐷/𝐾, 𝜙1and 𝜙2 are fully connected layers whose weights are not shared, with a size 

of 𝑑 × 1.Then, two affine transformation parameters(γ, β) are obtained. DAGL uses the ReLU function to keep 

edges whose similarity is greater than a threshold, and remove edges whose similarity is less than the threshold, 

as shown in the formula(3): 

𝐴𝑖 = 𝑅𝑒𝐿𝑈(𝑀𝑖,: − 𝑇𝑖′)  (3) 

𝑔𝑖′ = ∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐴𝑖𝑗)𝑗∈𝑁𝑖
𝑔𝑖  (4) 

Where 𝐴 ∈ 𝑅𝐿∗𝐿 is the adjacency matrix in which 𝐴𝑖𝑗 represents the similarity weight between node 𝑖 and 

node 𝑗. If the similarity is less than the threshold,  𝐴𝑖𝑗 is equal to zero. Finally, DAGL uses the softmax function 

to normalize the matrix 𝐴, and performs feature aggregation according to adjacent nodes 𝑁𝑖 as shown in the 

formula(4). After the above process, the feature blocks are spliced into the previous spatial dimension and get 

the new multi-view feature 𝑓𝑖. 

3.3 Attention-NetVlad 

In order to further improve the expressiveness of features, we combine channel attention with the NetVlad[20] 

algorithm. Efficient Channel Attention (ECA)[21][21] can learn the inter-channel information of view features, so 

that the feature can focus on its adjacent 𝐾 channel features and further improve the retrieval performance. The 

calculation process of the channel attention weight 𝜔𝑖 is shown in the formula(5): 
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𝜔𝑖 = 𝜎(∑ 𝛼𝑗𝑘
𝑗=1 𝑓𝑖

𝑗
)  (5) 

𝑧𝑖 = 𝑓𝑖  ∗ 𝜔𝑖  (6) 

where 𝑘 is obtained by adaptive calculation, 𝛼 is shared parameter, 𝑓𝑖
𝑗
 represents the 𝑗 -th neighbor of the 𝑖 

-th channel feature , 𝑖 = 1,2, … , 𝐷 , 𝑗 = 1,2, … , 𝑘 ,  𝐷 represents feature channel dimension. 𝜎  is the activation 

function. Further, the channel attention weights are multiplied by the original features to obtain the updated 

features 𝑧𝑖 . 

NetVlad is an algorithm that fuses local features into global features in the image field. It calculates the 

residual weighted sum of local features and class center features as a global special diagnosis.It can fuse valid 

information together, remove redundant information, and further improve the ability to distinguish 

features.Given  local feature 𝑧𝑖 , the feature dimension is 𝑁, the 𝐾 cluster centers 𝑐𝑘 . and finally the global 

feature of 𝐾 × 𝐷 -dimensiona is obtained. This process can be as Equation (7). 

𝑉(𝑗, 𝑘) = ∑ 𝑎𝑘
𝑁
𝑖=1 (𝑧𝑖)(𝑧𝑖(𝑗) − 𝑐𝑘(𝑗))  (7) 

Among them, 𝑧𝑖(𝑗) and 𝑐𝑘(𝑗) represent the 𝑗-th eigenvalue of the 𝑖 -th local descriptor and the 𝑘 -th cluster 

center. 𝑎𝑘(𝑧𝑖) is the weight of the 𝑖 -th local feature belonging to the 𝑘 -th cluster. In order to make the algorithm 

backpropagation, NetVlad uses soft assignment to obtain 𝑎𝑘(𝑧𝑖), the formula is calculated as follows: 

𝑎𝑘(𝑧𝑖) =
𝑒𝑤𝑘

𝑇𝑧𝑖+𝑏𝑘

∑ 𝑒𝑤𝑘
𝑇𝑧𝑖+𝑏𝑘

𝑘

  (8) 

where parameters 𝑊, 𝑏 and 𝑐𝑘(𝑗) in the formula are trainable. Through NetVlad, the output view features 

are 𝐾 × 𝐷.We further obtain concise and discriminative global features through max pooling, and the final 

feature dimension is 1 × 𝐷 

4 EXPERIMENTS 

4.1 Experimental configuration 

Our experiments use the ResNet34 network structure,and the optimizer is Adam with a weight decay of 

0.001.The initial learning rate is 5e-5. It is reduced to 0.01 every 10 epochs. Each experiment is trained for 60 

epochs with softmax loss. All experiments were run on GPU 1650 and CPU AMD epyc 7543.  

This paper verifies the performance of the algorithm on two benchmark datasets. 

ModelNet10 contains 4899 CAD models in 10 categories, a total of 3991 models in the training set, and 908 

models in the test set. 

ModelNet40[22] contains 12311 3D models well annotated with multi-category labels in 40 categories, 

where 9843 models are used for training and 2468 models are used for testing. 

4.2 Comparison on ModelNet40 

To verify the performance of the method, further extensive experiments are conducted to compare with other 

state-of-the-art methods.We have selected a variety of well-known algorithms, including SPH[23], LFD[24] and 

3DshapeNets model-based algorithms multimodal algorithms of PVNet[25], PVRNet[26] and MMFN[27], and 

view-based methods such as DAN etc.The comparison works with other well-known methods are shown in 
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Table 1, which the proposed method has shown good performance in retrieval. On ModelNet40, the retrieval 

mAP reaches 91.1%, which is better than other algorithms.In general, the algorithm in this paper has achieved 

significant gains compared with others. 

Table 1: Algorithm performance comparison on ModelNet40  

Method 
Train Config 

Number of views 
Retrieval 

(mAP) Pre train Fine tune 

SPH[23] - - - 33.3% 

LFD[24] - - - 40.9% 

3DshapeNets[6] ModelNet40 ModeNet40 Voxels 49.2% 

MVCNN[7] ImageNet 1K ModeNet40 12 80.2% 

CNN+LSTM[28] ImageNet 1K ModeNet40 12 84.3% 

GVCNN[11] ImageNet 1K ModeNet40 12 85.7% 

Triplet-Center loss[29] ImageNet 1K ModeNet40 12 88.0% 

SeqViews2SeqLabels[30] - ModeNet40 12   89.09% 

PVNet[25]  ModeNet40 Multimodality 89.5% 

PVRNet[26]  ModeNet40 Multimodality 90.5% 

MMFN[27]  ModeNet40 Multimodality 90.3% 

DAN[14] ImageNet 1K ModeNet40 12 90.4% 

Ours ImageNet 1K ModeNet40 12 91.1% 

4.3 Comparison on ModelNet10 

Similarly, in order to further verify the performance of the experiments, we conduct comparative experiments 

on the subclass dataset ModelNet10 of ModelNet40. We also selected some methods, including traditional 

methods SPH, LFD, etc., as well as advanced methods SVHAN, DAN, etc. In Table 2 we find that our mAP 

achieves 93.6%, an increase of nearly 25.4% over 3DshapeNets, an increase of nearly 1% over the state-of-

the-art algorithm SVHAN, and an increase of 1.3% over DAN. In general, our algorithm makes retrieval 

performance has been further improved. 

Table 2: Algorithm performance comparison on ModelNet10 

Method 
Train Config 

Number of views 
Retrieval 

(mAP) Pre train Fine tune 

SPH[23] - - - 44.05% 

LFD[24] - - - 49.82% 

3DshapeNets[6] ModelNet10 ModeNet10 Voxels 68.26% 

SeqViews2SeqLabels[30] - ModeNet10 12 91.4% 

SVHAN[15] ImageNet 1K ModeNet10 12 92.7% 

DAN[14] ImageNet 1K ModeNet10 12 92.3 

Ours ImageNet 1K ModeNet10 12 93.6% 

4.4 Analysis of results 

To demonstrate the effectiveness of each module of our algorithm, we conduct a series of ablation experiments 

on ModelNet40, as shown in Table 3. In the first row, according to the MVCNN algorithm, after using ResNet34 

as the backbone network to extract features, the features are fused according to the max pooling method, and 

the retrieved mAP is 82.7%. In our work, it is found that L2 normalization of features before retrieval can reduce 
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the influence of larger and smaller values in the feature on distance calculation, and effectively improve the 

performance, with mAP of 87%, as shown in row 2. 

Table 3: Ablation experiments for the proposed network on ModelNet40 

Mode  ResNet18 ResNet34 DAGL Attention-

NetVlad 

L2-norm Retrieval 

(mAP) 

1 -  - - - 82.7% 

2 -  - -  87% 

3 -   -  89.2% 

4 -  -   89.8% 

5 -     91.1% 

6 -   NetVlad  90.6% 

7  -    90.4% 

Effectiveness of DAGL Dynamic attentive graph learning inherits the idea of the graph attention network, 

and dynamically selects relevant features, which can effectively learn the relationship between views. As shown 

in Table 3, adding the DAGL module on the basis of the second row, the result reaches 89.2%, an improvement 

of 2.2%. Therefore, it can be proved that the DAGL algorithm is effective for model retrieval. 

Effectiveness of Attention-NetVlad In our experiment,we propose the Attention-NetVlad algorithm, which 

fuses view channel information and inter-view information to output a discriminative global information. Adding 

the Attention-NetVlad module on the basis of the second row of Table 3, the retrieval mAP reaches 89.8%, with 

a 2.8% increase, as shown in the fourth row. Finally, our algorithm uses ResNet34 as the backbone network to 

extract features and performs DAGL and Attention-NetVlad.The final experimental result reaches 91.1%. In 

addition, in order to reflect the effect of channel attention on our algorithm, as shown in the sixth row of Table 

3, we only use NetVlad, and compared with the fifth row, the retrieval mAP is reduced by 0.5% . It can be seen 

that the channel attention can improve the retrieval performance. 

Effectiveness of  backbone network . As shown in rows 5 and 7 of Table 3, we can see that selecting the 

ResNet34 network to extract basic features improves the retrieval mAP by 0.7% compared to ResNet18. So we 

choose ResNet34 as the backbone network for extracting basic features 

The PR curves (Precision-Recall, PR) and category mAP of several algorithms are obtained, as shown in 

Figure 3 and Figure 4. 

4.5 Analysis of Parameter  

Table 4: Parameter experiments on ModelNet40 

K Retrieval 

(mAP) 

2 90.8% 

4 91.1% 

8 90.2% 

In DAGL, each view feature needs to be divided into K blocks. In order to evaluate the influence of the value of 

K on the retrieval performance, experiments are carried out when K is 2, 4, and 8. Table 4 shows the changes 

of mAP retrieved by the algorithm in this paper when K takes different values. We conduct experiments on the 

ModelNet40 dataset. From the results in Table 3, the retrieval performance is the highest when K is equal to 4. 

Therefore, our experimental parameter K is set to 4. 
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Figure 3: Comparison on PR curves                                       Figure 4: Comparison on category mAP  

5 CONCLUSION 

In this study, a 3D model retrieval algorithm based on attention and multi-view fusion is proposed. The dynamic 

attentive graph learning algorithm is mainly used for inter-view relationship learning to enhance the 

discriminative ability of features. In addition, the Attention-NetVlad algorithm is proposed, which combines 

channel attention and NetVlad algorithm to fuse multi-view local features into an effective global feature. Finally, 

the feature is calculated according to the Euclidean distance. Due to the advantages of the algorithm, we show 

excellent performance in 3D model retrieval work. Evaluations on ModelNet10 and ModelNet40 datasets are 

provided to show superior results in retrieval precision compared to other methods. 
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