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ABSTRACT

Details of research into the automated generation of a digital database of
hydrographic charts is presented. Low level processing of digital images of
hydrographic charts provides image line feature segments which serve as
input to a semi-automated feature extraction system, (SAFE). This system is
able to perform a great deal of the building of chart features from the image
segments simply on the basis of proximity of the segments. The system solicits
user interaction when ambiguities arise.

The creation of an intelligent knowledge based system (IKBS) implemented
in the form of a backward chained production rule based system, which co-
operates with the SAFE system, is described. The IKBS attempts to resolve
ambiguities using domain knowledge coded in the form of production rules.
The two systems communicate by the passing of goals from SAFE to the IKBS

and the return of a certainty factor by the IKBS for each goal submitted. The
SAFE system can make additional feature building decisions on the basis of
collected sets of certainty factors, thus reducing the need for user interaction.
This thesis establishes that the cooperating IKBS approach to image interpre-
tation offers an effective route to automated image understanding.



Acknowledgements

My most sincere thanks go to Dr. P.H. Lewis, whose encouragement and help
in all aspects of the research and production of this thesis have been un-
bounded. I am grateful to the DORSET INSTITUTE OF HIGHER EDUCATION and

in particular to Mr. A. Potton for making this research project possible. I

would like to thank Dr. A.A. Hashim and Dr. W. Randolph for their direction

and many helpful suggestions. I wish to express my thanks to the Com-

puter Science department of Southampton University for the use of their text

processing facilities in the preparation of this document and in particular to

Sebastian Rahtz for his help with the IXIpX text processing package. I am in
great debt to Sally Talbot for her help and encouragement at the times when

motivation was lacking. And lastly my greatest debt of thanks is, of course,

to my parents.

Authors note: All the work in this thesis is the sole and original work of the author

except where stated otherwise by acknowledgement or reference.

ii



Contents

Acknowledgements

1 Introduction

1.1 Aims of this Research

1.2 Overview of this thesis

1.3 Related Theory

13.1 Digital Image Processing . . .

1.3.2 Knowledge Based Processing

2 Literature Review

2.1 Line tracking

2.1.1 Document Processing Surveys

2.1.2 Tracking Without A Priori Knowledge
2.1.3 Tracking Using A Priori Knowledge

2.2 Map Interpretation

2.3 Representations for Map Data
24 Rule Based Systems

3 DPreliminary Chart Processing

3.1 Research and Development Plan

3.2 Equipment Available to the Project

111

lllllllllllllll

lllllllllllllll

lllllllllllllll

IIIIIIIIIIIIIII

llllllllllll

IIIIIIIIIIIIII

lllllllllllllll

----------------

i1

10

14
14
15
17
26
30
32

39



3.2.1 Original Facilities . .. ... ...... ... 42

3.2.2 Problems with the Development Environment . . . . . . 45
3.3 Exploratory Processingof Charts. . . ... ... ... ...... 47
3.3.1 Capturing and Cleaning Images . . ... ... ... ... 47
3.3.2 Image Histogram Properties . . . .. A 49
3.3.3 A Compressed Image Representation for Fast Display 54
3.3.4 Line FindingfromEdges .. ... . ... ... ...... 56
34 Implementation of Robust Line Tracker . . ... ... ... ... 62
3.4.1 Data Structure for Line Representation . ... ... ... 70
3.4.2 Experience with the Line Tracker . .. .......... 74
3.4.3 Limitations Of Data Driven Line Tracking .. ... ... 79
4 A Semi-Automatic Feature Extraction System 91
4.1 Overcoming the Limitations of Data Driven Line Tracking . . . 91
4.2 Development of the Semi-Automatic Feature Extraction (SAFE)
System .......c000iiiie. e e e e e e e e e 94
42.1 Anoverview of the SAFEsystem . ........... . 94
42.2 Data Structures and Algorithms within SAFE . ... .. 98
4.3 Sample Terminal Session with the SAFE System . . .. ... .. 103
43.1 InitialisingtheSystem. ... ................ 103
43.2 Reachingan Ambiguity . . . ... ... .. ........ 104
43.3 Finding a Segment in Manualmode . . . . ... ... .. 105
43.4 Returning to AutomaticMode . ... ... ... ... .. 106
43.5 Terminating a Feature . . ... ... e e e e e 107
43.6 Building a Second Feature . ... ............. 108
43.7 OSplittingaSegment . ... ... .. .. o 000 109
43.8 ErodingaSegment ................ ... 110



43.9 Removing a Segment

lllllllllllllll

43.10 Creating an Artificial Segment

43.11 The Completed Feature Interpretation

44 Discussion of the SAFE system

L)
..............

5 A Cooperating Intelligent Knowledge Based System
5.1 Design Aims

llllllllllllllllllllllll

5.2 Knowledge Representation
5.2.1 Possible Schemes

llllllllllllllllll

52.2 The Chosen Knowledge Representation Scheme
5.2.3 Content of the Knowledge Base

lllllllll

5.3 The Inference Engine

IIIIIIIIIIIIIIIIIII

54 The Man - Machine Interface

5.4.1 Preparatory Aspects

5.4.2 Operational aspects
5.5 The Rule Base Source

5.6 Data structures and Algorithms of the IKBS
5.6.1 List Data Structures

5.6.2 Algorithms
5.6.3 The IKBS Initialisation Process

5.6.4 Communication between SAFE and the IKBS
5.6.5 Goal Satisfaction

5.7 Experience with the Combined Interpretation System

5.7.1 A Terminal Session with the Combined System

6 Conclusions and Further Work

A Basic Theory

lllllllllllllllllll

lllllllllllllllllllll

llllllllllllllllll

iiiii

lllll

116
117
118
118
119
122
123
124
124
127
128
131
131
137
137
140
140
146
147

153



A.1 The Image Function
A.2 Edge Enhancement and Detection

B Extended Literature Review

lllllllllllllllll

Bl Segmentation .. ......... ... ... .. . .. . . ...,

B.1.1 Characteristic Feature Thresholding . . .. ... ... ..

B.1.2 Edge Detection
B.1.3 Region Extraction

B.2 Scene Analysis

B.3 Maps and Geographic Information Systems

C References

vi

llllll

VI
VII

X1II
X1II

XVII



List of Tables

1.1

2.1

3.1

4.1
4.2

o.1

Types of Features found in HydrographicCharts ... ... .. 4
Algorithms for the Line Follower of Black etal. . ... ... .. 28
The Freeman Chain Code Line Representation . . . . ... ... 74
Options in the Main Menu of the SAFE system ... ... ... 96
Options in the Modification Menuof SAFE. . . ... ... ... 96
Example certainties . .. ... ... ... ... .. .. .. .... 152

vii



List of Figures

1.1 Small Boat Navigation System . .. ... ... .......... 2
1.2 Image of a typical portion of a Hydrographic chart . . . . .. . 3
2.1 Image SegmentSkeletons . .. ................... 16
2.2 Line Tracker due to Capponettietal. .. ... .......... 18
2.3 Line extraction duetoWoetzel . . . . .. . ... ... ... ... 20
2.4 Line detection using a Circular Operator . ... ... ... ... 23
25 TheHoughTransform. . ... ... ... .. ........... 26
2.6 Line extraction due to Yachidaetal. . . . . ... ... ...... 30
2.7 Line types recognised by Amin and Kastura’s system . . . . . . 31
3.1 Block Diagram of the Equipment for Image Processing . . . . . 44
32 LightingtheChart . . ... .. ... ... ... .. .. ..., 48
33 Arawcapturedimage. . . .. ... .. . . 0 e 50
3.4 Median filtering the imagein figure33 .. .......... .. 51
3.5 A variation on Median Filtering . . .. ... ... ........ 52
3.6 The grey level histogram of the image in figure3.3. . . . . . .. 53
3.7 Result of Global Thresholding of the image in figure33 .. .. 55
3.8 Small Horizontal and Vertical Edge Masks . . .......... 57
3.9 Edge Detection using the Sobel operators . . . .. ... ... .. 58
3.10 Edge Detection using the Laplacian Operator .. ... ... .. 59

viii



3.11 The EHNUM filter

.......................... 60
3.12 Edge Detection in the Nevatia and Babu Process. . . . . . . .. 61
3.13 Convolution masks for the Nevatia and Babu process. . . . . . 63
3.14 A Lines Intensity Profile after Gaussian Smoothing . .. .. .. 65
3.15 The Topographic Properties of a Ridge Structure. . . . . .. .. 66
3.16 Double Adaptive Thresholding. . ... ... .. ... ... ... 66
3.17 Testing for the BeginningofalLine ................ 68
3.18 Testing for Line Continuation. . . . ... ... .. ... ..... 69
3.19 Pseudo-code for Searching for the Beginning of Lines . . . . . . 71
3.20 Pseudo-code for Trackingaline .. ... ... .......... 72
321 The FreemanChainCode . . . . . . ... ... ... ... .. .. 73
3.22 Theimage in figure 3.3 after grey level inversion and smoothing
witha Gaussian Filter . . . .. .. ... ... ... . ...... 75

3.23 The image in figure 3.22 after Double Adaptive Thresholding . 76
3.24 The image in figure 3.23 after Line Tracking

........... 77
3.25 Fragmentation of Features ... .................. 78
3.26 A chart image including coastline and shallow water . . . . . . 80
3.27 The image in figure 3.26 after Gaussian Blurring . . . . ... .. 81
3.28 Varying the Factor in Double Adaptive Thresholding . . .. .. 82

3.29 The image in figure 3.26 after Double Adaptive Thresholding . 83
3.30 The image in figure 3.29 after tracking

.............. 84
3.31 A syntheticimagefor Tracking. . ................. 86
3.32 Lines extracted form the image in figure3.31. .. ... ... .. 87
3.33 A noisy blurred synthetic image for tracking . . . ... ... .. 89
3.34 Lines extracted from the image in figure3.33. .......... 90
4.1 Schematic diagram of the SAFE environment. . . ... ... .. 94

4.2 The Internal Feature Representation of a Single Line Segment . 100

1X



4.3 Internal Feature Representation of a number of Line Segments 101

5.1 Schematic Diagram of the Design of the Cooperating System . 117
5.2 Rule and Attribute Introducer Commands

............ 125
53 Format of Rule Specification . ... ... ............. 126
54 Format of Attribute Specification. . . . . ... ... ... .. .. 126
5.5 Format of Specification of Rule Base Segmentation ... .. .. 127
5.6 The Interface between SAFE andtheIKBS .. ... ... .... 129
57 TheFact Listdatastructure. . . .. ... ... ......... . 132
58 The Rule List data structure . ... ... ... .......... 133
59 The Attribute Listdatastructure . . . .. ... .. .. ..... . 134
5.10 The Goal List datastructure . . . . ... ... ... ... .... 136
5.11 The Overall Control Structure ... ... ... .......... 137
5.12 The Body of the Inference Mechanism. . . .. ... ... .. .. 138
5.13 Soliciting User information . . ... ... ... .......... 139
5.14 Moving totheNextGoal . .. ... ... ............. 139
5.15 A General Method for Generating Initial Certainties. . . . . . . 147
516 GoalDisplay . . . . . .. . . . e 148
5.17 Rule InvocationDisplay . . . . ... ... ... ... ....... 148
5.18 Hypothesis Modification ... ... ................ 149
5.19 A 5Small Rule Base for Initial Testing. . . . ... ......... 150
0.20 Segments involved in Hypothesised Connections ... ... .. 151



Chapter 1

Introduction

1.1 Aims of this Research

This research has been undertaken with the aim of developing a system for

automated extraction of features from digital images of hydrographic charts.

A motivation for pursuing this line of research is that a local company requires
a digital database of hydrographic chart features for use in an automated
marine navigation system for small boats which is being developed by the
company. Figure 1.1 gives an outline of the format of the desired navigational
system. It should take input data from a host of navigational aids such as
satellite global positioning, radar, radio beacon and depth soundings. This
data should be processed by a small boat behaviour model and correlated with
stored hydrographic data. With a suitable man-machine interface, desired

courses can be plotted and the boat’s controls adjusted automatically in order

~ to follow this course.

The aspect of the project with which this research is concerned is the gen-

eration of the hydrographic data. The utility of hydrographic information to

1
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Figure 1.1: Small Boat Navigation System

Chart Display

the navigational system is twofold, firstly the data will be used as an infor-
mation source for the navigational algorithms incorporated in the small boat
behaviour model, and secondly, it will be used to provide an on board visual
display to the mariner operating the system. Preliminary results of this re-

search were presented in a paper at the 4th International Conference on Pattern

Recognition (Goodson and Lewis [1988)).

Attempts have been made in the past to automatically extract the informa-
tion in complex line drawings such as terrain maps. Fully automatic systems
have still not been realised and semi-automatic systems, based for example on
the Laser Scan (Fulford [1981]) approach are not only highly expensive, but
also require a substantial amount of user interaction. This is underlined by
the fact that the Ordnance Survey has abandoned its approaches to automatic

digitising of maps and has resorted to a totally manual system of digitisation.

2
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Figure 1.2: Image of a typical portion of a Hydrographic chart

The technique is, however, still undergoing continuous commercial develop-
ment for increasing the level of automation of processing complex drawings

and charts.

The information contained within hydrographic charts is much less varied
or dense than in most terrain maps. Figure 1.2 shows a monochrome image
of a typical portion of a hydrographic chart and table 1.1 lists the contents, in

terms of the types of features found in charts.

It was decided to investigate the possibilities of extracting features from
sea charts using image processing techniques. The objective of this research is
therefore to develop a relatively cheap line drawing interpreter initially aimed
at recognising features such as contours and coastlines in hydrographic charts.
The system should create a digital database of features suitable for the dual

purpose of répid display and interrogation by navigational algorithms in an

automated marine navigation system.

The aim of the initial stage of the research project was to develop suitable

3



. CHAPTER 1. INTRODUCTION

Chart Features

Land
Shallow Water
Sea
Coastlines
Contours
Depth Markings
Buoys
Wrecks
Compass Roses

Grid Lines
Place Names

Table 1.1: Types of Features found in Hydrographic Charts

image processing algorithms to perform some form of primary feature ex-
traction which might provide geometric descriptions of the image features of
sufficient quality to build a database of the chart features. The quality of the

representation of chart features was seen from the start as an important aspect
of the project.

After some initial research it soon became clear that significant problems
were likely to be encountered in obtaining coherent representations of chart
features automatically. The types of problems to be expected were in develop-
ing suitably robust feature extraction algorithms which could reliably detect

and produce good geometric representations of true image features whilst not

producing spurious, fragmented or merged features.

A further aim in the later stages of the project would therefore be to in-

vestigate the possible routes for overcoming the deficiencies observed in the

techniques developed. The possibilities for this extension to the processing at

the time were seen to be :-

o Increasing the sophistication of a low level line tracker by incorporating

4



CHAPTER 1. INTRODUCTION

domain knowledge into the decision making processes of the algorithm

¢ Developing a procedural method of reorganising and modifying the fea-

ture data

o Developing some form of knowledge based processing approach to pro-

ducing or modifying the feature data

1.2 Overview of this thesis

The structure of this thesis is as follows. The remainder of this introductory
chapter (section 1.3) provides an overview of the theory directly related to

the work in hand. The reader who is unfamiliar with the essentials of image

processing is directed to appendix A and to the fundamental references cited
in the first paragraph of section 1.3.

Chapter 2 presents a literature review of line tracking and related topics. A
literature review of topics peripheral to the main research work is presented
in appendix B. The relevant work carried out at the outset of the project is
documented in chapter 3. It presents the research and development plan; a
description of the facilities available to the project and the initial exploratory
preprocessing of chart images. It then goes on to describe the implementation

of a line tracker and the limitations of data driven line tracking. Chapter 4

describes how these limitations have, to a certain extent, been overcome by
the development of a semi-automatic feature extraction system (S.A.EE.) in
which the information obtained from line tracking is assembled into coherent
labelled features. The usage of this system is documented in the format of a
sample terminal session. The extension of this system to include a cooperating
knowledge based processing system to increase the level of automation is

presented in chapter 5. Chapter 6 presents the conclusions which can be

S



CHAPTER 1. INTRODUCTION

drawn from this work and pointers to the possibilities for further research.

1.3 Related Theory

1.3.1 Digital Image Processing

Obtaining the Fundamentals

Many standard texts on image processing cover the processes of image for-
mation, enhancement, segmentation, scene analysis etc.. The quantity of in-
formation necessary to describe these processes is too vast and will not be
detailed in this thesis, although the basic principles of edge enhancement and
detection are presented in appendix A. The reader who is unfamiliar with the
background of image processing is directed to this appendix and the follow-
ing texts. Gonzalez and Wintz [1977], Pratt [1982] and Castleman [1979] all
give full, clear accounts of the fundamentals of the subject. The revised two

volume text by Rosenfeld and Kak [1982] is an authoritative work containing

details of many useful algorithms. Faugeras [1983] has edited a volume in
which many well revered workers in the subject have presented chapters on
selected topics which together form a useful insight into the fundamentals of

computer vision. Ballard and Brown [1982] have developed a classic work on

computer vision, concentrating on the higher level task of vision rather than
what can be achieved using the various low level image processing operations.

A useful route into the journal literature is the annual surveys produced by

Rosenfeld, e.g. Rosenfeld [1987], which typically contain well over a thousand

references relating to all aspects of image processing and computer vision.

6



CHAPTER 1. INTRODUCTION

A Brief Overview of a Typical Processing Sequence

Digital image processing is, when scaled against most other scientific disci-
plines, a young subject. The possibilities in terms of applications of image

processing techmiques have given researchers endless avenues to pursue over
the past 30 years. Some have focussed upon long term goals, such as emu-

lating the human eye / brain system, whilst others have adopted utilitarian

approaches to provide functional image interpretation systems to work within

constrained domains. This large research interest has resulted in many dis-
parate approaches to similar tasks, each tailored to the meet the needs of
the particular domain in question. Hence the nature of the science of image

processing is very disjointed. There is no coherent binding theory that can

be presented as one logical flow of information. A trend can however be

observed in the overall approach to many image manipulation systems. The

following list of process classifications describes a typical sequence of opera-

tions and a brief paragraph conveying the essence of each operation follows.
o Image acquisition
¢ Enhancement / noise reduction / restoration
o Feature enhancement
¢ Segmentation

o Object description

e Classification of scene elements

e Scene interpretation

Image Acquisition The most common method of obtaining a digital image

is to sample the continuous image produced by some sensor such as a video

7



CHAPTER 1. INTRODUCTION

camera. In general a digital image is represented as a rectangular matrix of
brightnesses. This matrix is obtained by sampling the continuous image func-
tion produced by the sensor at equally spaced intervals in two perpendicular
directions. .The value of a point in the matrix is a quantised measure of the

integrated luminous intensity of a small patch surrounding a corresponding

point in the continuous image.

Enhancement / Noise reduction / Restoration These three terms refer to
operations which, whilst performed for different reasons are often carried out
by similar operations. Here the term enhancement refers to altering the image

to make visual interpretation easier. Noise reduction techniques generally em-

ploy methods of suppressing high spatial frequencies using techniques such

as Fourier transform filtering, neighbourhood averaging or median filtering.

Restoration implies that the nature of degradation of an image during acqui-
sition is known, and a mathematically inverse process is applied to achieve

an approximation to the undegraded image.

Feature Enhancement Feature enhancement uses low level image properties

to transform an image matrix to a characteristic feature space which is often in

a similar matrix form to that of the original image. The values of the matrix

serve as indicators of the likelihood of the presence of the features in question,

e.g. edges.

Segmentation Segmentation is the term used for processes to which digital
images may be subjected in order to divide the image into regions with sim-
ilar properties. The intention of this subdivision process is to use low level
image properties to obtain a first approximation to a description of the en-

tities present in the domain from which the image was obtained. The most

8



CHAPTER 1. INTRODUCTION

important of these low level image properties are the homogeneity and dis-
continuity of the grey level amplitude. These properties are detected by the
processes of region and edge detection respectively. By performing either of
these operations a route to obtaining a description of the richest information

carrier in images, i.e. object boundaries, is provided. Other image properties

which offer routes to segmentation are texture and shading.

Object Description A segmented image’s subsets contain implicit shape in-
formation which may be made explicit by, for example, employing some pro-

cess to obtain linkage information from one boundary point to the next. This

linked boundary information may offer some clue to the geometry of the

object which gave rise to the boundary in the image.

Classification From the derived object descriptions, it may be possible to
make decisions about the contents of the scene. The possible results of this
sequence of processes are many and varied. For example control decisions
may be possible, such as guiding a robot arm, or presenting valuable infor-

mation to a human interpreter as in the automated diagnosis of medical X-ray

images.

Routes to Obtaining Classifications

For a typical application which involves image processing the point at which

the image processing stage is complete and the application routine takes over

can generally be considered to be when classification and scene analysis has

been performed. However, at this stage it is likely that a considerable amount

of application domain knowledge has been used in analysing the scene.

The hierarchy of symbolic representations which may be derived from im-

age features is extensive and ranges from, at the lowest level, the brightness

9



CHAPTER 1. INTRODUCTION

information of the image matrix itself, through primitive shape representa-
tions up to purely abstract names for real world entities. The decision as
to where in this hierarchy a matching process for performing classification
might take place will depend upon a number of factors, for example the level
to which the contents of the image are known to be constrained, or the avail-
ability of a set of processes which can reliably produce descriptions from the
image data of the level desired for matching. In general, the less constrained
the domain of interest, the higher the level of representation used for match-
ing.

As a result of this spectrum of representations there are two significantly
different modes of processing used to achieve classifications. The first is to
repetitively refine representations derived from the image of interest until a
suitable representation for matching is achieved. The second is to hypothesise
upon the presence of particular elements within a scene and to decompose a
stored high level model of that element to attempt to perform matching with

a relatively low level representation. The former of these modes of processing
is termed bottom up or data driven processing and the latter is termed top down
or goal directed processing.

In the limit one of these modes of processing would be used alone so that
matching would be performed either at the pixel matrix level or at a highly

symbolic level, however it is generally most efficient to employ a mixture of

the two modes so that matching is performed at an intermediate level.

1.3.2 Knowledge Based Processing

A convenient method for implementing the top down approach to classi-
fication is the use of knowledge based processing techniques. These tech-

niques employ processes for making inferences by evaluating the truth value

10



CHAPTER 1. INTRODUCTION

of propositions. One of the mechanisms of inference processes was docu-
mented by Aristotle more that 2000 years ago as the rule of modus ponens.
The mechanism allows simulation of rational thought processes.
Propositions are used as hypotheses by an inference process. The infer-
ence process evaluates the true o-r false state of a proposition by evaluating
conditional elements within that proposition. A knowledge based processing
system therefore consists of a program, known as an inference engine, which
performs the inference process, and propositions, or in the more general case,
predicates, supplied as data expressed in a suitable form for manipulation
by the inference engine. The most reliable and widely used method for the
expression of propositions is in the form of production rules. These rules con-

tain sets of conditions (antecedents) and actions (consequents, conclusions).

Conditions are either true or false with respect to a given world state. If all

conditions within a given rule are true then by definition the conclusions are
true (i.e. the inference process may perform the appropriate actions).

One particular grammar for expressing rules, here written in Backus-Naur

form, is :-

Rule = IF condition THEN action.
condition ::= clause | clause AND condition
action ::= clause | clause AND action

clause ::= attribute, predicate, value

attribute ::= text
predicate ::= text

value ::= text

where

= means is defined to be

11
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| means or

The attribute is the property of the entity about which information is avail-
able or desired. The value is the description of the characteristic pertaining to
the particular attribute and the predicate is the way in which the value relates
to the attribute.

An example of a rule in this form is :-

IF regionleft_of line is land AND
regionright_of line is sea THEN

line is coastline.

An extension to this grammar might allow null conditions or action sets.
A rule with no conditions would express facts and one with no actions could
express illegal situations. It is only necessary to provide the AND conjunction
between clauses. Situations in which a logical OR of condition clauses might

be desired are best dealt with by creating a number of propositions represent-

ing each of the possible world states leading to the single set of conclusions.

Goal Directed Inference

Goal directed or backward chained inference is analogous to the top down
approach to classification described in section 1.3.1. The approach involves
the proposal of a main hypothesis or main goal. The inference process proceeds
by searching a data base of production rules for a rule which has the main
goal as its conclusion part. If the condition part of this rule can be proved
true then the main goal is also proved true. Each of the conditions therefore

become sub-goals which must be satisfied in a manner exactly analogous to

that of satisfying the main goal.

12
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When a sub-goal is proved false the condition set from which it arises may
be considered false and a process of backtracking occurs, whereby an alternative

condition set from another appropriate rule replaces the false condition set.

Data Driven Inference

Data driven or forward chained inference is analogous to the bottom up ap-

proach to classification described in section 1.3.1. In this mode of inference

rules are sought for which the condition sets may be proved true directly from

a database of facts. The conclusion part of these rules is used to enhance the

database of facts. The inference process continues, utilising the increasing

number of facts known, until no other rules can be proved true.

13



Chapter 2

Literature Review

2.1 Line tracking

The main emphasis of this literature review has been to identify existing tech-

niques for feature extraction and in particular for extracting lines from digital
images. Edge detection and image segmentation are clearly related to the

problem and a review of these topics is presented in an extended review of

the literature in appendix B.

Line images generally result from two types of scenes, those obtained from

uncontrolled natural scenes such as satellite imagery of road, railﬂ and river
networks, and those from documents such as engineering drawings, printed
or written matter and maps. These two categories will usually differ in terms
of the amount of noise present, the contrast between lines and background and

the nature of the background. Processes which extract linework from natural

images, although being more generally applicable must therefore attempt to

deal with the problems of removal of noise and the detection of low contrast

grey level discontinuities. There is thus a significant division in the methods

of line extraction described in the literature.

14
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A further important division of approaches is between those processes
which assume a prior knowledge of the characteristics of the lines to be ex-
tracted and those which do not. The division is not clear cut, as all line
feature extraction procedures must incorporate some form of knowledge of
line structure. However, for the purposes of this discussion we assume that
use of prior knowledge of a lines structure implies that the line extraction pro-
cess uses more than just a knowledge of the local topography of the brightness
matrix in the region of a line, for example, searching for lines with geometry
corresponding to a given parametric equation.

Whatever the source of the line image, routines to extract lines which exhibit
loosely constrained meandering must take into account the facts that lines
within a single image may be of different contrast and polarity, they may
have inter and intra line width and grey level variations, they may contain
discontinuities, intersect, be looped structures, leave the bounds of the image

at one or more places or be wholly contained within the image.

2.1.1 Document Processing Surveys

Nadler [1984] has produced a survey of literature relating to document seg-
rr;entation and coding which covers many aspects of the problem, concen-
‘ trating on listing the relevant work and providing general comment on the
state of the subject at the time. The section which covers work on the raster to
vector conversion problem states that the results are rather meagre, referencing
only two articles dealing with the problem. Much of the rest of this chapter is
devoted to discussing a number of additional papers in which the problems
of line extraction have been tackled, but in spite of various approaches there

is still a clear need for a general and robust line feature extraction procedure.

With emphasis on achieving fast, cost effective optical character recognition

15



CHAPTER 2. LITERATURE REVIEW

Figure 2.1: Image Segment Skeletons

Smith [1987] also surveys the processing of line images. The paper discusses
means of achieving a skeleton like shape representation of characters (see

fig. 2.1) and line segment approximation of line features. A number of pro-

cesses for skeletonisation are documented which adopt the policy of thinning

a binary line image by stripping edge pixels until a thin line representation

is achieved. The iterative nature of these algorithms make them very slow.

Faster skeletonisation can be achieved using edge information. In general
these approaches form the skeleton of a shape from the central points of lines

which perpendicularly intersect the two parallel lines created by edge detec-

tion of line features. With this type of approach the accurate detection of

junctions becomes a problem.

In conclusion Smith states that for the most common methods of document

processing, those which follow the sequence :-

¢ Thresholding
¢ Thinning

16
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e Line tracking

¢ Line segment approximation

have severe disadvantages. Firstly the thresholdihg process is a highly non-
trivial problem and secondly the computation time for the thinning operation
is too high for viable commercial character recognition systems. A different
approach to achieving skeletonisation is proposed in outline which seems to
be similar to that of Nevatia and Babu [1980] (see page 21), combined with

the use of a small array of cheap parallel processors. This approach would

follow the sequence :-

o Edge detection
¢ Line tracking of the lines produced by edge detection

e Line segment approximation of these edge lines

e Symmetric axis projection, which uses the boundary information to pro-

duce a list of points which, when joined, form the skeleton of the object.

2.1.2 Tracking Without A Priori Knowledge of Line Characteristics

Thereferencesin this section all describe methods of performing line following
using techniques which may incorporate constraints on the nature of the lines
that may be extracted by the operation, but do not use knowledge of the
characteristics of the lines to be found to guide the line finding mechanism in
the same manner as the references in section 2.1.3.

Capponetti et al. [1982] describe a method for extracting linework from a
binary image of a contour map. The routine scans the image in either vertical
or horizontal raster mode until a pixel which is part of a line is detected. It

tracks the line by scanning in the same horizontal or vertical mode, saving the
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Figure 2.2: Line Tracker due to Capponetti et al.

centre coordinates of the line segment, until the line width exceeds a certain

threshold. When this situation is encountered the mode of scanning swaps
and the procedure continues until the line ends, leaves the bounds of the
image or rejoins itself. The input image can be only of a restricted nature
in that lines must not exceed a certain threshold width, and this threshold

cannot exceed the average width of a line by too much. The lines can only
intersect in certain allowed manners, also regions cannot be present. The
authors suggest that a global thresholding technique should be 'ernployed
at the acquisition stage in order to segment the image to give the desired
line data. No attempt is made to account for degradation of the image during

acquisition and preprocessing, therefore broken lines are not reconnected. The

process is therefore one which is of use only for very constrained scenes and
good quality imaging.

Fulford [1981] describes the hardware and software principles of the FAS-

TRAK interactive line following system applied to the capture of cartographic

data. Data acquisition is performed by a laser scanning device which makes
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localised raster scans. The hardware of the scanning device detects light to
dark and dark to light transitions and returns the centre coordinates and width
of each line traversed by the scan. This data is assembled into line elements
using a figure of merit which incorporates measures of the line width and

relative position from the last datum to decide whether a particular point

belongs to that line element.

Once the line elements within a local scan area have been assembled two
decisions must be made. The first is which element represents the continu-
ation of the line currently being followed. The second is to decide where to
scan for the next line element. In choosing the continuation element, each
candidate is ranked according to a figure of merit which incorporates mea-
sures of line width and direction and the gap between the line element and
the end of the current line. If only one good candidate is found then the

element is appended to the tracked vector, otherwise the operator is called

upon to resolve the problem.

The choice of direction to scan is initially in the current direction of the
track, then to left and to right and finally backtracking along the direction
of the line to detect U turns. When scanning fails to produce acceptable line

elements the operator is called upon once more.

The system finds no difficulty in thresholding to produce binary scan infor-

mation due to the high brightness and resolution of the laser scanning device
and the good contrast of the subject matter. A high degree of user interaction
is required to drive the system. It is perhaps worth noting that for bulk con-
version of maps to digitised form the Ordnance Survey attempted to use such
Laser Scan techniques and, because of the substantial amount of user interac-

tion, they abandoned it and resorted to wholly manual digitisation methods.
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The technique is, however, still undergoing continuous commercial develop-

ment for increasing the level of automation of processing complex drawings

and charts.

Ramachandran [1980] uses a technique for production of vectors from an
engineering drawing which run length encodes a clean binary image of the
drawing, preserving line width information. This code is then submitted to a

* vectorising process which produces piecewise linear segments of an arbitrary

number of pixels in length. During the process, contiguous linear segments

are cascaded if the combined vector differs from the individual parts by less
than a specified tolerance.

Woetzel [1978] describes a system for deriving vector codes from maps

whilst the original is being scanned on a drum scanner (see figure 2.3). Only

K +3 scan lines need to be held in primary storage at a time where K is the
maximum thickness of lines. The image is thresholded to give a binary rep-

resentation and skeletonised. Each pixel in the skeletonised image is encoded
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according to its environment; 0 = background; 1 = end point of a line; 2 =
inner line point and 3 = node point. A node extraction process records the
corresponding end point pairs of the line structure. The scan lines are then
passed to a line extraction process to generate vector chains. The process re-

quires expensive drum scanning equipment and relies on being able to extract

a good quality binary image before skeletonisation.

Nevatia and Babu [1980] use six 5 x 5 directional edge detection masks to
give an edge map consisting of the maximum output from the set of operators
and the corresponding direction. This edge map is then thinned in a manner
which produces a predecessor and successor matrix representing linked edge
elements. From this linked edge map, boundary traces may be extracted and

broken lines may be linked. Lines in the linked edge map are characterised

by having long parallel edges of opposite polarity, which the authors termed
apars, and which can therefore be extracted from the image. This particu-

lar approach has been adopted in a general vision system in use for vision

research. This process is described further on page 56.

A novel approach to extraction of straight line edges is described by Burns

et al. [1986]. The technique could be applied to line extraction in a similar

fashion to that of Nevatia and Babu. They contest that edge orientation is

a much more important source of information than it had been previously
seen to be. In their process a gradient image is produced by applying two
2 x 2 edge operators to give edge magnitude and orientation information. The

edge orientations are then grouped to form line support regions. Each pixels
orientation is coded according to the angular range to which it belongs, e.g.

for a scheme in which 8 orientations are allowed, the pixels in the range —22.5°
to +22.5Y would be labelled 1 pixels. Two such encodings are performed. For

the above scheme the angular range for 1 pixels in the first grouping would
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be centred on 0° and for the second grouping would be centred on 22.5°. For
each grouping connected sets of pixels of the same value are uniquely labelled.

A single merged grouping is then obtained by the following processes :-
1. Line lengths are determined for each labelled region.

2. Since each pixel belongs to two regions, one for each grouping, each

pixel votes for, and is associated with, the longest of the two regions.

3. Each region receives a vote count and is elected to join the merged

grouping if more than 50% of its members vote for it.

This process is necessary to avoid the fragmentation and merging of edge
segments characteristic of a grouping scheme based on a single arbitrary ori-

entation labelling scheme. The underlying image intensity surface associated

with each line support region is assumed to be a noisy representation of an

ideal ramp. This intensity surface is approximated by a planar surface com-

puted using a weighted least squares fit. The orientation of the edge segment
may be assumed to be perpendicular to the line of maximum gradient of the
fitted plane and its location may be calculated by, for example, constructing
a horizontal plane at a height representative of the average grey level of the
intensity surface weighted by the local gradient magnitude. The lines location
is defined by the intersection of the two planes.

Having obtained the line support region, other characteristics of the line
may be obtained to serve as input to an image understanding system. True
straight image lines, rather than lines produced by edge detection, could be
extracted using this scheme by searching for the intersections of the planar

intensity surfaces of adjacent edge segments with opposite edge orientations.

Wojcik [1984] adapts procedures used for checking path widths in printed
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Figure 2.4: Line detection using a Circular Operator

circuit boards. Lines are extracted from a binary image using a circular oper-
ator of width slightly larger than the width of lines in the image. When two
disconnected sets of background pixels are found within the operator field the
position and direction of a line may be calculated using the centre of gravity

of the two background areas (see figure 2.4). The position and direction of

the line is given by the perpendicular bisector of the line between the two

centres of gravity.

Pferd and Ramachandran [1978] outline the hardware and software needed
for a variety of computer aided automatic digitising schemes (CAAD) for en-

gineering drawings. The resolution requirements are defined for conforming

with American and international standards. The overall strategy is :-

¢ Scanning

¢ Thresholding
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e Encoding

¢ Character recognition
o Element recognition
o Editing

e Storage or display

A new algorithm for the coding process is presented which preserves all

information in the thresholded image.

Bertolazzi and Pirozzi [1984] show how dynamic programming methods,
which are computationally expensive when implemented on a single proces-

sor computer, can become useful when adapted to run on a parallel proces-

sor machine. They develop the concept by considering a machine with an

unlimited number of processors and then show how their methods can be
implemented on a machine with a limited number of processors. This allows
a good deal of flexibility for their algorithm as it can be implemented on
any of the current parallel machines with a reduction in computation time
approximately proportional to the number of processors available. The se-
quential algorithm which they adapt is one which optimally detects a curved
line in a noisy background using a figure of merit to obtain the optimal as-

sessed line. Their figure of merit is the grey level at each point along the

line minus a measure of the curvature at each point. Hence this technique is
constrained to dealing with the extraction of lines which have predominantly
smooth curvature.

Groch [1982] shows how an operator which classifies the profilés of grey
level image functions into: valley, side, bottom and peak can be used to semi-

automatically extract line shaped objects from images. This concept of profile

24



CHAPTER 2. LITERATURE REVIEW

classification is extended in the paper by Haralick et al. [1983] in which a
topographic primal sketch is defined. In this system the classifications are: peak,
pit, ridge, ravine, saddle, flat and hillside, with hillside having non-invariant
subcategories of slope, inflection, saddle hillside, convex hillside and concave
hillside. The paper is aimed at defining a primal sketch for use in achieving

computer vision. However, the detection of ridges by the methods described

were put to use by Watson et al. [1984] in proposing a general method of

extraction of lines and regions from grey tone line drawing images.

The process described in the paper by Watson et al. [1984] begins by
smoothing the image with a gaussian filter. This has the effect of giving
lines within the image a ridge like structure. The resultant image is subjected

to a process which recognises a convex profile. Each pixel on such a pro-

file retains its original grey level, otherwise pixels which exceed a threshold
are set negative and all other pixels are set to zero. The resulting image is

subjected to a routine which fills small gaps in regions and removes soli-
tary region pixels. A line tracker is then used which searches the image in
raster mode until a test is passed which requires three connected pixels to
satisfy conditions describing a line beginning. When the beginning of a line
is found the routine switches to line tracking mode. The line tracker works
on the principle of walking on the ridge top in order to use the maximum

amount of information contained in the grey levels of the image to achieve

the best possible representation of the original line. This approach is unique
in its incorporation of knowledge of the structure of lines in general rather

than characterising lines by their edge properties or assuming that lines may

be segmented by histogram analysis techniques. A modified version of this

algorithm is described in detail in section 3.24.

A formal derivation of an optimal edge operator is described by Canny
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Figure 2.5: The Hough Transform

[1983] based on the premises that an operator should give :-

e good localisation of edges

e a high probability of detecting edges

e only one response to an edge

A more thorough review of this paper is given in the extended literature

review on page IX of appendix B of this thesis. The importance of this work
in terms of line detection is that Canny points out that a similar derivation

may be performed for deriving the optimal ridge profile detection mask.

2.1.3 Tracking Using A Priori Knowledge of Line Characteristics

A well known example of a line extraction process which assumes prior
knowledge of the line characteristics is the Hough transform (see figure 2.5).
Duda and Hart [1972] describe the concepts of the Hough transform which

detects straight lines and then extend it to detect any type of line which can be
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expressed in the form of a mathematical function. The original Hough trans-
form involved setting up a two dimensional array of accumulators which

form a parameter space. A straight line is represented by two parameters.

The first is the length of the line through the image origin which normally in-

tersects a straight line through a candidate line pixel, termed r. The second is

the angle which the line through the origin makes with the x axis, termed ©.
For each candidate line pixel in the image the accumulators which represent
possible lines through the candidate pixel are incremented. After scanning all
pixels, maxima in the parameter space correspond to lines in the image. The
algorithm is good at detecting fragmented or dotted lines within an image,
but does not give spatial localisation of the extremes of a line. The compu-
tation time and memory requirements are high. Duda and Hart’s extension
involves increasing the number of dimensions in the parameter space in order

that lines represented by functions of higher order, e.g. circles or ellipses, may
be detected.

Whilst investigating the application of techniques originally developed for

analysis of bubble chamber film analysis to the analysis of pen-recorder charts,

Black et al. [1981] found that for each new line following application, new

software had to be developed. A general purpose line follower is described
for which the overall strategy is defined after compilation by a set of control
parameters loaded from a disk file. Image data acquisition is performed by
a flying spot scanner (PEPR) which creates a binary image representation in
hardware prior to software analysis.

A four stage model of general line following techniques was developed.

The model assumes that some data has already been collected about the start

of a line. The model cyclicly repeats the following sequence:-

e Predict a new Trace Point and Direction
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Prediction | linear
circle
user supplied

Scan slice scan
area scan
skeletonising scan
user supplied
histogramming
continuity linking

minimum spanning tree
user supplied

Addition | simple
| convert to regular x spacing
user supplied |

Table 2.1: Algorithms for each Stage of the Line Follower due to Black et al.

Analysis

o Acquire image data at this point

o Analyse scan data

o Add new trace data to Existing Trace Data

This sequence is ideally repeated until the end of the line is encountered. A
number of algorithms are identified for each stage of the model (see'table 2.1).
Selection of the most appropriate algorithm to perform each stage is made by
defining the home state of the system prior to execution by defining the system
parameters in the control table. This will generally be the least computation-
ally expensive set of algorithms which can reliably perform the line following
for the type of line under consideration. Apart from the home state an or-

dered set of alternative states may be defined which will be invoked when the
home state or the previous alternative state fails to perform adequately.
Table 2.1 gives examples of the algorithms employed by the system for

each stage of the model. The most appropriate parameter set for a number
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of classes of line images has been tabulated in order that a first choice may
be made by the user of the system by selecting the parameters of the test
image best resembling the new type of image. In this fashion the user of
the system is providing a priori knowledge of the line characteristics to the
system. However, as documented within this paper, each of the algorithms
proposed for performing the various stages of the model contain little or no
knowledge of the characteristics of the particular line to be found, but instead

rely upon more computationally expensive procedures which can be brought

to bear when particularly adverse situations are encountered.

Yachida et al. [1979] describe a system for finding lines in noisy image

regions using a priori knowledge (figure 2.6). The suggested scheme for us-

ing their line finder is that an alternative extraction process extracts the lines
that are easy to find. A high level operation fits models to the linework.

When a fit has been hypothesised, lines which the model suggests ought to

be present but are missing from the image may be searched for by the line
finder described. Knowledge of the approximate starting point, search region
and line characteristics such as edge, grey level and curvature properties are
supplied to the line finder in the form of data. The characteristics of the
line are described by selecting terms from a merit function menu. Each term

describes a particular characteristic and may be weighted according to its im-
portance. The merit function calculates a global measure of how a given line

conforms to the characteristics described in the merit function by summing

the contributions made by each individual part of the line.

The scheme used here is that individual parts of the line are line segments
rather than pixels. This has the effect of reducing the systems susceptibility
to noise as well as reducing the computation time and storage requirements.

The line finder searches the starting region for promising start points. The
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Figure 2.6: Line extraction due to Yachida et al.

direction of continuation of lines is limited to a predefined angular region

within which a limited number of directions are tested. Unpromising lines

are pruned out as the search progresses. This also reduces the computation

and storage requirements whilst still finding a near optimal line. The scheme

is well suited to finding lines in noisy environments but the computational

expense is high.

2.2 Map Interpretation

Some initial work towards an intelligent map interpretation system is de-

scribed by Amin and Kastura [1987]. A simple line drawing map image of
512 x 512 pixels resolution is segmented by global grey level thresholding

and thinning. The thinning process labels pixels according to their connec-

tivity i.e. background, free end, line link and junction. The line segments
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Figure 2.7: Line types recognised by Amin and Kastura’s system

are subjected to post processing in order to classify lines and symbols. Four
types of lines are recognised (see figure 2.7), one continuous and three types
of dashed line. Continuous lines are identified by using a length threshold.
The segments forming dashed lines are grouped into individual lines accord-
ing to the inter-link gap and segment slope. Lines which begin and end in
junction pixels are tested to see if they represent symbols. Circular symbols
are recognised by having an area to square perimeter ratio greater than 0.7.
Other symbols which can be identified are rectangles, ellipses and. triangles.

These are classified on the basis of the number of significant slope changes in

the perimeter of the symbol. For example a triangle may be classified by hav-
ing three major slope changes. The thresholding and thinning of the image

makes many of the symbols appear ragged and distorts the representation at

junctions of lines with symbols.

A scheme for extracting and classifying features in national large scale maps

of Japan is described by Suzuki et al. [1987]. The national standards for
production of maps define that the maps are produced in black and white

and that the line widths for each feature type is fixed. For example, buildings
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are drawn according to the following specification. If part of a building casts
a shadow caused by solar radiation from an angle of 135° then that part of
the buildings outline is drawn with a width of 0.3 mm, otherwise it is drawn

with width 0.1 mm.

A labelling algorithm takes a high resolution binary image matrix (16 pix-

els / mm) and labels each line pixel according to the width of the line within
which it resides. Four line widths are allowed. Building outlines are extracted
using the knowledge about the drawing of buildings previously described.
The image is then thinned to give a medial line image and the outlines of
buildings are deleted to avoid erroneous extraction of features. The system
then classifies railways and contour lines primarily on the basis of their line
widths. The system can only work on map images which are constrained

by such regulations. A good quality binary digital image is assumed to be

available in order to achieve accurate line width calculation.

2.3 Representations for Map Data

Freeman [1970],{1974] and [1977] produced a number of early papers on the
subject of line drawings as a method of communication. He reviews the ways
in which line drawings can be represented and discusses the Freeman chain

code in depth, comparing it to other methods of encoding line structures.

Finally he goes on to describe how coded lines can be expanded, rotated and
smoothed. The Freeman chain code is based on the concept of connected

neighbours. The code can consider just four pixels as being adjacent to a

central pixel, or more commonly eight, or it can be extended to cover larger
neighbourhoods. A boundary or line is described by a sequence of numbers

corresponding to the direction from one pixel on the line to the next. Extensive

facilities are described for including extra information within the code. The
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codes of lines or boundaries may be used for correlation procedures in pattern

recognition and classification operations. Saghri and Freeman [1981] perform
an analysis of generalised chain codes i.e. codes derived from considering
arbitrary sized neighbourhoods. They show that the average quantisation
error, which is a measure of the codes precision, is directly proportional to
the grid size of the matrix imposed upon the natural image. This implies that
the precision of representation of a line drawing may be selected solely by the
selection of the grid size, allowing the selection of the type of code to be based

on other criteria such as compactness or ease of encoding and processing.

Merrill (1973) describes a data structure for storing the boundaries of regions

in a form suitable for efficient computer search. The paper defines a tightly

closed boundary in which the x coordinates which lie on the border of a closed

boundary are grouped into sets of points with the same y coordinate, known

as a y partition. The search strategy is then based upon the principal that

for a horizontal line which starts outside the boundary and goes to a point
(x,y), the point (x,y) is contained within the region if the border is crossed
an odd number of times. A point on the boundary at a local maximum or

minimum must be repeated to preserve the above property, as is the case

when an inflection contains an odd number of points.

These concepts are extended by Miller and Iyengar [1983] in order to reduce

the computational expense of computing the intersections of regions from a

number of data sets of the same area. Using Merrill’s scheme the intersection
of regions is computed by exhaustive odd/even calculations. Miller modifies
the structure by sorting the y partitions in a given image row into order ac-
cording to the last x value in the partition and including the ending x notation
which allows a simpler and less computationally expensive process for com-

piling region intersections. This form of storage would not allow individual
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features within an image to be stored as a single entity.

Middleton and Taylor [1985] take map data stored in the form of chains
of cartesian coordinates which form line segments and subjects them to a
three stage compression. The first is a requantisation stagé. This is followed
by using a model to sequentially process the chain of data and, from a few
connected points, form a prediction of the next point’s coordinates. The error

in the models prediction is stored. The line can be reconstructed using the

model and the stored error data. These errors, if the model is good, will have

strongly varying probabilities of occurrence, with small errors being common

and large errors rare. This type of data is well suited to encoding using a
variable length code for which the elements of the source alphabet with the
greatest probability of occurrence have short code lengths and those elements
with low probability of occurrence have long code words. The most optimal
form of this type of coding is Huffman coding, however Middleton uses the

slightly less optimal Shannon code. The stored data is highly compressed
and is suitable for processing on a small word length computer. This highly
compressed format is required for this work because it is aimed at packing

as much geographical information as is possible into a hand held battery

powered computer.' The computational expense of the decoding process may

not be justified when hardware constraints are not quite so rigorous.

Samet and Webber [1983] and Samet et al. [1983] discuss a number of

requirements of the quadtree structure to facilitate efficient representation of

polygonal maps. In the latter paper they consider various refinements in
terms of point in polygon search tasks to demonstrate the data structure’s
attributes. The quadtree has been shown to offer useful data compression
ratios for images in which there are large uniform regions. It has also been

shown to offer an alternative data structure for pattern matching processes.
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The method of addressing video output terminals by defining rectangular
areas with given brightnesses makes the quadtree a good data format for fast
display of images. Unless point, line and region quadtrees are used feature
data is not explicitly available, and even with these structures features are
not stored as single entities. Geometric calculations on quadtree structures

require relatively complex tree traversal operations.

2.4 Rule Based Systems

The field of artificial intelligence has provided image processing and vision

researchers with a framework for attempting to perform high level visual
perception tasks. The use of inferential processes as an aid to understanding

reasoning has been practised since Aristotle (see e.g. Sell [1985]). Aristotle

proposed the inference rule of modus ponens.

If P implies Q and P is true, then Q is true.

Sell describes the operation of forward and backward chaining inference
mechanisms and points out that the main use of a forward chaining system
is in an embedded rather than a conversational system. An embedded system
is one which is part of a larger conventional system and the suitability of
forward chaining here is that all the information that is needed or ever likely
to be given is available at the start of the process as one set.

Ballard and Brown [1982] give an account of predicate logic and point out
that rigorous application of classic inference mechanisms have limitations
which can, to a certain extent, be overcome by employing processes of in-
ference which do not embody the full essence of the logic discipline. The
general difference in these extended inference systems is that an interpreter

that controls the inference process in special ways is usually an integral part

35



CHAPTER 2. LITERATURE REVIEW

of the system. Relational structures which may be derived from input data or
stored as templates for matching are also discussed along with a description
of matching processes. Semantic nets provide a useful method of describing
interelationships between and characteristics of scene elements. They are suit-
able for manipulation by inference processes but the matching task throws up
a few problems in terms of the computational expense and the control of non-

rigorous matching using suitable metrics to reflect the quality of a particular

match.

The text also covers planning schemes using inference, such as are needed
when attempting to implement robot vision, when actions can change the

world state and the consequences of many possible actions must be consid-

ered before selecting the appropriate one in order to achieve a given goal

state. Davis [1980] describes how the inference process (or indeed knowledge
embedded in procedural code, theorems or any other form of knowledge rep-
resentation) can be controlled by using knowledgé about knowledge. Within
an inference process the expression of this meta-knowledge may be in rule form
within the rule data base. These are then termed meta-rules. Such rules allow
dynamié priority ranking of the rules which embody object level knowledge. The
problem considered in this work involves the effective application of knowl-
edge when the knowledge base is very large and chunks of this knowledge
are likely to be of little importance under certain situations or when many

knowledge sets could be applied to achieve a given goal. The meta-rules de-

fine strategies of processing. By including the meta knowledge in the form
of rules the same inference engine that deals with the object level knowledge

can perform the problem solving task of refining the order of the various

knowledge sets within the knowledge base.
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Quite justifiably, many workers have limited their research interests to prob-
lem areas which are intended to contribute to an individual processing stage
in an image interpretation system, assuming that the preprocessing required
to form the input data will be developed. However, significant problems
have been encountered in the development of robust preprocessing algo-
rithms to provide reliable sets of image primitives. An attempt to consolidate
approaches to initial image segmentation is described by Nazif and Levine
[1984]. Their approach is to use an expert system for low level domain inde-
pendent image segmentation. It uses knowledge about images in general, e.g.
segment grouping criteria. The system uses the original image, its gradient

and initial line and region maps as the data for interpretation. This data set
is enhanced by a set of low level descriptions of attributes of the image seg-
ments, e.g., geometry, statistical properties and relative positions of the image

segments. Rules are divided into sets which deal with :-
o refining the segmentation

o controlling the focus of attention (in terms of image area and segments)

and ordering knowledge rules

o strategy rules which establish the flow of control by specifying the next

process to be activated (These essentially reorder the control rules)

The system offers a well developed common sense approach to resolving
the problems and deficiencies encountered in low level image processing.

McKeown et al. [1985] describe a rule based approach to interpretation of
aerial imagery of airport scenes. The airport interpretation task is knowledge
rich because the functional relationships between structures such as runways
and hangars etc. preclude arbitrary spatial arrangement. Classification rules

use the segmented regions of an aerial image of an airport to create fragments
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for which the classes are - small blob, large blob, linear and compact. Each
of these classes contain subclasses relating to domain objects, e.g. access
road, taxiway and runway are the subclasses of linear. A single region might
give rise to many fragments with different classifications each with an initial

confidence value for the classification. Further fragments may be generated

by recognising aligned linear segments and submitting these new regions to

the classification rules.

Next, fragments with subclass interpretations are <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>