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Abstract—Financial datasets possess susceptible, private 
and identifiable details about clients. The usage and 
distribution of such data for research outside a financial 
institution are strictly constrained due to privacy laws. One 
option to deal with this restriction is creating artificial data. 
The generation of fake data protects the confidentiality of 
customers' information. Data privacy is a prime concern in 
public opinion. This research study reviews various 
requirements and challenges for data generative techniques 
and handling synthetic data in finance. 
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I. INTRODUCTION 
Data scarcity is a significant issue since a large bulk of 

data is required in fraud detection for training machine 
learning frameworks. Deep learning, a machine learning 
subset, utilises the synthetic neural network to learn models 
from data. On the other hand, neural networks are a 
combination of multiple layers of neurons attached by 
weighted connections. Data augmentation is an efficient way 
to deal with this challenge [1]. In recent years, researchers 
have conducted various studies in this particular area.  

Data collection is a time-consuming and way costly task 
to acquire data. One of the main issues being faced while 
training datasets is that there needs to be more training data 
available in many application domains  [2]. In some areas, 
data collection is not possible. For instance, due to privacy 
concerns, original data training in credit card fraud detection 
is impossible. On the contrary, financial institutions need 
extensive data to detect monetary fraud cases. Data 
augmentation is an effective method used to generate data 
from existing data synthetically. Data augmentation saves 
both time and costs in gathering required data. Furthermore, 
it decreases sample inadequacy problems in machine 
learning models  [3].  

Large bulks of data streams are required to enhance the 
accuracy of deep learning frameworks. Besides limited 
training data, the need for more relevant data is a 
fundamental challenge to regress datasets. Data 
augmentation can provide solutions through different 
methods to improve the quality and size of training datasets 
to get a better outcome  [4].  

Furthermore, model over-fitting is also regarded as a big 
challenge. Over-fitting is a modelling error which occurs as 
the model closely fits the existing data set. Deep learning 
models require sufficient data to avoid the issue of over-
fitting. In addition, while training a model on inadequate 

datasets, it becomes hard for the model to generalise 
perfectly for a new dataset. In addition, when tested for any 
new data, these models will only provide accurate 
predictions, making the model efficient. Therefore, the 
model needs more datasets to deal with the over-fitting 
challenge. However, data augmentation lessens the issue of 
over-fitting through training with a bulky set of appropriate 
data [5]. Furthermore, data augmentation regularises the 
model and enhances its ability to generalisation.    

Besides the above challenges, imbalanced data is also a 
significant problem in dealing with real-life applications. 
This problem is prevalent in financial institutions, especially 
with credit card fraud detection, as fraud transactions are too 
few compared with legal transactions. In addition, deep 
learning models need data in considerable quantities to 
classify correctly. However, occasionally available data 
needs to be more balanced, which creates difficulty in 
training deep models and affects the overall accuracy [6]. 
According to [7], scarcity of data is a significant problem 
when building deep learning methods. Data availability is 
only possible in some fields to train a model. Many 
researchers have been introducing new ways to solve this 
issue in recent years. Data can be re-sampled to solve this 
challenge; however, data augmentation can help this issue by 
dealing with highly imbalanced datasets by creating data for 
training machine learning models. Various studies have been 
proposed to augment and run these techniques on datasets. 
The studies have also presented the association between deep 
learning methods and datasets.  

Augmentation of data can be done through several 
approaches, for instance, the adversarial approach developed 
by  [8]. This technique is a category of AI-based algorithms 
modelled to sort out the generative modelling challenge. In 
addition, this algorithm aims to explore a collection of 
training samples and learn the patterns of distributions which 
generate them. Other than that, the heuristic approach by [9] 
and the style transfer approach proposed by [10] are 
significant examples of approaches to augment data. 

II. REQUIREMENTS FOR DATA GENERATIVE TECHNIQUES 
Generally, researchers cannot use financial data for 

research purposes due to privacy law restrictions. One 
effective way to deal with this challenge is synthetic data 
generation.  

Synthetic data can be defined as the data obtained 
through the generative method that represents real-world data 
traits [11]. Artificial data is produced synthetically. Synthetic 
data is used to enhance the efficiency of deep learning 
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methods. This type of data can be used when data is limited. 
GANs can generate artificial instances that have data 
samples of real-world datasets. Thus, artificial financial data 
generation safeguards sensitive details about customers.  

The primary aim of generative techniques is to synthesise 
new instances- highly linked to real data but cannot be 
mapped back to real-world data  [12]. The data-generating 
process is dissimilar from most obfuscation methods, such as 
altering sensitive traits from datasets. This study highlighted 
three main requirements for generative frameworks to create 
synthetic financial data: a) The ability to generate multiple 
types of financial data, namely categorical, binary, complex 
as well as numeric; b) The generative process should have 
the ability to produce arbitrary numbers of data points and; c) 
the confidentiality of financial datasets has to be accurately 
tuned against how valuable, and near to real the data is. 

 Data streams vary based on the specific areas of interest, 
from time series data representations and tabular 
representations. It is noteworthy that credit card holders' 
primary consideration is privacy over security. On the other 
hand, the generative techniques only learn the characteristics 
of real datasets without affecting customers' privacy. Hence, 
if fraudsters gain full access to the generating algorithms and 
artificial data streams cannot abuse the original datasets. 

III. WHY DO WE NEED SYNTHETIC DATA? 
Some benefits and applicability of generating artificial 

data in finance are mentioned below. 

A. Insufficient historical data 
Fraud detection in the credit card domain faces 

significant challenges due to the non-availability of real-
world datasets for testing. One of the main reasons is 
regulatory barriers which restrict researchers from using and 
publishing the findings of their studies on these datasets. In 
addition, financial institutions need historical data to learn 
about major past events, such as recessions, shifting market 
trends, and market crashes. However, the institutions usually 
need historical data on certain circumstances. Therefore, 
synthetic data streams are helpful in such a setting as they act 
as counterfactual data to test inferences and strategies [13]. 

B. Regulatory Limitations 

Deep learning methods based on Neural Networks (NN) 
are attaining considerable outcomes in multiple domains. 
Most of the time, the training phase of these methods needs 
representative and large datasets which contain sensitive 
details about customers. Privacy laws and regulations may 
avert companies from sharing private data with their 
customers, even within their departments. However, on the 
other hand, data is required for financial institutions for 
research and development. Hence, synthetic data is needed to 
fulfil the needs of financial institutions [14].  

C. Handling the imbalanced class issue 

One of the biggest challenges being faced in credit card 
fraud detection is the imbalance class problem. Conventional 
deep learning algorithms and other anomaly detection 
approach frequently fail due to this issue. Moreover, artificial 
data and data imputation approaches can deal with the class 
imbalance problem [15]. 

D. Training through deep machine learning techniques 

 Deep machine learning is usually carried through cloud 
services. The learning approach requires computing 
resources along with vast numbers of training data. 
Moreover, financial institutions need support to acquire 
accurate work data for training. However, artificial data can 
be incorporated for training models, which can then be 
reverted to implement real-world data. In addition, training 
on synthetic data protects against inference attacks, in which 
model parameters are utilised to extract training data [16,17].   

E. Data  Sharing 

Data distribution offers better solutions as well as helps 
reduce technical issues within and between financial 
institutions. Furthermore, artificial data, with natural 
characteristics, let commercial banks share data without 
privacy laws and regulatory matters [18]. 

IV. SYNTHETIC DATA GENERATION TECHNIQUES 
The subsequent section explores two approaches to 

generating synthetic financial data. 

A. Tabular data generation 

 Scholars have introduced many approaches for 
generating tabular data. Similarly, many GAN-based 
generative models have also been introduced to create 
tabular data. For instance, variational auto-encoders (VAEs) 
and conditional GANs have been introduced, such as Table-
GAN  [19], CT-GAN  [20], T-VAE [20] and PATE-GAN  
[21]. On the other hand, CT-GAN sorts out the restraints of 
former techniques by incorporating a cGAN framework and 
encoding for continuous and discontinuous variables to 
enhance the range of generated samples. Unfortunately, 
though, CT-GAN only covers some privacy concerns. In 
addition, PATE GAN alters the conventional GAN training 
process for generating tabular data that is differentially 
private.   

B. Artificial time series financial data 

Besides tabular data, much research has been done, and 
scholars have proposed several approaches to create artificial 
time series financial data. However, it is imperative to 
mention that more needs to be done to address privacy 
concerns. The modern techniques for generating artificial 
time series financial data are Quant-GAN  [22] and the 
approach introduced by  [23] in which CGAN in time series 
forecasting and modelling was introduced. These models are 
used for log returns of financial instruments and related time 
series models. However, it is pertinent to mention that these 
models provide no privacy guarantees. 

V. MACHINE LEARNING TECHNIQUES FOR SYNTHETIC DATA 
GENERATION 

 The invention of this century, machine learning, replaces 
traditional methods and can operate on large datasets that are 
inaccessible to people immediately. Unsupervised learning 
versus supervised learning is two key divisions in machine 
learning strategies. Fraud detection can be done in any way, 
and the datasets should choose only how to use it. Anomalies 
are always to be recognised in supervised instruction. Over 
recent years, various frameworks have been used for 
detecting credit card-related fraud. The highly unbalanced 
databases appear to be the main hurdles to implementing ML 
for fraud detection. With such a small number of fraudulent 



payments, the majority are shown to be authentic in many 
sets of evidence. One of the investigators' greatest challenges 
is designing a framework for fraud prevention that is 
accurate, effective, and will produce few false positives 
while effectively identifying fraud activity  [24,25].  

 Machine learning techniques play an essential role in 
many areas of processing data. One of these areas is the 
detection of credit card-based fraud. There are several ML 
techniques to detect this fraud using supervised methods, 
unsupervised methods and hybrid techniques [25].  

 In recent years, improved ML frameworks can apply 
various complex statistical calculations to big data settings, 
which computes the finding quickly. For example, machine 
learning techniques improve the classifier performance and 
detection rate. Further, it analyses the effectiveness of 
several classification techniques on even a highly skewed 
credit card fraud database, such as random forest, artificial 
neural networks, tree classifiers, Naive Bayes, supporting 
vector machines, gradient boosting classifiers, and logistic 
regression approaches  [26]. 

A. Methodology 

Begin gathering information about the credit card data 
set. Then, use machine learning (classification system) 
techniques. After that, utilise one-class classifiers and the 
Matthews correlation coefficient to further analyse the data 
before confirming multiple imbalances. The next step would 
be plotting the correlation matrix for the whole dataset. In 
machine learning models, the learning process involves two 
stages, the training stage and the testing stage. In the first 
stage, training data samples are denoted as inputs where the 
learning framework learns features. In the testing stage, the 
learned algorithm is applied in the execution engine to make 
test predictions. After that, divide data into subsets to train 
and test them. For instance, use 75% for training and 25% for 
testing. Finally, use formulae to calculate the total evaluation 
of different metrics, such as the confusion matrix, FPR, 
recall, accuracy, F1-Score and precision rate.  

 Further, the study  [27] utilised the feedback mechanism 
to raise the detection rate and precision. The general 
overview of CC fraud datasets is shown in figure 1. 

 
Fig. 1. Steps in CC Fraud Detection Using ML 

 

Repeat steps 4 through 6 for different classifiers. It has 
been computed to measure performance using various 
parameters. In this data analysis, various classifier techniques 

of machine learning are implemented using Python 
programming language to confirm credit card fraud. The data 
set has been split into two groups during implementation: 
30% for testing and 70% for training. For the CC dataset, 
many parameters have been estimated based on experiments. 

B. Data Selection 
    Both the Kaggle website and another website provide a 
set of data from the ULB Machine Learning Community. 
The dataset comprised all 2013 credit card transactions 
made by Europeans. The total dataset has 284,807 
transactions. Out of the total transaction, only 492 were 
fraudulent transactions. PCA and time, class, and quantity 
were additional non-PCA-based primary features that may 
apply primarily to V1 through V28 as the entire data sets 
appear to be highly unbalanced. Two subcategories, 0 and 1, 
have already been fully subdivided into the class. Whereas 
class 1 was exclusively a fraud, class 0 may be data gathered 
that was not a scam. 

C. Findings 
   The findings of the study performed by [27] showed that 
RF algorithms have an accuracy of 95.988%. In contrast, 
SVM, Decision Trees, LR, GBM, NB have precision 
percentages of 93.228, 90.9%, 93.99%, and 91.2%, 
respectively, for ULB machine learning credit card fraud 
identification. Greater values were demonstrated to be 
accepted for any machine learning strategy as simply a 
superior performance method of precision, accuracy, recall, 
and F1-score. 
   Furthermore, [27] study argued that a manifestation of 
criminal dishonesty, credit card fraud has no doubt. Until 
machine learning techniques were introduced, fraud 
detection appeared to be a complex problem requiring much 
skill. However, it was an implementation of artificial 
intelligence and machine learning for improved results, 
ensuring that possibly the customer's assets are secure and 
not subject to manipulation. The classifier's feedback 
procedure aimed to increase its efficacy and detection rate. 
Except for tree classifiers, random forest, artificial neural 
networks, vector supporting machines, gradient boosting 
classifiers, Nave Bayes, and logistic regression techniques, 
as well as multiple accomplishments, observational analysis 
of the relevant machine learning strategies has been carried 
out. In order to determine the best-performing method, 
evaluation metrics, including recall, precision, F1-score, 
FPR, and accuracy, have been determined. Any approach 
with better results for these parameters can be considered 
the best-performing method. Random forest displays better 
outcomes in this case than other machine learning 
classifiers. 

VI. CONCLUSION 
 To conclude, this literature review highlighted the 
problems faced while generating synthetic data in finance. In 
addition, this work has also discussed the importance of 
artificially generated data in finance. Furthermore, this 
review explored the applicability of financial data in the 
service sector, such as time series and tabular data. Finally, 
this review work also briefly explains different properties of 
desirable representation of artificial data. GANs are 
employed to augment data effectively. GAN is a class of 

 



generative models that can create new data based on actual 
training data. It consists of two neural networks, a G and a D, 
which work in opposite directions. The G generates new-
fangled data instances from actual data. Conversely, the D 
appraises the synthetic data for validity. The applicability of 
GANs is high, and they can be used in various fields, such as 
credit card fraud detection.  

 To further conclude, deep learning models have 
transformed our daily life since they are doing well in 
mitigating real-world challenges. However, the issue of data 
scarcity is a significant problem as a large quantity of data is 
required to test the authenticity of data. Augmentation of 
data is an effective way to deal with scarce data. 
Augmentation of data can be done via several techniques. 
Moreover, GAN has an excellent scope for future research as 
this data augmentation technique is beneficial in multiple 
fields.    
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