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Abstract
Autonomous vehicles (AV) offer promising benefits to society in terms of safety, environmental impact and increased mobil-
ity. However, acute challenges persist with any novel technology, inlcuding the perceived risks and trust underlying public 
acceptance. While research examining the current state of AV public perceptions and future challenges related to both societal 
and individual barriers to trust and risk perceptions is emerging, it is highly fragmented across disciplines. To address this 
research gap, by using the Web of Science database, our study undertakes a bibliometric and performance analysis to identify 
the conceptual and intellectual structures of trust and risk narratives within the AV research field by investigating engineer-
ing, social sciences, marketing, and business and infrastructure domains to offer an interdisciplinary approach. Our analysis 
provides an overview of the key research area across the search categories of ‘trust’ and ‘risk’. Our results show three main 
clusters with regard to trust and risk, namely, behavioural aspects of AV interaction; uptake and acceptance; and modelling 
human–automation interaction. The synthesis of the literature allows a better understanding of the public perception of AV 
and its historical conception and development. It further offers a robust model of public perception in AV, outlining the key 
themes found in the literature and, in turn, offers critical directions for future research.
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1 Introduction

The automotive industry and driving itself are undergoing 
a revolution, with the development of autonomous vehi-
cles (AVs). Although the AVs are still in the experimental 
phase, they are expected to become widely available and 
affordable in the near future. Transport planners and urban 
designers anticipate that autonomous vehicles will consid-
erably alter transportation systems (Litman 2020). Indeed, 
autonomous vehicles are becoming a frequent topic in 
mainstream media, with some reports highlighting that 
“driverless cars will change our world” (Cusack 2021), 
while others raise concerns about their safety, including 
incidents of collisions (Bateman 2021). Despite the sig-
nificant technological advancements made in this domain, 
AVs still face numerous societal challenges (Cugurullo and 
Acheampong 2023; Lundgren 2021). Some of the major 
societal challenges that remain unresolved include drivers’ 
acceptance of autonomous vehicles as well as legal, and 
ethical issues (Sprenger 2022; Gaio and Cugurullo 2022). 
Additionally, the acceptance of novel technologies often 
hinges on the public’s perceived risk and trust (Zhang 
et al. 2019a, b). To explore the issues of risk perception, 
trust, and other related concerns that are crucial for the 
success of the adoption of novel technologies, this review 
aims to provide readers with state-of-art insights about our 
present knowledge as well as future directions.

Defining human understandable automation levels in 
vehicles remains as a challenge. One study, for exam-
ple, indicates that the public is still confused about the 
capabilities of vehicle automation, because they cannot 
understand their role in the vehicle (Abraham et al. 2017). 
The term ‘autonomous vehicle’ (AV) is a broad definition 
for any road vehicle capable of managing and conducting 
driving tasks (EU 2019). AVs can be further defined as 
being partially automated (longitudinal or longitudinal 
control is automated, but only under certain conditions) 
or fully automated (a vehicle requiring no human input 
outside of strategic decisions such as destination manage-
ment) (SAE 2019). These systems are collectively known 
as ‘automated driving systems’ (Koopman et al. 2021; 
NHTSA 2021).

Many vehicles today are equipped with advanced driver 
assistance systems (ADAS), which differ from automated 
driving systems (ADS) in critical ways. These systems 
require continuous human monitoring and incorporate 
features such as automatic emergency braking and lane 
centring assist (NHTSA 2021). Additionally, many vehi-
cles may be equipped with advanced safety features such 
as forward-collision warnings, lane departure alerts, 
and blind spot detectors (NHTSA 2021). In this regard, 
the SAE J3016 standard categorises six levels of AV 

automation, ranging from Level 0 (no automation) to Level 
5 (full automation without a steering wheel).

This AV automation classification starts with Level 0, 
where there is no automation and the human driver has full 
control over the car. Level 1 introduces single-driver assis-
tance features that supports the human driver in steering or 
acceleration/deceleration, but the driver remains in charge 
of car operation and can take control at any time. In Level 2, 
AVs manage both steering and acceleration/deceleration, yet 
the driver must actively supervise the car at all times. Level 
3 brings advanced automation capabilities, which enables 
the car to respond to changes in the driving environment. 
However, similar to Levels 1 and 2, drivers in Level 3 must 
be alert and able to take control at any time. Level 4 AVs 
are capable of complete journey on the highways and in city 
traffic independently. While Level 4 AVs do not require any 
human interaction, human drivers can take back control of 
the car under certain conditions, such as extreme weather. 
Finally, Level 5 represents the pinnacle of automation: full 
automation where humans have no control over the car under 
any conditions and Level 5 vehicles do not feature a steer-
ing wheel.

Substantial research and resources are being invested in 
the development and success of semi-autonomous (Level 
3–4) and fully autonomous vehicles (Level 5) (Fagnant and 
Kockelman 2015). However, an increased level of automa-
tion does not automatically translate to improved system 
performance or user acceptance. Therefore, understanding 
public trust and risk perceptions becomes crucial for the 
successful adoption and acceptance of AVs.

Research suggests that the implementation of advanced 
safety features is expected to reduce crash rates in the USA 
(IIHS 2020). The study conducted by the Insurance Institute 
for Highway Safety (IIHS 2020) highlights a 50% decrease 
in front-to-rear collisions, a 14% drop in lane-change col-
lisions, and an 11% reduction in single-vehicle, sideswipe, 
and head-on collisions. Similar to advanced safety features, 
ADS and ADAS are expected to enhance road safety and 
provide our societies with a more inclusive future. There 
are ongoing debates in the research community regarding 
the potential of AVs to assist vulnerable groups such as the 
elderly and those with disabilities, where different scenarios 
are considered (Harper et al. 2016). However, the growing 
complexity and inherent uncertainties associated with auto-
mated driving systems—as is common with the introduction 
of new technology (Bagloee et al. 2016)—may lead to a 
variety of trust issues. These issues might impede adoption 
and increase the potential public scepticism or opposition 
(Liljamo et al. 2018).

Global efforts are underway to develop AV technologies 
(SMMT 2019; Intel 2016) and to establish public policies 
for the safe and efficient rollout of partial and full automa-
tion on public roadways. The pace at which AV technology 
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can be implemented is highly dependent on how road users 
perceive and engage with AVs. Key questions are whether 
users will trust AVs to act in a way that they deem safe 
for themselves and others, whether they believe their usage 
data will be handled ethically and not used against them, 
and if they will choose to use AVs in certain situations over 
others based on perceived risks, such as in complex versus 
simple driving conditions. These questions are critical in 
the research and development of AVs and demand further 
scrutiny and policy direction in this rapidly evolving field. 
Addressing these questions is vital for governments, poli-
cymakers, manufacturers, insurers, drivers, and other road 
users, as it will provide valuable insights into the develop-
ment of trustworthy AVs and inform future AVs designs and 
policy recommendations.

Trust is a multifaceted and intricate concept, therefore 
challenging to define succinctly. In his seminal work, Goff-
man (1963) emphasises the central role of trust in the pro-
cess of social acceptance. The early definitions of trust that 
emerged in psychology and sociology (Rotter 1967) high-
lighted the positive consequences of trust to individuals and 
society as a whole, as well as demonstrated the key role 
that trust plays in establishing meaningful and cooperative 
relationships. This view was further expanded through the 
lens of uncertainty, vulnerability, and dependence, wherein 
Moorman et al. (1993) assert that trust is a willingness to 
rely on an exchange partner in whom one has confidence. 
Such conceptualisations highlight the sense of uncertainty 
and vulnerability in one party, which requires them to 
willingly place a degree of dependence and confidence in 
another party.

In various bodies of literature, trust is identified as a cru-
cial element in decisions based on risk/benefit analysis. For 
instance, within the health literature, vaccine acceptance is 
shown to depend on public trust and confidence (e.g. Larson 
et al. 2018). Similarly, trust is considered as a fundamen-
tal factor for the adoption of emerging technologies, such 
as blockchain (e.g. Shin 2019). However, defining trust, 
especially in the consumer contexts, remains elusive. A 
systematic review concluded that only few studies explic-
itly define the nature of consumer trust (Wang et al. 2014). 
Similarly, a comprehensive review of organisational trust 
literature, encompassing 171 papers spanning over 48 years 
of research identified 129 different definitions of trust that 
had been operationalised into 38 different dimensions (McE-
vily and Tortoriello 2011). These reviews clearly highlight 
the difficulties associated with the ongoing challenges in the 
conceptualisation and understanding of trust.

Operationalising trust in also presents significant chal-
lenges, particularly due to difficulties in directly measuring 
it as a construct (French et al. 2018). Many researchers opt 
for subjective measures of trust post-study, which may over-
look critical real-time trust factors that may be more relevant 

(Desai et al. 2013). Trust is also conceptualised as an ‘atti-
tude’ that manifests in the physical act of reliance (i.e. using 
the system), considered as ‘behaviour’ (Choi and Ji 2015). 
However, reliance does not always directly correlate with the 
level of trust, as highlighted by Lee and See (2004)’s seminal 
model for trust in automation. A high level of trust can lead 
to inappropriate reliance, such as activating automation in 
unsafe conditions, where the system cannot perform safely 
resulting in a collision. Conversely, a low level of trust, com-
pared to system reliability, can lead to an underutilisation of 
the automated system, resulting in a loss of benefits.

At a societal level, various factors, such as brand reputa-
tion, media influence, risk perception, perceived usefulness, 
public acceptance, and individual experiences will inevita-
bly contribute towards the complex interactions leading to 
the uptake (i.e. reliance) of the AV technology (Choi and Ji 
2015; Feldhütter et al. 2016; Hulse et al. 2018; Gold et al. 
2015; Lee and See 2004; Walker et al. 2020). The degree to 
which these factors are effectively addressed and the extent 
to which trust is well calibrated will largely depend on public 
policy, effective marketing strategies and building relation-
ships with road users over time (Straub and Schaefer 2019; 
Yuen et al. 2020; Zhang et al. 2020).

Several researchers have examined trust towards AVs 
and identified important parameters (e.g. Waung et  al. 
2021; Zhang et al. 2019b). For instance, the role of socio-
demographics such as age (Dikmen and Burns 2017), socio-
psychographics such as experience, perceived ease of use 
(Xu et al. 2018), environmental factors such as weather and 
road conditions (Ha et al. 2020) and AV-related issues such 
as unexpected behaviour and anthropomorphism having 
substantial influence on trust (Niu et al. 2018; Ruijten et al. 
2018; Lee and Lee 2022). Moreover, trust has been identified 
as a key precursor to a variety of attitudinal and behavioural 
factors such as frequency of use, self-rated knowledge about 
these systems, and ease of learning (Dikmen and Burns 
2017; Choi and Ji 2015; French et al. 2018).

Similar to trust, the field of risk perceptions is expan-
sive, interdisciplinary, and embraces diverse viewpoints and 
methodologies. Risk is a concept that has been extensively 
explored in both physical and social sciences, recognised as 
a pivotal factor influencing public perceptions (Breakwell 
2014). In physical sciences, risk is often approached through 
the lens of the probabilistic occurrence of an adverse event. 
In contract, in social sciences it is argued that the public do 
not engage in exact probabilities but rather rely on intuitive 
risk judgements (Slovic 2000). Studies have shown that pub-
lic perceptions of risks are influenced by a variety of factors 
including, familiarity, control, catastrophic potential, equity, 
and level of knowledge (e.g. Huang et al. 2013; Mayeda and 
Boyd 2020). These factors collectively influence the rela-
tionship between perceived risk, perceived benefit, and the 
acceptance of risk. Consequently, perceived risk is found to 
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influence emotional responses such as the levels of concern, 
worry, anger, anxiety, fear, hostility, and outrage, resulting 
in a significant change in attitudes and behaviour of people 
(for a review see, Ferrer and Klein 2015).

In the context of AVs, research into risk perceptions 
uncovers important implications. Xu and Fan (2019) argue 
that Chinese consumers anticipate lower risks with AVs, and 
thus expecting lower insurance premiums for such vehicles, 
while emphasising the importance of familiarity and per-
sonal information. Similarly, Chikaraishi et al. (2020) reveal 
that unfamiliarity and other emotions such as dread play an 
important role in shaping Japanese consumers’ public risk 
perceptions of AVs. In their meta-analysis, Nishihori et al. 
(2020) found that factors such as gender, population den-
sity in the area, and familiarity can reduce risk perception 
related to AVs. Brell et al. (2019), also highlight the role of 
experience in mitigating risk perceptions among German 
drivers, although they stated that experience does not alter 
perceptions regarding data handing perceived risk associ-
ated with AVs.

The literature presents several attempts aimed at examin-
ing autonomous vehicles from diverse perspectives. Gandia 
et al. (2019) conducted a comprehensive review of existing 
literature on autonomous vehicles, encompassing their char-
acteristics and revolutionary aspects. Di Ciaccio and Troisi 
(2021) took a different approach, combining bibliometric 
and social network analyses to investigate the utilisation 
of autonomous underwater vehicles (hereafter AUVs) in 
environmental monitoring operations and to identify poten-
tial future areas of applications for AUVs. Tal and Gordon 
(2020) conducted a bibliometric analysis to address the 
question whether leadership represents a developing area 
within the field of autonomous research. Conversely, Silva 
et al. (2020), delved into the research domain of autono-
mous vehicles and terrestrial mobility to unravel the primary 
trends and studies pertaining to autonomous vehicles.

As of present, there is no comprehensive benchmark 
assessing the state of public perceptions and future chal-
lenges associated with the adoption of autonomous vehicles, 
relating to both societal and individual barriers to uptake, 
particularly concerning the vital aspects of trust and risk 
perceptions—factors that are crucial for the success of any 
emerging technology. Our study, therefore, distinguishes 
itself in several ways from the current bibliometric analy-
sis in the literature (a comparison is outlined in Table 1). 
Firstly, by examining the extensive, yet fragmented and 
cross-disciplinary research on AVs, our aim is to synthesise 
the existing body of work and provide a clear structure for 
various key players who seek to understand trust and risk 
perceptions related to autonomous vehicles. Secondly, we 
aim to establish a comprehensive benchmark that can sup-
port the international development and deployment of AV 
technology in a safe and responsible manner. Ta
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A key focus of our study is the exploration of societal 
and individual challenges at various levels of automation. 
We posit that understanding trust in the context of specific 
automation levels, such as such as partial automation, may 
not readily translate to all other levels of automation. To 
address this gap, we conducted a bibliometric analysis, to 
highlight the key considerations for trusting an AV both on 
a societal and individual levels, and identify research oppor-
tunities for future research in trust, public acceptance, and 
risk perception across all levels of automated functionality. 
In doing so, the public and stakeholders will benefit from 
the development of trustworthy automated technology that 
serves the priorities of the public about ethics, health, and 
day-to-day lifestyle. Table 1 compares earlier reviews of the 
autonomous vehicles research and our contribution on sev-
eral dimensions.

In our study, we address existing research gap through an 
analysis that employs bibliometric and performance tech-
niques. The main aim of this investigation is to identify the 
conceptual and intellectual frameworks that underpin trust 
and risk narratives in the field of AV research. To achieve 
this, our study spans various disciplines, including engineer-
ing, social sciences, marketing, business and infrastructure. 
This interdisciplinary research enables a more holistic 
understanding of the trust and risk narratives associated 
with AVs.

Our methodology includes a performance based on cita-
tion and publication data, allowing us to evaluate the scien-
tific productivity and identify the key scientific actors con-
tributing to the autonomous vehicle research field. Given the 
complex and multifaceted nature of AV research, as well as 
the involvement of various stakeholders (e.g. governments, 
policymakers, manufacturers, insurers, drivers, and other 
road users in the development of the area), our study aims 
to capture the core themes within the trust and risk narra-
tives pertaining to the AV research domain. By doing so, our 
objective is to expand the existing body of knowledge and 
to provide a roadmap that can inform decision-makers and 
scholars studying this important field.

2  Method

2.1  Search strategy and selection of database

For our study, we selected Web of Science (WoS) as a 
bibliographic database, recognised for its comprehensive 
coverage for multiple disciplines1 (e.g. Maisonobe 2022; 

Pranckute 2021). To ensure a comprehensive exploration 
of trust and risk narratives within the field of autonomous 
vehicles (AV), from an interdisciplinary perspective, we 
consulted 21 domain experts.2. These experts provided valu-
able insights and helped us to identify primary and syn-
onymous keywords for literature searches in this specific 
domain. By using Boolean operators ‘AND’ or ‘OR’, we 
aimed to achieve inclusivity in our research. The keywords 
that are used to retrieve the studies are as follows: Trust 
AND (Autonomous vehicle OR Automated vehicle), Risk 
AND (Autonomous vehicle OR Automated vehicle). Fol-
lowing the expert guidance and the selected database, we 
identified five major research disciplines for our focus: (1) 
engineering, (2) social sciences, (3) marketing, (4) business, 
and (5) infrastructure domains.

During the search process, we scrutinised four key fields, 
namely title, abstract, keyword, and reference identifiers as 
well as manuscripts (where necessary) to determine their 
relevance to the domain and the appropriate utilisation of 
the selected keywords). Our inclusion criteria were stringent, 
in that only papers published in English within the time-
frame of 1980–2020 were to be considered Consequently, 
we included only those papers that fulfilled all our prede-
fined criteria in our study’s database. We excluded indirect 
research materials such as editorials or book reviews from 
the analysis, whereas conference proceedings and reports 
were included in the analysis due to their importance in the 
engineering field (Kochetkov et al. 2021). This approach 
resulted in an initial set of 936 documents spanning over 
four decades. To ensure research validity, two researchers 
independently applied the selection and inclusion criteria 
(Zupic and Cater 2015).

2.2  Analysis

Bibliometrics is often characterised as a qualitative-driven 
quantitative approach for analysing and assessing a research 
domain (Verma and Yadav 2021; Chabowski and Mena 
2017; Chabowski and Samiee 2020). This methodology 
encompasses various analytical techniques developed for 
different types of assessments within a research domain. The 
assessments generally fall into two main categories: perfor-
mance and science mapping analysis (Moral-Muñoz et al. 
2020). Performance mapping aims to illustrate the scientific 
actors and production growth in research output, while sci-
ence mapping aims to present the knowledge structure of a 

1 Web of Science offers a wide collection of articles, conference pro-
ceedings, books, and patents (over 34,888) in social sciences, engi-
neering, arts, and humanities and the most comprehensive coverage 
of natural sciences and engineering, computer science, materials sci-
ences, patents, and data sets.

2 To gather the critical keywords, the selection of the database, and 
the core categories that have been selected, the authors have con-
sulted experts (academics and practitioners in the field) within the AV 
research field between March and April 2021.
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research domain through co-citation analysis (Donthu et al. 
2021).

In our study, we used R programming language to con-
duct performance analysis, encompassing elements such as 
the most relevant sources and the annual growth rate. In 
terms of science mapping, an approach that explores intel-
lectual interactions among research constituents (Baker et al. 
2021), multiple methodologies are recommended such as 
co-word analysis or co-authorship analysis (Donthu et al. 
2021). We used co-citation analysis. This approach not only 
reveals the intellectual structure of the field, but also facili-
tates the identification of the knowledge structure through an 
examination of the most frequently cited articles (Hjørland 
2013). Furthermore, it allowed us to understand how the AV 
domain intersected with other research areas. By employing 
co-citation analysis, we identified the knowledge structure 
through the most cited articles as well as understood how the 
AV domain has been incorporated with other study streams.

To maintain transparency and ensure a systematic and 
reproducible investigation (Verma and Yadav 2021), we fol-
lowed PRISMA (Preferred Reporting Items for Systematic 
Reviews and Meta-Analysis Statements) guidelines through-
out the stages of keyword identification, data screening, and 
inclusion (Page et al. 2021). Once the database was collected 
through Web of Science (WoS), we coded the data for con-
sistency and transferred it into Bibexcel for citation analy-
sis (Persson et al. 2009). The process involved using cita-
tion frequency as a metric to rank papers that significantly 
contribute to defining the knowledge structure of trust and 
risk narratives within the autonomous (Samiee et al. 2015; 
Chabowski and Samiee 2020; Pasadeos and Renfro 1989). 
The most cited papers on trust and risk narratives within the 
AV field can be found in Table 2.

After ranking the papers, we used co-citation analy-
sis to assess the interrelationships within the research 
field. Based on the co-citation matrix, we could later 
utilise bibliometric methods, such as hierarchical clus-
ter analysis (HCA), which is one of the most frequently 
used bibliometric quantitative methods for identifying the 
groups within a research domain based on the similarity of 
research (Hair et al. 1998). Through HCA, a dendrogram 
is generated based on the items being analysed, helping 
researchers to identify the ‘subgroups’ within a research 
domain, known as ‘clusters’ (Zupic and Cater 2015). The 
subgroups can be determined through a dendrogram, 
where the researcher should decide which item(s) will be 
divided into clusters, a process known as ‘cutoff’ (Janssens 
et al. 2008). To determine the clusters, we used Ward’s 
method (Reader and Watkins 2006), a connectivity-based 
clustering method to interpret the results. Therefore, fol-
lowing established bibliometric methods, we applied 
HCA, a quantitative method that establishes subgroups 
and intellectual streams of a research domain based on 

the similarities of each object. By using Ward’s method, 
a connectivity-based clustering method, we produced a 
dendrogram to identify the themes to have interpretable 
results. This iterative process led to the inclusion of 30 of 
the most highly cited papers in the analysis.

3  Discussion

3.1  Performance analysis

The publication trends in trust and risk-related research 
within the field of AVs in engineering, social sciences, busi-
ness, and marketing domain from 1980 to 2020 are presented 
in Figs. 1 and 2. The results indicated that the number of 
papers published increased substantially over the last years. 
The most productive journal was found to be Transportation 
Research Part F-Traffic Psychology for trust, and Accident 
Analysis and Prevention for risk narratives, where the annual 
growth rates were 25.40 and 62.56%, respectively. Figure 2 
presents the most relevant author and number of publica-
tions they have for trust and risk-related research within the 
AV domain.

To understand the thematic evolution of trust and risk 
narratives within the AV research, we also employed a net-
work approach, wherein the research themes are presented in 
two-dimensional space in four groups, based on density and 
centrality, namely, (1) motor themes, (2) basic themes, (3) 
niche themes, and (4) emergent or declining themes. Motor 
themes indicate the themes that are well developed and have 
been considered over a long period of time in field. Basic 
themes refer to important, but yet less developed within 
the field. Niche themes on the other hand are well devel-
oped, but still marginal within the field. Finally emergent 
or declining themes represent themes that are either not yet 
well developed or have received limited attention in the field 
(Akarsu et al. 2023; Moral-Munoz et al. 2018). As seen in 
Fig. 3, autonomous convoys, blockchain, human–machine 
interaction, and anthropomorphism are identified as niche 
themes. Conversely, functional safety and vehicle automa-
tion are observed as niche themes for risk. Automation and 
risk assessment are recognised as motor themes for trust and 
risk within the AV research, respectively, indicating their 
essential role in the research field.

3.2  Intellectual clusters and groups

Overall, five clusters were identified across the search cat-
egories of ‘trust’ and ‘risk’. The following sections outline 
the definition and specification of intellectual clusters and 
their corresponding groups of articles.
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3.2.1  Trust

Amongst the most cited papers during the ‘trust’ keyword 
search, three clusters were identified from ten of these items. 
These clusters represent similarities across key papers within 
the domain and represent three major themes within AV 
research. Figure 4 presents the hierarchical cluster analy-
sis using Ward’s method. The HCA clustering led to three 

clusters, namely, cluster 1—behavioural aspects of AV 
interaction (V7, V9, V11 and V14); cluster 2—uptake and 
acceptance (V1, V3 and V13); and cluster 3—modelling 
human–automation interaction (V5 and V12) as shown in 
Fig. 4.

3.2.1.1 Behavioural aspects of  AV interaction This clus-
ter represents the investigation into the role of the human 

Fig. 1  Most relevant sources for the trust and risk narratives in the AV field
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driver in autonomous vehicle technology (see Table  3). 
These publications tackle issues such as how human driv-
ers monitor and intervene with autonomous technology 
under certain scenarios and how these behaviours interact 
with perceived trust and communication with the autono-
mous system. These experimental paradigms typically 
feature simulations exploring the behavioural outcomes of 

the use and disuse of autonomous technology. They exam-
ine factors such as the environment (critical versus non-
critical situations), pre-conceived assumptions about the 
system (Korber et  al. 2018), pre-conceived assumptions 
of the system (Korber et  al. 2018), and communication 
strategies (Verberne et al. 2012; Waytz et al. 2014).

Fig. 2  Most relevant authors for trust and risk narratives in the AV field



1101AI & SOCIETY (2025) 40:1091–1111 

Fig. 3  Thematic evolution of trust and risk narratives in the AV field
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Both Lee and Moray (1992) and Muir and Moray (1996) 
support these studies by providing models and frameworks 
for representing the potential relationships between humans 
and automated systems. Lee and Moray (1992) identify the 
factors that affect trust over time, and how these dynamics 
impact performance. Muir and Moray (1996) also provide 

insight into how trust evolves over time, and how determi-
nants of trust can impact whether a user will use or disuse an 
autonomous system. All research sources within this cluster 
address behavioural factors and function allocation, specifi-
cally around the safe control of systems, typically related to 
the optimisation of trust and task coordination.

3.2.1.2 Uptake and  acceptance This cluster consists of 
research articles predicting the uptake of autonomous vehi-
cles and overall public acceptance (see Table 4). Investiga-
tions are primarily survey based (Bansal et al. 2016; Payre 
et al. 2014) and identify the key contributions towards pub-
lic acceptance including the role of the environment, the 
impairment of the driver (Payre et al. 2014), demographics 
of user including location, income, gender, driving record, 
and pricing (Bansal et al. 2016). Davis’s (1989) technology 
acceptance model is the most widely adopted model for 
how users come to accept and perceive technology as being 
useful, cited over 72,700 times (Google Scholar citations 
at the time of writing). The article by Davis underpins the 
majority of technology acceptance research investigations 
and continues to inform the research community on how to 
approach individual and societal acceptance towards auto-
mated technology.

3.2.1.3 Modelling human–automation interaction Trust 
is multi-faceted and can have a significant impact on many 
aspects of behaviour and attitudes towards technology. This 

cluster is concerned with the broader themes that contribute 
towards trust development and lays out the foundations for 
identifying how trust manifests and how this can have an 
impact on a variety of factors that influence the use of auto-
mated systems (See Table 5).

Fig. 4  Trust: hierarchical clustering, Ward’s method. V1 = Bansal 
et al. (2016); V2 = Choi and Ji (2015); V3 = Davis (1989), V4 = Fag-
nant and Kockelman (2015); V5 = Hoff and Bashir (2015); V6 = Jian 
et al. (2000); V7 = Korber et al. (2018); V8 = Kyriakidis et al. (2015); 
V9 = Lee and Moray (1992); V10 = Lee and See (2004); V11 = Muir 
and Moray (1996); V12 = Parasuraman and Riley (1997); V13 = Payre 
et al. (2014); V14 = Verberne et al. (2012); V15 = Waytz et al. (2014)

Table 3  ‘Behavioural aspects of AV interaction’ cluster—summary of key research contributions

Article Summary of work Key themes Level of automation

Körber et al. (2018) Investigation of takeover performance and trust 
promotion—overtrust can lead to underper-
formance

Driving behaviour, safety, calibrating trust, 
takeover

2–4

Lee and Moray (1992) Experimental paradigm exploring how humans 
adaptively control and intervene with automa-
tion based on trust

Safety, trust manipulation, takeover, function 
allocation

Unspecified

Muir and Moray (1996) Experimental paradigm investigating how 
incompetence can lead to reduced trust, and 
the rejection of automated systems under 
such circumstances

Driving behaviour, safety, trust manipulation, 
reliability

Unspecified

Verberne et al. (2012) Investigating the trust and acceptance of 
takeovers that involve the development and 
communication of shared goals

Driving behaviour, safety, trust manipulation, 
communication

2–4

Waytz et al. (2014) The role of anthropomorphism in trust develop-
ment in autonomous vehicle operation

Driving behaviour, safety, trust manipulation, 
communication

2–4
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Within this cluster, Parasuraman and Riley’s (1997) foun-
dational paper outlined 14 current data-driven and hypotheti-
cal factors that interrelate to lead to reliance on an automated 
system. The authors outline how these factors come together 
to lead to potential decision biases that result in either an 
underreliance or overreliance on the automated system. The 
paper continues to be cited to refer to the varying factors 
that can influence reliance and highlight the need to opti-
mise trust as a reflection of the capabilities of the automated 
system.

Eighteen years following this publication, Hoff and 
Bashir (2015) bring together the collective evidence on trust 
factors spanning the previous two decades. They expand on 
previous trust models by further defining the aspects of ‘sys-
tem performance’ to include factors such as predictability, 
reliability, and validity, as well as outlining how pre-existing 
knowledge and design features can contribute towards trust 
and reliance. Both papers in this cluster provide cornerstones 
for the research community in a domain-agnostic fashion. 
Together, they provide foundational work for multiple disci-
plines to identify how they can design and measure interac-
tions to optimise trust in their systems.

3.2.2  Risk

Amongst the most cited papers during the ‘risk’ keyword 
search, two clusters were identified from nine of these 
items (see Fig. 5). These clusters represent similarities 
across key papers within the domain and represent two 
major themes related to risk within AV research. The HCA 

clustering led to two clusters, namely, cluster 1—barri-
ers, resilience, and regulation (V2, V4, V9, V13, V14); 
and cluster 2—user perceptions of AV capability (V1, V8, 
V11, 15).

Table 4  ‘Uptake and acceptance’ cluster—summary of key research contributions

Article Summary of work Key themes Level of automation

Bansal et al. (2016) Large-scale survey study on willingness to pay for and openness 
to use autonomous vehicles of varying levels

Acceptance, usage, marketing 1–5

Davis (1989) Original technology acceptance citation. Identifies the correlation 
between acceptance and usage. Provides a framework for the 
measurement of end-user acceptance

Acceptance, usage Unspecified

Payre et al. (2014) Large-scale survey on attitudes and contributors towards the 
acceptance of fully autonomous vehicles

Acceptance, usage, demographics 5

Table 5  ‘Modelling human–automation interaction’ cluster – summary of key research contributions

Article Summary of work Key themes Level of automation

Hoff and Bashir (2015) Systematic review and model creation of trust in automation, and how this 
interacts with reliance, system performance, and pre-existing knowledge

Modelling 
trust inter-
actions, 
reliance

Unspecified

Parasuraman and Riley (1997) Modelling trust, workload, risk, and the interactions between factors leading 
towards behavioural outcomes

Modelling 
trust inter-
actions, 
reliance

Unspecified

Fig. 5  Risk: hierarchical clustering, Ward’s method. V1 = SAE 
(2019); V2 = Anderson et  al. (2016); V3 = Bansal et  al. (2016); 
V4 = Bonnefon et al. (2016); V5 = Choi and Ji (2015); V6 = Fagnant 
and Kockelman (2015); V7 = Haboucha et  al. (2017); V8 = Hulse 
et al. (2018); V9 = Kalra and Paddock (2016); V10 = Kyriakidis et al. 
(2015); V11 = Lee and See (2004); V12 = Parasuraman and Riley 
(1997); V13 = Payre et al. (2014); V14 = Petit and Shladover (2015); 
V15 = Xu et al. (2018)
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3.2.2.1 Barriers, resilience, and regulation The largest clus-
ter within the risk search term relates to the demonstration 
that AVs are safe and effective in preventing additional or 
reducing current harm during their implementation and con-
tinued use (See Table 6).

Bonnefon et al. (2016) and Payre et al. (2014) focus on 
the public views regarding the behaviour and functionality 
of AVs by investigating how AVs should behave when faced 
with situations related to the preservation of life, and the 
resultant public perceptions in a variety of scenarios and 
contexts that affect their intention to use AVs. Bonnefon 
et al. (2016) set the scene for ethical decision-making and 
providing a discourse around how AVs can be designed to 
reflect societies’ requirements for protecting drivers, pedes-
trians, or other road users during an unavoidable collision, 
whilst Payre et al. (2014) provide insight into what situations 
and contexts affect the public’s intention to buy and use AVs 
(e.g. congestion, highways, monotonous environments, and 
high frequency of hazards). Both articles outline how the 
public view AVs integrating into society and ensuring that 
they behave appropriately in a range of driving contexts.

To ensure that the autonomous vehicle (AV) technology 
meets public expectations and safety requirements, Kalra 
and Paddock (2016) and Petit and Shladover (2015) out-
line the challenges related to the resilience of AVs. Kalra 
and Paddock (2016) used mathematical modelling to esti-
mate the test-driving mileage required to demonstrate the 
safe operation of AVs. They concluded that it would take a 
vast amount of time to demonstrate safety and emphasised 
on third-party testers to develop novel methods for testing 
vehicle safety. They continue by stating that uncertainty will 
persist and that the rollout of AV technology will incur risks 
if not correctly planned for. Petit and Shladover (2015) iden-
tified security risks targeting  13 potential vulnerabilities and 

outlined the likelihood, impact, and consequences of secu-
rity failures in these systems. They provided the community 
with strategies for mitigating these threats, including hard-
ware, software, and security measures. Both articles ensure 
that the physical systems of AVs meet acceptable standards. 
These articles provide a thorough insight into the issues that 
will arise in the years to come.

Finally, Anderson et al. (2014) investigated the legislation 
and liability issues surrounding AV deployment. They iden-
tify effects on crashes, mobility, traffic congestion, land use, 
energy and emissions, and overall costs. They evaluate what 
is currently supported by US law and provide a report on the 
issues that need to be tackled for AVs to protect stakeholders 
and the public. Their report provides additional qualitative 
data from stakeholders and formulates a set of recommen-
dations for policymakers to address liability, insurance, and 
infrastructural matters on a state and national level. These 
papers collectively address the barriers to uptake from the 
perspectives of security, legality, public engagement, and 
reliability testing.

It is worth noting that in the context of AVs, the barriers 
to widespread adoption often stem from the complex inter-
play of AI with real-world scenarios. Challenges include 
addressing edge cases that AI models may find difficult to 
handle, ensuring robustness in unpredictable environments, 
and mitigating cybersecurity risks associated with AI-driven 
systems. Resilience, in this context, involves developing AI 
algorithms that can realistically handle unexpected situa-
tions, recover from faults, and continuously adapt to evolv-
ing road conditions, thereby bolstering the overall reliability 
of autonomous driving systems. Furthermore, the regulation 
of AVs is closely tied to the advancements and standards 
within the field of artificial intelligence. Governments and 
regulatory bodies are tasked with establishing frameworks 

Table 6  ‘Barriers, resilience and regulation’ cluster—summary of key research contributions

Article Summary of work Key themes Level of 
automa-
tion

Anderson et al. (2014) Outlining the promises and perils of AV technology, the law and 
legislative activity in the USA, the role of infrastructure and the 
issues of liability in AV operation

Liability, policy, law, infrastructure 2–5

Bonnefon et al. (2016) Pinnacle paper addressing the public’s view of the social dilemma 
of AVs and the use of utilitarian algorithms to prevent NET loss 
of life

Ethics, algorithms, policy, safety 2–5

Kalra and Paddock (2016) Assessing the frequency of miles required to demonstrate AV reli-
ability

Reliability, safety 2–5

Payre et al. (2014) Large-scale survey on attitudes and contributors towards the 
acceptance of fully autonomous vehicles. Investigates context, 
scenarios, and risk factors related to public uptake

Acceptance, usage, demographics 5

Petit and Shladover (2015) Identifying potential vulnerabilities, feasibility of attacks, and 
associated consequences in a broad range of systems within AV 
operation

Security, safety, infrastructure 2–5
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that ensure the safety, ethical use, and responsible deploy-
ment of AI-powered AVs. Striking the right balance between 
innovation and risk mitigation is paramount, necessitating 
ongoing collaboration between the AI and regulatory com-
munities to foster the development of a secure and account-
able autonomous driving ecosystem.

3.2.2.2 User perceptions of AV capability The second clus-
ter for the risk search terms involves how users of autono-
mous vehicles perceive risk and how their own perceptions 
or risk taking align with the capability of the AV system 
(See Table  7). Both the SAE framework (SAE J3016B, 
2018) and Lee and See (2004) provide a fundamental basis 
for outlining the relationship between a user and the AV sys-
tem. Lee and See (2004) identify how users perceive the 
ability and performance of an autonomous system and out-
line the contributing factors that lead to better calibration 
of trust—context, automation characteristics, and cognitive 
processes. This has provided designers and manufacturers 
with a clear picture of how autonomous systems can com-
municate their intent and performance to ensure that a user 
correctly intervenes when the risk exceeds a certain thresh-
old and does not intervene when not required to do so. The 
SAE framework (SAE J3016B 2018), in part, is an exten-
sion of this work, outlining the roles and responsibilities of 
both users and AVs in direct relation to AV functionality. 
The SAE framework outlines the levels of automation that 
are commonly used in current research discourse.

Hulse et al. (2018) and Xu et al. (2018) provide a more 
user-centred evaluation of how perceptions of risk connect 
to intention-to-use AVs. Hulse et al. (2018) document the 
perceived risks of multiple road users including passengers 
and pedestrians and attempt to link this to demographical 
data such as gender, age, and risk propensity.

3.3  Summary and application of clusters

Following a similar format to Parasuraman and Riley’s 
1997 model of trust formation in automation (form-
ing ‘prior to’ and ‘during’ interaction sections), the key 
themes found in the five clusters of this analysis are sum-
marised in Fig. 5 and linked to intention to use.

During interaction, clusters often refer to the behaviours 
exhibited by the autonomous vehicle whilst in automated 
mode. This can refer to both the decisions the AV makes, 
and the actions that contribute to those actions (e.g. indi-
cating and changing lane—action, decision—to overtake 
a vehicle (e.g. Körber et al. 2018; Muir and Moray 1996; 
Verberne et  al. 2012; Waytz et  al. 2014). This behav-
iour is mediated by human involvement, either through 
their awareness, or whether they can intervene at a given 
moment (e.g. Körber et al. 2018; Lee and Moray 1992; 
Muir and Moray 1996; Verberne et al. 2012). These fac-
tors are summarised by the human–AV interaction node 
and are directly influenced by regulatory features which 
inevitably define what features will be present within the 
vehicle, and the scenarios in which automation can be acti-
vated. How this interaction occurs and what boundaries 
are present will inevitably be in part influenced by local 
regulation and policy frameworks (Anderson et al. 2014).

Based on the identified literature, a mental model of 
capabilities is formed and regularly updated via previous 
experience, public perception, and the vehicles’ capabili-
ties, security, and features (e.g. Bansal et al. 2016; Hoff 
and Bashir 2015; Kalra and Paddock 2016; Payre et al. 
2014). These factors are identified as being key ingredi-
ents in trust formation (Hoff and Bashir 2015) and overall 
acceptance of the technology (Davis 1989), which in turn 
have been identified as influencing a user’s intention to 
use AVs (Xu et al. 2018). Demographic characteristics are 
also measured to be a contributory factor towards accept-
ance and trust calibration (e.g. Hulse et  al. 2018, Lee 
and See 2004, Parasuraman and Riley 1997, Payre et al. 
2014), included as gender, age, culture, and personality. 
Together, these clusters outline the key concepts explored 

Table 7  ‘User perceptions of AV capability’ cluster—summary of key research contributions

Article Summary of work Key themes Level of automation

SAE J3016B (2018) Taxonomy and definitions for terms in autonomous vehicles. Levels of 
automation

Taxonomy, definitions 0–5

Hulse et al. (2018) Perceptions of risk from a driver perspective, as well as road users such as 
passengers and pedestrians. Risk relationships with demographic charac-
teristics and risk-taking behaviour

Context 5

Lee and See (2004) Seminal piece on the calibration of trust onto reliance. Ensuring that trust is 
optimised for the context and reliability of the system

Context Unspecified

Xu et al. (2018) Identifying a model of behavioural intention to use self-driving vehicles 
including usefulness, ease of use, trust, and perceived safety

Context 3 & 5
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in the realms of trust and risk of autonomous vehicles 
(see Fig. 6).

4  Theoretical and practical implications

AVs are undergoing rapid development and are anticipated 
to yield benefits such as alleviating traffic congestion and 
reducing the incidence of road accidents (IIHS 2020). Our 
bibliometric analysis contributes to an inter-disciplinary 
understanding of the public perception of AVs, as well as 
future challenges pertaining to both societal and individual 
barriers to adoption.

To provide an interdisciplinary approach, we utilised the 
Web of Science database, focusing on trust and risk. We con-
ducted a bibliometric and performance analysis to examine 
the conceptual and intellectual structures within autonomous 
vehicles across the following disciplines: engineering, social 
sciences, marketing, business, and infrastructure. By using 
Boolean operators, we have selected various keywords of 
Trust AND (Autonomous vehicle OR Automated Vehicle), 

Risk AND (Autonomous vehicle OR Automated Vehicle) to 
capture relevant studies.

As part of the bibliometric study search strategy and pro-
cess, we examined the following components of the identi-
fied papers in the research domain: title, abstract, keywords 
and reference identifiers, and manuscripts. We selected stud-
ies that are (1) published in English and published in jour-
nals, conference proceedings, and reports. Indirect materials 
such as editorials or books were excluded from the analysis. 
To ensure the validity, two researchers collaborated on the 
inclusion and exclusion criteria as well as the selection of 
the studies. As a result, 936 studies were retrieved and uti-
lised for performance analysis, with the most highly cited 30 
papers being included in the co-citation analysis (Chabowski 
and Samiee 2020).

Trust and risk are two important determinants in users’ 
decision-making processes regarding emerging technolo-
gies such as AI (e.g. Shin 2021) and blockchain (e.g. Shin 
and Bianco 2020; Shin and Hwang 2020). Through biblio-
metric analysis and synthesis of the literature, our analysis 
offers an overview of understanding of trust and risk percep-
tions within autonomous vehicles. Additionally, a deeper 

Fig. 6  Key concepts explored in the realms of trust and risk of autonomous vehicles
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understanding of public perception in relation to autono-
mous vehicles is attained, encompassing its historical con-
ception and development. Moreover, our research facilitates 
the proposal of a comprehensive model of public perception 
in autonomous vehicles outlining the key themes discovered 
in the five clusters (see Sect. 3.3 and Fig. 6 for a summary 
of key topics).

4.1  Theoretical implications

By reviewing the literature under the ‘trust’ search category, 
the research made an important theoretical contribution by 
informing understanding on the key factors impacting trust 
in AVs. Our study showed a significant role of AV behav-
ioural aspects in shaping trust, which has been emphasised 
theoretically and empirically in our reviewed papers. It does 
so by integrating the role of human drivers in automated 
technology and how drivers’ behaviour interacts with per-
ceived trust (Körber et al. 2018; Verberne et al. 2012). Fur-
ther, predicting the uptake of AVs was a primary theme in 
our analysis. The literature identified key factors that affect 
public uptake and acceptance, such as the role of the driving 
environment and the demographics of the users (Bansal et al. 
2016; Payre et al. 2014). Finally, modelling human–automa-
tion trust appeared as the main cluster in the ‘trust’ category 
(Hoff and Bashir 2015; Parasuraman and Riley 1997). Top 
cited papers in this category were reviewed to provide a road 
map outlining how to design systems and measure interac-
tions to optimise trust.

Our analysis revealed two main clusters under the ‘risk’ 
category: barriers, resilience and regulation and user per-
ceptions of AV capability. Although the risk category was a 
well-established concept in our reviewed papers, these con-
tributions have always limited their definition of risk percep-
tion at an individual level (Bonnefon et al. 2016; Petit and 
Shladover 2015). Risk attitudes have a social structure so 
that, oftentimes, even technologies that are relatively safe 
(from the technical point of view) can induce strong public 
concern. This phenomenon has been discussed as a social 
amplification of the risk (Kasperson et al. 1988, 2022). 
When the risk is socially amplified, its perception becomes 
emotional rather than analytical; thus, the AV research com-
munity may need to further examine whether social ampli-
fication exists in AV and propose potential methods and 
approaches to mitigate it.

The theoretical implications of our results extend beyond 
the empirical findings, shedding light on fundamental 
aspects of trust and risk in the context of AVs. Our results 
confirm current findings which emphasise the significant 
role of AV behavioural aspects in shaping trust, contributing 
to theories surrounding human–automation interaction (Lee 
et al. 2021). This underscores the dynamic interplay between 
technology and human users, highlighting the need for a 

nuanced understanding of how drivers’ behaviour influences 
trust perceptions. The integration of human drivers into the 
theoretical framework of automated technology challenges 
traditional notions of trust solely rooted in technical reliabil-
ity, paving the way for a more holistic model that considers 
the symbiotic relationship between humans and AVs.

Furthermore, our exploration of risk perception intro-
duces a theoretical dimension by highlighting the social 
structure of risk attitudes. The acknowledgment that even 
safe technologies can evoke strong public concerns aligns 
with theories of risk communication and social amplifica-
tion of risk (Lundgren and McMakin 2018). This insight 
challenges conventional views that risk perception is solely 
determined by technical factors, emphasising the need for a 
comprehensive theoretical framework that incorporates the 
social dynamics influencing how risks are perceived and 
communicated in the context of AVs. In this way, our study 
provides a theoretical foundation for future research on trust 
and risk in the evolving landscape of autonomous driving 
technology.

4.2  Practical implications

The incoming mass adoption of artificial intelligence in all 
the areas of vehicle automation has also important implica-
tions for how trust can be affected. For instance, the explain-
ability of autonomous driving operations will be critical 
to constructing a trust relation between humans and AVs 
(Naiseh et al. 2020; Shin et al. 2022a, b). Thus, future con-
tributions in this field might need to address trust issues 
that arise from human–explanation interaction, and do not 
expect drivers or passengers to be passive operators able to 
discern the operational intricacies of the AV. For instance, 
explainable intelligent assistant interfaces may adopt friction 
design principles to nudge operators towards AVs’ expla-
nation to calibrate trust and avoid overlooking or missing 
critical information.

Furthermore, risk perception of passengers and drivers 
in the context of AVs holds practical implications for the 
design and deployment of these technologies. Clear com-
munication of safety features is paramount, ensuring that 
AVs possess easily understandable systems that inform users 
about emergency protocols, fail-safe mechanisms, and the 
vehicle’s capability to handle various scenarios (Deb et al. 
2020). Implementing real-time risk feedback mechanisms 
can enhance user understanding of the AV’s decision-
making process, providing immediate explanations for 
safety–critical decisions and deviations from normal driv-
ing behaviour (Nguyen et al. 2023). Additionally, design-
ing interfaces that facilitate collaboration between humans 
and AVs can positively impact risk perception by allowing 
passengers to interact with the system, make informed deci-
sions, and intervene when necessary (Shin 2023). Gradual 
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exposure and familiarisation strategies, coupled with train-
ing and education programmes, can help users acclimate 
to AV technology, building trust and lowering perceived 
risks over time (Naiseh and Shukla 2023; Shin 2020). User-
friendly safety alerts and public awareness campaigns that 
openly address concerns contribute to a more informed and 
accepting user base, while establishing regulatory standards 
for risk communication ensures consistency and reliability 
across different autonomous systems (Wang et al. 2020).

5  Future research directions

It has been shown that new products and services, such as 
AVs face resistance in terms of public acceptance due to 
their inherent risk (Naiseh and Shukla 2023). This inherent 
risk is generally regarded as being a composite of several 
categories of risks. Kaplan et al. (1974) identified five types 
of risk perception: performance, physical, financial, psy-
chological, and social. Researchers have confirmed that risk 
perception and its intensity can generally be placed in one or 
more of these categories. To the best of our knowledge, to 
date, no empirical studies have applied risk categories while 
examining AV driver behavioural intentions. Such studies 
may provide deeper knowledge about understanding AV 
customers’ attitudes and behaviours.

In one related study, user-centric design principles have 
been shown to be effective in guiding the development of 
algorithms, ensuring that interfaces effectively commu-
nicate the intentions and actions of autonomous systems, 
fostering transparency and user trust (Shin et al. 2022a, b). 
However, future research on AVs may also need to prioritize 
understanding and enhancing the adoption and acceptance 
processes of the algorithms governing these vehicles, plac-
ing a strong emphasis on the influence of public awareness. 
For instance, consider a scenario where an AV encounters 
a complex traffic situation requiring it to make a nuanced 
decision, such as yielding the right of way in an ambiguous 
intersection. Future research could focus on developing algo-
rithms that not only make the optimal decision in such sce-
narios, but also effectively communicate the rationale behind 
the decision to passengers and pedestrians. This user-centric 
approach would contribute to building trust and confidence 
in the capabilities of autonomous systems, ultimately influ-
encing the widespread acceptance of AVs.

Another interesting direction for future research is to 
delve into the dynamics of human–AI interaction (e.g. Faber 
and Lierop 2020), particularly focusing on understanding 
how passengers and pedestrians engage with AVs. This 
research could explore a multitude of aspects, including the 
communication interfaces between AVs and pedestrians, 
as well as the emotional and psychological responses of 
passengers during AV journeys. Initiatives to raise public 

awareness about the capabilities and limitations of autono-
mous algorithms are also critical. Educational programs 
and campaigns can contribute to dispelling misconcep-
tions, building trust, and creating an informed public per-
ception of AI in AVs. Additionally, ethical considerations 
in algorithmic decision-making for AVs must be addressed, 
aligning algorithms with societal values to enhance public 
acceptance.

Finally, our proposed model (Fig. 6) provides a founda-
tion for future empirical testing through user experiments 
and structural equation modelling. For instance, our model 
underscores the significance of personal and cultural differ-
ences in trust calibration. Subsequent research endeavours 
could delve into cultural and personal variances in trust 
calibration using AV algorithms, examining how cultural 
factors can contribute to higher or lower levels of trust. This 
exploration has the potential to inform the development of 
international regulatory frameworks for the deployment and 
operation of AI algorithms in AVs, thereby contributing to 
the establishment of a cohesive and safe global autonomous 
driving ecosystem.

6  Study limitations

Like any other study, this study has some limitations. First 
of all, to extract the studies, we used the Web of Science 
database. Using different databases such as Cochrane 
Library or Scopus might yield researchers to obtain differ-
ent results. Second, we have performed our bibliometric, and 
performance analysis to identify conceptual and intellectual 
structures of trust and risk narratives from a context/coun-
try-specific approach. Having a country or context-based 
bibliometric study might expand the findings of our study 
by providing further comparative results. Similarly, one of 
our inclusion/exclusion criteria was to include only Eng-
lish studies: including studies in different languages might 
equally be important and help researchers to identify new 
paths for future studies within the AV domain.

7  Conclusion

In this study, hierarchical cluster analysis was selected to 
conduct the bibliometric analysis. Bibliometric studies, no 
matter what analysis method is utilised, are highly depend-
ent on the most highly cited articles that are included in the 
analysis; therefore, the changes in the sample sizes might 
change the results. Therefore, we encourage future research-
ers to conduct different forms of bibliometric studies, such 
as multi-dimensional scaling (MDS) or combining both 
MDS and HCA to have a two-mode network evaluation.
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