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ENCODE: Breaking the Trade-off Between
Performance and Efficiency in Long-term User

Behavior Modeling
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Yang , and Jun Xiao

Abstract—Long-term user behavior sequences are a goldmine for businesses to explore users’ interests to improve Click-Through Rate
(CTR). However, it is very challenging to accurately capture users’ long-term interests from their long-term behavior sequences and
give quick responses from the online serving systems. To meet such requirements, existing methods “inadvertently” destroy two basic
requirements in long-term sequence modeling: R1) make full use of the entire sequence to keep the information as much as possible; R2)
extract information from the most relevant behaviors to keep high relevance between learned interests and current target items. The
performance of online serving systems is significantly affected by incomplete and inaccurate user interest information obtained by
existing methods. To this end, we propose an efficient two-stage long-term sequence modeling approach, named as EfficieNt Clustering
based twO-stage interest moDEling (ENCODE), consisting of offline extraction stage and online inference stage. It not only meets
the aforementioned two basic requirements but also achieves a desirable balance between online service efficiency and precision.
Specifically, in the offline extraction stage, ENCODE clusters the entire behavior sequence and extracts accurate interests. To reduce
the overhead of the clustering process, we design a metric learning-based dimension reduction algorithm that preserves the relative
pairwise distances of behaviors in the new feature space. While in the online inference stage, ENCODE takes the off-the-shelf user
interests to predict the associations with target items. Besides, to further ensure the relevance between user interests and target items,
we adopt the same relevance metric throughout the whole pipeline of ENCODE. The extensive experiment and comparison with SOTA
on both industrial and public datasets have demonstrated the effectiveness and efficiency of our proposed ENCODE.

Index Terms—CTR prediction, user behavior modeling, metric learning, recommendation systems

✦

1 INTRODUCTION

B ECAUSE of the huge commercial value, Click-Through
Rate (CTR) prediction models have received great at-

tention from both academia and industry in recent years.
To capture the intrinsic interests of users, user behavior
sequences that can comprehensively reflect users’ interests
have been introduced in CTR modeling and gained en-
couraging results [1, 2, 3, 4, 5]. Meanwhile, with the rapid
development of the Internet and smartphone technologies,
users are becoming increasingly engaged with e-commerce
websites, leading to an enormous surge of user behavior
data. As pointed out in the work [6], 23% of the users in
some e-commerce websites had more than 1,000 clicks over
the past 5 months and the accumulated user behavior se-
quences on mature Internet service platforms have become
extremely long since the user’s first registration. Therefore,
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it is feasible to set up long-term user behavior sequences in
practice [7, 8, 9, 10].

As user behavior sequences become longer, it becomes
important to leverage the abundant information contained
within them effectively and efficiently [11]. Numerous stud-
ies have focused on long-term user behavior sequence
modeling, but achieving a balance between precision and
efficiency in prediction models remains challenging due to
strict latency requirements in many online systems.

Roughly speaking, existing long-term modeling strate-
gies can be categorized into two groups: online search-
based methods [2, 3] and offline interest modeling-based
methods [12, 13, 14]. (1) Online search-based methods: these
methods first roughly search for the top-k most relevant
items1 from the user behavior sequence concerning tar-
get items, then perform complex advanced modeling algo-
rithms on these retrieved items. To search for relevant items
efficiently, people often depend on additional information
about the items or use a rough similarity measure between
the items and the user’s behavior. This helps them establish
a relevance metric for the search. However, the value of k,
which is the number of items retrieved, is often limited to
less than 100, which impedes the full utilization of the entire
user behavior sequence. (2) Offline interest modeling-based
methods: These methods tend to pre-process users’ entire

1. To avoid any confusion, the term “item” in this paper refers to the
product in e-commerce.
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Fig. 1: Performance and inference time comparison with
some SOTA methods for long-term sequence modeling.

long-term sequences into several off-the-shelf embeddings
for facilitating online inference. Due to the lack of guidance
from target items during the interest modeling stage, it can
not ensure high relevance between these offline-generated
users’ interest representations (i.e., embeddings) and their
corresponding target items.

To meet the latency requirements of online service sys-
tems, existing methods “inadvertently” destroy two basic
requirements in long-term sequence modeling: R1) make
full use of the entire sequence to keep the information as much
as possible. The entire user behavior sequence should be
exploited to extract users’ long-term and stable interests.
For online search-based methods, it is difficult to meet this
requirement, especially for those users with rich historical
behaviors. If the number of related historical behaviors to
the target items is much greater than k (e.g., it is very
common in some categories like the clothing category in
most e-commerce platforms), then searching for k behaviors
will cause the retrieved behaviors can not fully characterize
users’ interests leading to affect the performance of CTR
models. R2) Extract information from the most relevant behav-
iors to keep high relevance between learned interests and current
target items. To ensure high relevance related to current
target items, the long-term interests should be extracted
from the most relevant historical behaviors. There are two
reasons why existing methods have failed to ensure rele-
vance between learned interests and target items: 1) lack of
guidance from target items (e.g., offline interest modeling-
based methods); and 2) inconsistent use of relevance metrics
in different processing steps, resulting in the information
loss about relevant behaviors in some steps which takes
the coarse-grained relevance metric. Take online search-
based methods as an example, the coarse-grained relevance
metric (e.g., category) used for searching would lead to
fetching out irrelevant historical behaviors and reducing the
algorithm performance.

In this paper, we propose an efficient two-stage long-
term sequence modeling approach for CTR prediction,
named as EfficieNt Clustering based twO-stage interest
moDEling (ENCODE). Overall, ENCODE includes an of-
fline extraction stage to fully extract the user’s interests and
an online inference stage to infer their interests concerning
target items. During the offline stage, ENCODE first applies
clustering algorithms to group the user’s entire long-term

sequence into multiple clusters. Then within each cluster,
a target attention module is utilized to extract the cluster
representation, effectively characterizing users’ interests. In
this way, the original lengthy sequence is condensed into a
set of user’s sub-interests for subsequent online inference.
Meanwhile, we develop a metric learning-based dimension
reduction algorithm to reduce clustering overhead and pre-
serve relative pairwise distances of behaviors in the new
embedding feature space, enabling offline devices to handle
the computational workload. To well exploit the guidance
information of target items for CTR prediction, we design
an interest inference module in an online system to obtain
the final long behavior sequence representation using a
target attention approach. By combining online and offline
attention modules, ENCODE models the entire behavior
sequence while ensuring the relevance between extracted
long-term interests and target items, satisfying R1 and R2.
Furthermore, ENCODE uses the same metric function in
both online and offline stages, ensuring high relevance
between extracted interests and target items (i.e.,R2). In
practical deployment, ENCODE periodically extracts users’
long-term interests from the complete user sequence to offer
a more personalized experience that captures changes in
user interests.

ENCODE outperforms most state-of-the-art long-term
sequence modeling methods. It achieves superior perfor-
mance and faster inference speed, as shown in Fig. 1. The
main contributions are summarized as below:

• We propose ENCODE, a novel two-stage approach for
long-term sequence modeling that meets the above
requirements. ENCODE outperforms existing SOTA
methods in both performance and effectiveness.

• We develop a metric learning-based dimension reduc-
tion algorithm for fast clustering, which not only effec-
tively preserves the relative pairwise distances of the
behaviors in the new embedding feature space but also
significantly reduces the overhead involved in subse-
quent clustering tasks.

• We validate the effectiveness of ENCODE through of-
fline experiments conducted on both public and indus-
trial datasets. Furthermore, we conducted thorough ab-
lation studies to demonstrate the importance of meeting
both R1 and R2 to achieve improved performance.

2 RELATED WORKS

2.1 Click-Through Rate (CTR) Prediction
Click-through rate (CTR) prediction is a critical task in e-
commerce scenarios wherein it is widely used in search,
recommendation, and advertising. CTR models predict the
likelihood that something on a website (such as a product or
advertisement) will be clicked by the user, and the outputs
can be used as a ranking score for downstream-related tasks.
The existing work on CTR prediction related to our research
topic can be divided into two technical directions: feature
interaction and user interest modeling.

Feature Interaction: The main objective of feature in-
teraction in CTR prediction is to capture the intricate re-
lationships between features, which can enhance the ac-
curacy of prediction models. These methods usually learn
and exploit the co-occurrence of feature pairs and labels.
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Fig. 2: The pipeline of our proposed ENCODE which consists of two stages: (1) offline extraction stage: ENCODE first
reduces the dimension of the behavior sequence, then clusters the sequence into several clusters, and finally extracts cluster
representations as the user’s multi-interests. (2) Online inference stage: ENCODE takes the offline cluster representations
and other features as input to predict the probability of clicking on the target item (i.e., CTR).

Representative works in this field include FM [15], FFM [16],
Wide&Deep [17], AFM [18], DeepFM [19], PNN [20],
xDeepFM [21], etc. In addition, some methods, such as
DCN [22], try to model the relationship between higher-
order feature combinations and click labels. These methods
can be used in conjunction with user behavior sequences to
improve prediction accuracy in real-world applications.

User Interest Modeling: User interest modeling is an
essential technique that learns user interests from their his-
torical behavioral sequences to achieve highly personalized
CTR prediction. One example of its successful application is
YoutubeDNN [23], which feeds the user’s video browsing
sequence in the model and gains enhanced prediction ac-
curacy. According to the model architecture, these methods
can be categorized into RNN-based methods [24, 25] and
Attention-based methods [26, 27, 28]. Recently, the main-
stream approach in industry applications is to extract mul-
tiple interests from user history behaviors to retrieve candi-
dates from diverse fields, such as MIND [29], MTIN [30],
ComiRec [31], etc. Unfortunately, the classic user interest
modeling methods are not directly applicable to long se-
quence modeling due to their high time complexity.

2.2 Long-Term User Behavior Sequence Modeling
Then, we briefly introduce the above-mentioned two classes
of long-term user behavior sequence modeling methods.

Online search-based methods. These methods includ-
ing UBR4CTR [3], SIM [2], ETA [32] and TWIN [33] leverage
target item information to search for the top-k most relevant
items from user behavior sequences. In UBR4CTR and SIM,

relevant items are retrieved according to the target item’s
attributes (e.g., category). To achieve more accurate retrieval,
ETA adopts the LSH algorithm and Hamming distance
to retrieve embedding-similar behaviors. For efficiency, the
coarse-grained relevance metric is used for searching and
the value of k can only be up to 100. However, these
methods fail to meet the basic requirements R1 and R2.
Fortunately, a recent work called TWIN [33] also recognizes
the issue of inconsistent use of relevance metrics in different
stages and attempts to address it by using the same rele-
vance metric function across all steps. But TWIN still faces
a limitation in terms of the length k.

Offline interest modeling-based methods. These meth-
ods tend to adopt sophisticated modeling algorithms that
extract users’ multi-interests from long-term sequences in
advance for facilitating online inference, primarily includ-
ing memory-based methods and sampling-based methods.
Memory-based methods, such as MIMN [12], update inter-
est extraction modules (typically based on Recurrent Neural
Network (RNN)) in real-time but may struggle to predict
CTR during significant changes in user interest. Meanwhile,
due to the inherent inadequacy of RNN, these methods tend
to forget the user’s earlier interests, violating R1. Moreover,
the absence of guidance from the target item during interest
modeling also makes it challenging to ensure relevance
to the target item, failing to meet R2. To overcome these
limitations, SDIM [14] is proposed as a sampling-based
method that uses an offline hash module to generate hash
signatures for each historical behavior and approximates
attention weights with probability of hash collisions. Al-
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though SDIM considers the entire sequence of behavior, a
gap exists between the probability of hash collision and
attention weights, which results in failing to meet R2.

3 METHODOLOGY

Following the same conventions of existing works, the CTR
prediction task can be formulated as a binary classification
problem. Given a training dataset D = {xi, yi}Ni=1 con-
sisting of input features xi ∈ Rdx and the corresponding
ground-truth labels yi ∈ {0, 1}, the CTR model learns a
complex mapper f : Rdx → R to perform CTR prediction.
The predicted CTR ŷi is calculated as below:

ŷi = σ(f(xi)), (1)

where σ(·) is the sigmoid function. Usually, the CTR model
is trained by minimizing the binary cross-entropy (CE) loss:

LCE = − 1

N

N∑
i=1

yi log(ŷi) + (1− yi) log(1− ŷi). (2)

For simplicity, we omit subscript i in the following parts.
As shown in Fig. 2, the input feature x usually consists

of five groups: user profile feature xuser , context feature
xctx, target item feature xt, real-time user behavior sequence
r = {ri}Mi=1 and long-term user behavior sequence s =
{si}Li=1, where M is the length of real-time user behavior
sequences (e.g., M < 100), L is the length of long-term user
behavior sequences (e.g., L > 500). For the embedding layer,
we divide the input features into categorical features and
continuous features. Specifically, for categorical features, we
employ embeddings to transform sparse categorical data
into dense representations that are compatible with neural
networks, with each unique ID having its own learned
embedding. For continuous features, we apply appropriate
normalization to ensure that the values are scaled and
uniformly distributed within the range of [0, 1).

After embedding layer, existing CTR models usually
utilize multiple multilayer perceptron (MLP) to process
the first three groups of features, i.e., xuser , xctx, and xt.
For real-time user behavior sequences r, standard target
attention [28] is adopted. While for the last long-term user
behavior sequences s, search-based and sampling-based
methods are widely used.

In the rest of this section, we first compare the proposed
ENCODE with existing long-term user behavior sequence
modeling methods (Subsection 3.1). Then we introduce de-
tails of ENCODE, including the offline extraction stage (Sub-
section 3.2) and online inference stage (Subsection 3.3).

3.1 ENCODE vs. Existing Methods

To further highlight the advantages of our ENCODE, we
compare ENCODE with mainstream online search-based
and offline interest modeling-based methods. For offline in-
terest modeling-based methods, we just compare sampling-
based methods since memory-based methods are often af-
fected by recent behaviors resulting in poor performance.

Online search-based Methods. Given a long-term
user behavior sequence s={si}Li=1, search-based methods
roughly retrieve top-k most relevant items sr={sri }ki=1 and

then apply standard target attention to them. To meet the la-
tency requirements of online systems, k is almost restricted
to less than 100. In other words, these methods have to
discard another L − k user behaviors. Although discarded
behaviors are less relevant, such a design still causes a
certain degree of information loss, especially for users with
rich historical behaviors, so does not satisfy R1. Moreover,
due to the coarse relevance metric used in the search pro-
cess [33], these search-based methods can not guarantee
the relevance between search results and target items (i.e.,
does not satisfy R2). For example, SIM(hard) [2] simply
searches same-category items as results but ignores the fact
that relevant items may belong to different categories.

Sampling-based Methods. Given long-term user behav-
ior sequence s = {si}Li=1, sampling-based methods try to
figure out a set of sampling probability p = {pi}Li=1 ac-
cording to the approximate relevance between user interests
and target items, then obtain user’s interest representations
by I =

∑L
i=1 pi · si. For example, SDIM [14] calculates

the locality-sensitive hash (LSH) [34] of user behavior item
embeddings offline in advance, and takes LSH collision
probability of target item as the sampling probability online,
aiming to approximate the weights calculated by target at-
tention. It’s inspiring that SDIM utilizes the entire behavior
sequence without discarding any behaviors. However, there
still exists a gap between LSH collision probability and
attention weights, which is primarily due to the failure to
meet the requirement of R2.

Proposed ENCODE. To meet the aforementioned re-
quirements, ENCODE adopts a two-stage approach to
model user’s long-term historical behaviors: 1) offline ex-
traction stage: given a long-term user behavior sequence
s = {si}Li=1, ENCODE clusters the behavior sequence into
K clusters, and get K cluster centers c = {ci}Ki=1. Subse-
quently, a target attention module is employed within each
cluster to extract more accurate sub-interests U = {ui}Ki=1

by taking the cluster center as the query. 2) online inference
stage: to enforce the user’s interest representation I rela-
tive to the target item, another target attention module is
used by taking target item xt as query and taking offline
multi-interests U as key and value. Moreover, ENCODE
ensures consistency by employing the same relevance metric
throughout both the online and offline stages, which ful-
fills R2. By incorporating both online and offline attention
modules, ENCODE effectively models the entire behavior
sequence while maintaining the relevance between the ex-
tracted interests and the target items, satisfying both R1 and
R2. Next, we detailed introduce these two stages.

3.2 Offline Multi-Interests Extraction
Usually, a user’s interests are composed of multiple aspects
of sub-interests while each sub-interest is reflected in a set of
similar historical behaviors. Thus, a straightforward idea to
fully model users’ interests is clustering behavior sequences
into several clusters and then obtaining sub-interest repre-
sentations from these clusters.

To this end, given a long-term user behavior sequence
s={si}Li=1, ENCODE obtains user’s multi-interest represen-
tations by three main steps: (1) Reduce the dimensionality
of s to a lower dimension to reduce the complexity of sub-
sequent calculations, denoted as H={hi}Li=1, i.e., line 3-8 in
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Algorithm 1 Multi-Interest Extraction (MIE) module

Inputs: Long-term user behavior sequence {si ∈ Rd×1}Li=1,
sequence length L, cluster number K , trainable parameters
Wh ∈ Rd×m, and distance metric function dis(·).
Outputs: Interest representation U = {ui ∈ Rd}Ki=1.

1: function MIE({si}Li=1, L, K, Wh, dis)
2: # Dimensionality Reduction
3: for i← 1 to L do
4: hi = WT

h si
5: hp, hn ← Pos&Neg Samples Selection
6: αi = dis(si, sn)− dis(si, sp)
7: Laux ← max(0, dis(hi, hp)− dis(hi, hn) + αi)
8: end for
9:

10: # Clustering
11: {Ci}Ki=1, {ci}Ki=1 ← KMeans({hi}Li=1,K)
12:
13: # Interest Extraction
14: for i← 1 to K do
15: ui =

∑
∀idx∈Ci

exp(sim(hidx,ci))∑
∀j∈Ci

exp(sim(hj ,ci))
· sidx

16: end for
17: return {ui}Ki=1

18: end function

Algo. 1. (2) Cluster H into K clusters, i.e., line 11 in Algo. 1.
(3) Extract clusters’ embeddings U={ui}Ki=1 as user’s multi-
interest representations, i.e., line 14-16 in Algo. 1.

In the following, we introduce the details step by step.

3.2.1 Metric Learning based Dimensionality Reduction
Even for well-resourced offline platforms, existing hardware
equipment still cannot meet the overhead of clustering algo-
rithms. To reduce the computational complexity of cluster-
ing the entire sequence, we develop a novel dimensionality
reduction algorithm using metric learning that can main-
tain the relative pairwise distances between embeddings.
Inspired by the success of ETA [32] and SDIM [14], we begin
to shift our gaze to SimHash [35]. SimHash is a locality-
sensitive hash (LSH) [34] algorithm, which outputs the same
hash code with a high probability for nearby embeddings.
Specifically, given an embedding e ∈ Rd, SimHash calcu-
lates its binary hash code b ∈ {+1,−1} by a random hash
function Wr ∈ Rd:

b = sign(
d∑

i=1

e[i] ∗Wr[i]), (3)

where Wr ∼ N (0, 1). In practice, the multi-round hash is
used to improve precision, i.e., using m hash functions to
generate m-bit binary hash code.

Motivated by this random projection-based LSH, we
design an effective dimensionality reduction algorithm by
introducing a random projection matrix. For simplicity, we
present our algorithm in matrix form: given an embedding
e ∈ Rd×1, we reduce its dimension from d to m by a
randomly initialized matrix Wh ∈ Rd×m:

h = WT
h e, (4)

where h ∈ Rm×1 is the representation after dimensionality
reduction of e, m is a hyperparameter and Wh ∼ N (0, 1).

By Eq. (4), we obtain the low-dimensionality long-term user
behavior sequence representations H = {hi}Li=1 where hi ∈
Rm×1 is low-dimensionality projection of si.

The effectiveness of our dimensionality reduction algo-
rithm heavily relies on the random projection matrix Wh.
To keep the relative pairwise distances between user behav-
ior embeddings consistent before and after dimensionality
reduction, we take advantage of metric learning [36] to
optimize Wh. The objective of metric learning is to minimize
the distance between same-class samples (i.e., positive sam-
ples) while maximizing the distance between different-class
samples (i.e., negative samples) as much as possible. To this
end, we design a straightforward yet impactful positive and
negative sample selection strategy, along with a dynamic
metric loss function.

Positive and negative samples selection strategy. Given
two user behaviors hi and hj , it’s challenging to determine
whether hj is a positive or negative sample of hi since
we lack relevant labels for user behaviors. However, as
a dimensionality reduction algorithm, we notice that the
distances between original behaviors can provide potential
hints. Therefore, to obtain positive and negative samples for
hi (denoted as anchor behavior), we first randomly select
two behaviors hj and hk from {hi}Li=1 where j, k ̸= i.
Then we calculate the distances of original behavior em-
beddings (i.e., {si}Li=1) between selected behaviors and
the anchor behavior, which are denoted as dis(si, sj) and
dis(si, sk) respectively. Here, dis(·) represents a distance
metric function. We regard the behavior with a closer dis-
tance as positive sample hp and regard the other one as
negative sample hn, i.e.,

p = argmin
z∈{j,k}

dis(si, sz), n = argmax
z∈{j,k}

dis(si, sz). (5)

Dynamic triplets loss. After obtaining positive and neg-
ative samples, we utilize the triplets loss [37] to optimize
Wh. The triplets loss Laux is formulated for each sample as:

Laux =
L∑

i=1

max(0, dis(hi, hp)− dis(hi, hn) + α), (6)

where α is a hyperparameter. The triplets loss can pull the
difference between dis(si, sn) and dis(si, sp) to larger than
the margin α, i.e., dis(hi, hn)− dis(hi, hp) ≥ α. One poten-
tial problem is that if the sampled two behaviors are very
close (i.e., the ground truth value of dis(hi, hn)−dis(hi, hp)
is close to 0) the adopted triplets loss will mislead the
optimize direction. To address this concern, we again utilize
the original behavior embeddings and calculate the value of
αi dynamically for each anchor behavior hi by:

αi = dis(si, sn)− dis(si, sp). (7)

In this way, even if the sampled positive and negative
behaviors are very close, our dynamic triplets loss still
generates a right supervised signal, i.e., margin αi will be
close to 0.

3.2.2 Clustering Module
By clustering, we can divide the user’s historical behaviors
into multiple clusters of similar behaviors in an unsuper-
vised manner. Therefore, after getting low-dimension user
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behavior embeddings H = {hi}Li=1, we use a clustering
module to obtain K clusters C = {Ci}Ki=1 and correspond-
ing clustering center c = {ci}Ki=1 where K is pre-defined
cluster number and Ci is a set of user behavior indexes
belonging to i-th cluster. Moreover, we adopt the same
metric function (e.g., dis(·)) to measure the distance between
behaviors when clustering, which helps to satisfy R2. In our
experiments, we use KMeans to accomplish the clustering
process due to its fast convergence.

3.2.3 Offline Multi-Interest Extraction
Then, we present a method for extracting multi-interest
representations of user clusters. Conventionally, clusters are
characterized by their centers. However, we contend that
such centers obtained through auto-clustering are only ap-
proximate representations of the respective clusters, lacking
in accuracy. For instance, in the case of KMeans clustering,
the center is merely an average depiction of all the elements
in the cluster, akin to an average pooling layer. To obtain a
more accurate cluster representation U = {ui}Ki=1, we apply
the target attention mechanism [28] within clusters, taking
the cluster center as the query:

ui =
∑

∀idx∈Ci

exp(sim(hidx, ci))∑
∀j∈Ci

exp(sim(hj , ci))
· sidx, (8)

sim(hi, hj) =
1− dis(hi, hj)

β
, (9)

where dis(·) is the distance metric function and β is the
scaling factor. To avoid missing R2, we utilize sim(·) as a
similarity metric function which is based on our distance
metric function, rather than the scaled dot-product used in
standard target attention. Thus, user behaviors that are close
to the cluster center will get greater weights.

3.3 Online Inference
To obtain the user’s interest representation relative to target
items for online inference, we again use target attention to
model the pre-processed offline multi-interest representa-
tions U = {ui}Ki=1:

I =
K∑
i=1

exp(sim(ui, xt))∑K
j=1 exp(sim(uj , xt))

· ui, (10)

where xt is target item and I is user’s interest representa-
tion relative to target item. Clearly, both online calculation
overhead and performance are related to K . In the extreme
case where K equals the length of behavior sequence N ,
our ENCODE is equivalent to target attention, achieving
optimal performance but the worst efficiency. Conversely, if
K equals 1, ENCODE almost brings no extra overhead, i.e.,
outputs an off-the-shelf interest representation. By adjusting
K , we can achieve an optimal balance between performance
and online efficiency (e.g., K is set to 30 empirically).

3.4 Complexity Analysis
In this subsection, we analyze the time complexity of EN-
CODE of offline and online stages.

Offline Extraction Stage. We analyze the time complex-
ity step by step. (1) Dimensionality reduction. At this step, we

reduce the user’s L historical behaviors from d−dimension
to m−dimension, so the time complexity is O(Ldm). (2)
Clustering. In practice, we utilize KMeans to accomplish this
step. Specifically, KMeans calculates the distances between
L historical behaviors and K cluster centers at each iter-
ation, and the maximum number of iterations is T . Thus,
the time complexity of clustering is O(TKLm). (3) Multi-
interest extraction. For each historical behavior, ENCODE
obtains its attention weight by calculating the similarity
score with its corresponding cluster center. Therefore, the
time complexity is O(Lm). Thus, the total time complexity
of the offline stage is O(Ldm+ TKLm+ Lm).

Online Inference Stage. Suppose the number of candi-
date items is B, and for every candidate item, ENCODE
obtains attention weights for K interest representations by
calculating similarity scores between interest representa-
tions and the target item, then the time complexity of online
stage is O(BKd).

Advantages. Table 1 demonstrates the time complexity
comparison between our ENCODE and other methods for
long-term sequence modeling, both during the online infer-
ence stage and the offline training stage. We begin with the
time complexity of the online inference stage. In comparison
to online search-based methods (i.e., SIM and ETA), our EN-
CODE method utilizes the entire sequence while having a
comparable time complexity. Additionally, when compared
to sampling-based methods (i.e., SDIM), our ENCODE
method surpasses it in performance by unifying relevance
metrics (i.e., satisfy R2), despite being slightly less efficient.
Overall, our ENCODE algorithm achieves a comparable
performance to target attention (e.g., DIN), while the extra
overhead brought by ENCODE is acceptable, i.e., equivalent
to modeling an additional sequence of length K . Moving
on to the offline training stage, although we delegate the
complex interest extraction module to the offline stage, our
designed dimensionality reduction algorithm ensures that
our offline training has a similar complexity to SIM.

4 EXPERIMENTS

4.1 Experimental Settings
Dataset. We evaluated ENCODE on both the public and
industrial datasets. For the public dataset, we used the Ama-
zon Books [38, 39] and MovieLens 32M [40]. Specifically,
Amazon Books comprises 295,982 users, 647,578 items, and
6,626,872 samples, and MovieLens 32M includes 200,948
users, 87,585 items, and 32,000,204 samples. We split the
samples into 80% training and 20% test data according to
the behavior timestamp. The most recent 50 behaviors are
selected as the real-time sequence while the recent 1,500
behaviors are selected as the long-term sequence. The in-
dustrial dataset is collected from one of the largest interna-
tional e-commerce platforms (i.e.AliExpress.com), involving
a billion scales of users and items. We selected consecutive
14 days of data for training and the next day’s data for
testing. The industrial dataset consists of over 836 million
samples, which contain both positive (i.e., exposure with
user clicks) and negative (i.e., exposure without user clicks)
samples. Specifically, we regarded the recent 50 behaviors as
the user’s real-time sequence and regarded the recent 1,000
behaviors as the user’s long-term behavior sequence.
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TABLE 1: Time complexity of different methods during the online-inference stage. The “Len(Seq.)” represents the utilized
behavior sequence length. B is the number of candidate items. L is the length of the original behavior sequence. k is the
retrieved length for online search-based methods. A is the size of the attribute inverted index in SIM. n is the number of
hashes. m is the dimensionality of our low-dimensional embeddings. K and T are the numbers of clusters and iterations
of KMeans in our ENCODE. In our experiments on industrial dataset, A = 1, k = 50, L = 1000, n = 64, d = 32, m = 4,
T = 15, K = 30 and B ≈ 3000.

Method Online-Inference Offline-Training Len(Seq.)

DIN [28] O(BLd) O(BLd) L
SIM [2] O(B logA+Bkd) O(B logA+Bkd) k
ETA [32] O(BLn+Bkd) O(Ln log d+BLn+Bkd) k
SDIM [14] O(Bn log d) O(Ln log d+Bn log d) L
ENCODE O(BKd) O(Ldm+ TKLm+ Lm+BKd) L

Evaluation Metrics. For offline experiments, we fol-
lowed previous work [14, 32] and reported the Area Under
Curve (AUC) indicator, which reflects the ability of the
CTR model to rank positive samples in front of negative
samples. Besides, we also reported the Group Area Under
Curve (GAUC) indicator. Specifically, we calculated GAUC
at the page view level to reflect ranking ability within
a page. For the public datasets, we only reported AUC
since we lack relevant group information. Additionally, we
used the Inference Time as a supplement metric to show
the efficiency of each model by deploying models online
to serve user requests that are copied from the product
environment. The machines and the number of user requests
are controlled the same for fairness comparison.

4.2 Implementation Details
ENCODE Settings. For dimensionality reduction, the orig-
inal dimensionality of user behavior embeddings is 32 for
the industrial dataset and public dataset, and the target low-
dimensionality m was set to 4. For the clustering module,
we used KMeans, and the cluster number K was set to 30
for both industrial and public datasets. For distance metric
function dis(·) throughout the online and offline stages, we
utilized cosine similarity to measure the distance between
user behaviors, i.e.,

dis(si, sj) = 1− si · sj
∥ si ∥2 · ∥ sj ∥2

. (11)

For the similarity metric function in the target attention
module, we set the scaling factor β as 20.

Training Details. Following industry practice to prevent
over-fitting, we trained all methods only for the 1 epoch.
We used the Adam [41] algorithm as the optimizer with a
learning rate 1e− 4 and batch size 1024 for all experiments.
All model parameters were initialized by random. Loss
weights of LCE and Laux were set to 1 and 0.1.

4.3 Competitive Models
To demonstrate the effectiveness of our proposed ENCODE,
we compared it with the following state-of-the-art (SOTA)
methods of modeling user’s long-term behavior sequence:

• DIN [28]. DIN is the most widely-used method to
model users’ short-term behavior sequence by target
attention (TA). In our experiments, DIN is regarded

as a baseline without utilizing long-term behavior se-
quences.

• AvgPooling. Based on DIN, AvgPooling uses an aver-
age pooling operation to model the user’s long-term
sequence.

• DIN-L. DIN-L is an extension of DIN, which leverages
TA to model the user’s long-term behavior sequence.
But unfortunately, it cannot be deployed online. We
treat the performance of DIN-L as the upper bound.

• MIMN [12]. MIMN is a typical memory-based method
that designs a separate module to maintain the user’s
latest interests. When serving online, MIMN takes off-
the-shelf interests to obtain long-term interest with an
RNN-based network.

• SIM (Hard) [2]. SIM (Hard) is a search-based method
that retrieves top-k most relevant behaviors with target
item by category and then models them by TA.

• UBR4CTR [3]. Different from the retrieval process of
SIM (Hard), UBR4CTR designs a feature selection mod-
ule to generate the query for retrieval. According to the
query, k historical behaviors are retrieved and modeled
by TA.

• ETA [32]. ETA adopts LSH (i.e., SimHash) algorithm
to generate binary hash codes for the target item and
historical behaviors, and then retrieves k historical be-
haviors by hamming distance for subsequent TA.

• TWIN [33]. TWIN is another search-based method
that ensures consistency throughout different stages by
leveraging the scaled dot-product (i.e., used in TA) for
retrieving.

• SDIM [14]. SDIM is a sampling-based method that also
adopts the SimHash algorithm, then samples behaviors
sharing the same signatures with the target item.

We reproduced each CTR model using their respective
configurations and conducted a full investigation of hy-
perparameters on the used dataset, selecting the best ones.
Following [14], we omitted the baseline MIMN [12], since
MIMN and SIM are proposed by the same team and the
authors, claimed that SIM defeats MIMN. As the Amazon
dataset lacks item side information, for SIM, we retrieved
top-k behaviors by item ID, and for UBR4CTR, we used a
strengthened version of the feature selection module with
multi-head self-attention. For a fair comparison, we used
the same input features and model architecture except for
the long-term user behavior sequence modeling module.

This article has been accepted for publication in IEEE Transactions on Knowledge and Data Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TKDE.2024.3486445

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.



JOURNAL OF IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING,VOL. ,NO. ,APRIL 2024 8

TABLE 2: Performance comparison with SOTA methods on industrial and public datasets. We report the mean and std over
3 replicate experiments, i.e., mean ± std. “Inference Time” represents the average serving time for each request when
deployed online. The best and second-best results are highlighted in bold and underlined respectively.

Methods Industrial Dataset Amazon Books MovieLens 32M
CTR AUC CTR GAUC Inference Time CTR AUC CTR AUC

DIN [28] 0.71739 ± 0.00017 0.67864 ± 0.00032 11.5 ms 0.63573 ± 0.00057 0.79889 ± 0.00053

AvgPooling 0.71985 ± 0.00039 0.68180 ± 0.00047 12.5 ms 0.86151 ± 0.00082 0.80248 ± 0.00046

DIN-L (upper bound) 0.72290 ± 0.00018 0.68651 ± 0.00007 26.7 ms 0.88281 ± 0.00037 0.80778 ± 0.00054

SIM (Hard) [2] 0.72206 ± 0.00009 0.68613 ± 0.00003 14.4 ms 0.88077 ± 0.00071 0.80359 ± 0.00017

UBR4CTR [3] 0.72182 ± 0.00023 0.68623 ± 0.00013 19.2 ms 0.87715 ± 0.00061 0.80513 ± 0.00039

ETA [32] 0.72181 ± 0.00007 0.68587 ± 0.00047 16.2 ms 0.88163 ± 0.00034 0.80566 ± 0.00038

TWIN [33] 0.72224 ± 0.00011 0.68590 ± 0.00014 18.0 ms 0.87474 ± 0.00055 0.80536 ± 0.00087

SDIM [14] 0.72210 ± 0.00014 0.68551 ± 0.00012 13.1 ms 0.86564 ± 0.00042 0.80649 ± 0.00075

ENCODE (Ours) 0.72312 ± 0.00022 0.68626 ± 0.00010 13.6 ms 0.88402 ± 0.00041 0.80772 ± 0.00031

4.4 Offline Evaluation
To demonstrate the effectiveness of our ENCODE, we com-
pared it with SOTA methods on both industrial and public
datasets. For a clearer comparison, we group existing meth-
ods into 3 parts: (1) Baselines: DIN [28], AvgPooling and
DIN-L. (2) Online search-based Methods: SIM (Hard) [2],
UBR4CTR [3], ETA [32] and TWIN [33]. (3) Offline Interest
Extraction based Methods: SDIM [14] and our proposed
ENCODE. All results are reported in Table 2.

4.4.1 Results on Industrial Dataset
From Table 2, several observations can be made. (1) All
methods that introduce long-term sequences perform signif-
icantly better than DIN [28]2. This includes the naive Avg-
Pooling method, demonstrating that modeling the user’s
long-term sequence is effective. (2) Offline methods are
more efficient and outperform almost all online search-
based methods, proving that modeling the entire long-term
behavior sequence without discarding any behaviors (i.e.
satisfying R1) improves performance. (3) Our proposed
ENCODE achieves the best performance, almost reaching
the upper bound of DIN-L, while its inference time is only
about half that of DIN-L. Additionally, we observe that
the performance of SIM (Hard) is slightly superior to soft
search ETA. This is attributed to the fact that our industrial
dataset encompasses a wider range of user behaviors, and
SIM employs a leaf category for retrieval, which guarantees
the relevance of the retrieved behaviors.

4.4.2 Results on Public Dataset
According to the results presented in Table. 2, we obtained
similar results on public datasets: (1) Long-term sequence
modeling yields significant improvements, e.g., achieving
over a 22.58% gain in CTR AUC on Amazon Books. (2) Our
proposed ENCODE outperforms all competitive methods
and performs comparably to DIN-L. (3) Interestingly, an-
other offline method SDIM [14] shows good performance on
MovieLens 32M but fails to surpass search-based methods
on Amazon Books. We attribute this phenomenon to the gap
between hash collision probabilities and attention weights,
resulting from not meeting R2.

2. With over 836 million samples in our industrial dataset, even a
slight 0.05% improvement in AUC and GAUC during offline evalua-
tion can lead to significant online business gains.
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Fig. 3: Performance on the industrial dataset of different
hyperparameters of ENCODE. (a) The results under varied
cluster number K . (b) The results under varied m.

4.5 Hyper-Parameter Analysis

We conducted several experiments to analyze the influence
of different hyperparameters of ENCODE, including cluster
number K and the target dimensionality m in dimensional-
ity reduction. The results are presented as box plots in Fig. 3.

Influence of Cluster Number K . We evaluated our
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TABLE 3: Performance on the industrial dataset of different
relevance metric functions in TA.RI denotes the Relevance
Indicator, which is used to measure the relevance between
the long-term interest representations and target items. The
best and second-best results are in bold and underlined.

Methods CTR RI ↓AUC GAUC

DIN [28] 0.71739 0.67864 —
DIN-L (upper bound) 0.72290 0.68651 —
SIM (Hard) [2] 0.72206 0.68613 6.910
UBR4CTR [3] 0.72182 0.68623 6.932
ETA [32] 0.72181 0.68587 7.032
TWIN [33] 0.72224 0.68590 6.759
SDIM [14] 0.72210 0.68551 6.919

ENCODE− (Ours) 0.72250 0.68663 6.731
ENCODE (Ours) 0.72312 0.68626 6.170

ENCODE using various values of K , where K ∈
{10, 20, 30, 40, 50}. We also attempted to use a larger value
of K (e.g., K = 100) but encountered an out-of-memory
error during offline CTR model training. As shown in Fig.
3(a), our ENCODE achieves the best CTR AUC and GAUC
when K = 30. Notably, we observe that the performance
decreased when K exceeds 30, possibly due to an increased
cluster number resulting in insufficient behaviors per cluster
to accurately represent user interests.

Influence of Target Dimensionality m. We compared
the performance of different values of m, where m ∈
{2, 4, 6, 8, 10, 12, 14, 16}. As shown in Fig. 3(b), we observe
that as m increases, the performance of ENCODE improves,
peaking at m = 4. Beyond m = 4, the performance
initially decreases before improving again. We believe this
phenomenon arises because a larger m allows the dimen-
sionality reduction module to retain more details, but it also
retains some noise (since the embedding before dimension-
ality reduction is trained from scratch and is not perfect),
thereby affecting the model’s generalization. Another piece
of supporting evidence is that with a larger m, the variance
of the training results also increases.

4.6 Ablation Studies

To validate the effectiveness of ENCODE, we conducted ex-
tensive ablation studies by answering the following research
questions (RQ):

• RQ1: Does ENCODE extract more relevant interest
representations to the target item i.e., satisfying R2?

• RQ2: Does ENCODE gain improvements from utilizing
a consistent relevance metric function?

• RQ3: Does our dimensionality reduction algorithm gen-
erate a more accurate low-dimensionality representa-
tion than SimHash?

• RQ4: What’s the influence of positive and negative
sample selection strategy in metric learning?

• RQ5: What’s the influence of loss function in metric
learning?

• RQ6: Can ENCODE be extended to other clustering
algorithms?

4.6.1 Relevance Between Extracted Interests and the Tar-
get Items
For the relevance between the extracted long-term interest
representations and target item embeddings, it is difficult
to measure directly due to their differing feature spaces.
However, from another perspective, the weights assigned
by the model to historical behaviors during the modeling of
long-term interest can serve as an indicator of whether the
model successfully extracts interest from the most relevant
behaviors. In other words, if we have an ideal weights
distribution that assigns greater weights to more relevant
historical behaviors, we can compare the relevance between
the extracted long-term interest representations and target
item embeddings by examining the difference between the
model’s weights and the ideal weights. Considering that
DIN-L is recognized as the advanced accurate long-term se-
quence modeling algorithm, we regard the attention weights
of DIN-L as ground truth and define Relevance Indica-
tor (RI) as the distance between the output weights of
each method and attention weights of DIN-L, to measure the
relevance. Specifically, we use cross-entropy as the distance
metric. For ENCODE, we use the product of within-cluster
and between-cluster weights as final weights. We compared
the RI for all methods. All results are reported in Table 3.

From the results, it is evident that our proposed EN-
CODE surpasses all SOTA methods in terms of the RI .
These considerable improvements serve as evidence that
our ENCODE effectively extracts more relevant long-term
interest representations to the target items. Furthermore, we
observe a correlation between models that achieve better
CTR performance and better RI . This observation further
supports the notion that meeting R2 indeed contributes to
better overall performance.

4.6.2 Effect of Unifying Relevance Metric Function (RQ2)
To show the effectiveness of unifying relevance metric func-
tion, we tried two different relevance metric functions in
ENCODE’s TA module: (1) Scaled cosine similarity, i.e.,
Eq. (9). (2) Scaled dot-product used in standard TA, denoted
ENCODE−. The latter suffers from inconsistent relevance
metric function issues. All results are reported in Table 3.

From Table 3, it is evident that by unifying the relevance
metric function, ENCODE achieves a 0.062% improvement
in CTR AUC and demonstrates better performance on RI ,
which indicates that ENCODE can extract more relevant
interest representations for the target item. Further evidence
supporting the effectiveness of unifying the relevance metric
function is TWIN. In comparison to other search-based
methods, TWIN utilizes the same relevance metric function
across different steps and achieves the best performance
during search-based methods. But unfortunately, the limited
retrieval length (i.e., not satisfy R1) is the bottleneck of its
performance. In addition, even taking scaled dot-product
as TA’s relevance metric function, our proposed ENCODE
still outperforms all SOTA methods on CTR AUC and RI ,
underscoring the effectiveness of our ENCODE.

4.6.3 Our Rimensionality Reduction vs. SimHash (RQ3)
To answer RQ3, we adopted the architecture of ETA [32].
ETA leverages SimHash [35] to encode user behavior into
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TABLE 4: Performance on the industrial dataset of different
variants of ETA. “m” represents the embedding dimension
participating in the distance measure, e.g., the bit-length
of hashcode for ETA. For standard ETA, we followed the
official setting and set the bit-length of the hashcode as 2
times the embedding size, i.e., m = 64. The best and second-
best results are in bold and underlined.

Methods m CTR AUC CTR GAUC

DIN [28] - 0.71739 0.67864

ETA [32] 64 0.72181 0.68587
ETA-ENCODE 4 0.72242 0.68607
ETA-TA 32 0.72230 0.68568

TABLE 5: Performance on the industrial dataset of dif-
ferent positive and negative sample selection strategies.
“Pos&Neg Selection” denotes different pos&neg sample
selection strategies. The best and second-best results are in
bold and underlined.

Methods Pos/Neg Selection CTR
AUC GAUC

DIN [28] — 0.71739 0.67864

ENCODE
Within Neighbors 0.72243 0.68664
Within Sequence 0.72312 0.68626

Within Batch 0.72273 0.68594

integer binary hash code, then retrieves top-k most relevant
behaviors by hamming distance. For fairness comparison,
we only replaced the relevance measure algorithm of ETA,
and proposed two variants of ETA: (1) ETA-ENCODE. ETA-
ENCODE accomplishes retrieval by taking our dimension-
ality reduction and distance metric function dis(·). (2) ETA-
TA. ETA-TA directly measures the relevance by relevance
metric function in standard TA (i.e., scaled dot product)
between original user behaviors and target item. Both ETA-
ENCODE and ETA-TA retrieve the same number of behav-
iors as ETA (e.g., k = 50). All results are reported in Table 4.

From the results, we can observe that ETA-ENCODE
surpasses ETA by an obvious margin (e.g., 0.061% on CTR),
even if ETA adopts 64 hash functions while our reduced em-
beddings are 4-dimensional. ETA-ENCODE achieves com-
parable performance with ETA-TA, which demonstrates our
dimensionality reduction algorithm effectively maintains
the relative pairwise distances between behaviors.

4.6.4 Influence of Samples Selection Strategy (RQ4)
To answer RQ4, we first compared different pos/neg sam-
ples strategy. To prevent the sampling strategy from intro-
ducing additional computational overhead, we kept ran-
dom sampling but adopted different sampling ranges: (1)
“Within Neighbors: ” pos&neg samples came from previ-
ous or next behavior in sequence. (2)“Within sequence:”
pos&neg samples came from the same behavior sequence.
(3) “Within Batch: ” pos&neg samples came from whole
batch. The results are reported in Table 5.

Based on the obtained results, it is evident that our EN-
CODE consistently outperforms DIN by a significant margin

TABLE 6: Performance on the industrial dataset of different
relevance metric functions in TA. The best and second-best
results are in bold and underlined.

Methods Loss Function CTR
AUC GAUC

DIN [28] — 0.71739 0.67864
AvgPooling — 0.71985 0.68180
DIN-L (upper bound) — 0.72290 0.68651

ENCODE

None 0.72209 0.68614
MSE 0.72021 0.68270

N-Pair-MC 0.72218 0.68557
Triplets-Fixed 0.72255 0.68593

Triplets-Dynamic 0.72312 0.68626

when employing different sample selection strategies. This
robust performance proves the effectiveness of our dynamic
triplets loss across various sampling strategies. Remarkably,
the sampling within sequence strategy achieves the best
CTR performance (i.e., 0.72312). Additionally, we observed
that sampling within neighbors yields the worst perfor-
mance. Upon analysis, we attribute this to the locality of
user behaviors, wherein adjacent behaviors often tend to
be very similar or even the same3. This similarity among
adjacent behaviors poses challenges for optimization and
limits the diversity of selected samples.

4.6.5 Influence of Loss Function (RQ5)
To answer RQ5 and validate the effectiveness of our pro-
posed dynamic triplets loss, we compared different loss
functions for metric learning: (1) “None”: without any loss
functions. (2) “MSE”: mean squared error, i.e., Lmse =(
dis(hi, hj) − dis(si, sj)

)2
, where j ∈ [1, L] is a random

index. (3) “N-Pair-MC”: proposed by [42] which is extended
to multiple negative samples, i.e.,

LN−Pair−MC = log
(
1 +

∑
n

exp(hT
i · hn − hT

i · hp)
)
, (12)

where n, p ∈ [1, L] is the index of negative and positive
behavior. Similar to our pos&neg sampling strategy, we
sampled negative and positive behaviors within the se-
quence and decided positive sample by original behavior
embedding. In this experiment, the number of negative
samples is set to 5. (4) “Triplets-Fixed”: original triplets loss
with a fixed margin α, e.g., α = 0.2. (5) “Triplets-Dynamic”:
our proposed dynamic triplets loss function.

From the results presented in Table 6, it can be observed
that despite ENCODE utilizing random projections for di-
mensionality reduction (i.e., without loss function), its per-
formance still surpasses AvgPooling (e.g., 0.72209 vs. 0.71985
on CTR AUC). Compared to fixed-margin triplets loss, our
proposed dynamic triplets loss achieves a 0.057% improve-
ment in CTR AUC and a 0.033% improvement in CTR
GAUC, demonstrating the effectiveness of the dynamic mar-
gin. Additionally, the performance of the dynamic triplets
loss is superior to all the aforementioned loss functions,
even when “N-Pair-MC” incorporates multiple negative

3. In fact, approximately 2.8% of historical behaviors in our industrial
dataset are adjacent to the same behavior.
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TABLE 7: The performance and time complexity of dif-
ferent clustering methods on the industrial dataset. “Dy.
Routing” and “AGG.” represents “Dynamic Routing” and
“Agglomerative” clustering algorithm. The best and second-
best results are highlighted in bold and underlined. For
symbols used in time complexity, L denotes the length of
the behavior sequence, m is the dimensionality of low-
dimensional embeddings, K is the cluster number, and
T is iterations of KMeans and dynamic routing. In our
experimental settings, L = 1000, m = 4, T = 15, K = 30.

Methods Clustering CTR Time
AUC GAUC Complexity

DIN — 0.71739 0.67864 —

ENCODE

Random 0.72188 0.68484 O(K)
Dy. Routing 0.72234 0.68517 O(TKLm)

AGG. 0.72256 0.68532 O(L3m)
KMeans 0.72312 0.68626 O(TKLm)

samples. Moreover, we notice that if ENCODE were to use
MSE as the loss function, the performance would be even
worse than without a loss function (e.g., 0.72021 vs. 0.72209
on CTR AUC). This can be attributed to the fact that MSE
aims to ensure complete consistency in the distances be-
tween behaviors before and after dimensionality reduction,
which is a highly stringent learning objective and difficult to
optimize, resulting in subpar performance. Conversely, our
proposed dynamic triplets loss only focuses on maintaining
consistent relative pairwise distances between behaviors,
which is relatively easier to optimize.

4.6.6 Extend to Different Clustering Algorithm (RQ6)

To explore whether our proposed ENCODE can be extended
to other clustering algorithms, we experimented the fol-
lowing four algorithms: (1) Random, a random clustering
algorithm; (2) Dynamic Routing, as utilized in MIND [29],
known for effectively extracting multi-interests; (3) Agglom-
erative, a bottom-up hierarchical clustering algorithm; (4)
KMeans, a straightforward yet effective clustering algo-
rithm. To ensure a fair comparison, we set the number of
clusters to 30. Additionally, to make the clustering algorithm
satisfy R2, we uniformly adjusted the distance metric to
scaled cosine similarity (i.e., sim(·) in Eq. (6)). The results
and time complexity of four clustering algorithms are re-
ported in Table 7.

Based on the results, it is evident that our ENCODE con-
sistently outperforms DIN by a significant margin when em-
ploying different clustering algorithms. Even when utilizing
a random algorithm for clustering, the outcomes remain fa-
vorable, evidenced by a 0.45% gain in CTR AUC compared
to DIN. We believe that this is because the attention module
for offline multi-interest extraction reduces the sensitivity
of the final performance to the clustering results, thereby
enhancing the robustness of offline interest representations.
This substantiates the viability of extending ENCODE to
incorporate more advanced clustering algorithms.

5 CONCLUSION

In this paper, we outline two fundamental prerequisites
for long-term sequence modeling and introduce an effi-
cient two-stage model for capturing user interests, called
ENCODE, for long-term user behavior modeling. ENCODE
achieves state-of-the-art performance maintaining an ac-
ceptable level of overhead, striking a balance between per-
formance and efficiency. Moving forward, we are going to
(1) design specific training objectives (e.g., contrastive loss)
to further strengthen the interest representation; and (2)
design an efficient deep cluster method for large-scale data.
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