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Abstract: Reconstructing neuronal morphology from microscopy image stacks is essen-
tial for understanding brain function and behavior. While existing methods are capable
of tracking neuronal tree structures and creating membrane surface meshes, they often
lack seamless processing pipelines and suffer from stitching artifacts and reconstruction
inconsistencies. In this study, we propose a new approach utilizing implicit neural represen-
tation to directly extract neuronal isosurfaces from raw image stacks by modeling signed
distance functions (SDFs) with multi-layer perceptrons (MLPs). Our method accurately
reconstructs the tubular, tree-like topology of neurons in complex spatial configurations,
yielding highly precise neuronal membrane surface meshes. Extensive quantitative and
qualitative evaluations across multiple datasets demonstrate the superior reliability of our
approach compared to existing methods. The proposed method achieves a volumetric
reconstruction accuracy of up to 98.2% and a volumetric IoU of 0.90.

Keywords: implicit neural representations; SDF; deep learning; neuronal morphology;
representation learning; neuron segmentation

MSC: 68T04

1. Introduction
Neurons have long been recognized as fundamental components of the brain. The

various complex abilities of the brain and its unique physiological qualities emerge from the
orderly arrangement of countless neurons [1]. Signal transmission essential for biological
functions and brain activity occurs within networks formed by the intricate connections
and intersections of diverse neurons [2]. Neurons are essential to the nervous system, and
their morphology and connectivity significantly influence its overall function [3]. Therefore,
investigating the morphology and connectivity of neurons is vital for a comprehensive
understanding of the structure and function of the nervous system. Neuronal morphology
skeletons, obtained through various methods, can generate a range of intriguing hypotheses
and insights into neural circuits at the level of individual neurons and synapses [4,5].

Neuronal morphology is a critical research field in neuroscience with significant appli-
cations across various fields, particularly in brain research. The reconstruction of neuronal
morphology involves extracting quantitative data that characterize nerve fibers from image
stacks. As research advances, there is a growing demand in academia for the simulation of
cellular behaviors using three-dimensional, high-fidelity models [6]. Through various 3D
reconstruction methods, detailed morphological information of neurons can be obtained
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and subsequently converted into digital models. This morphological reconstruction process
provides essential data and technical support for subsequent biological simulations of
neurons. For instance, numerical simulations of reaction–diffusion problems [7] require
precisely defined neuronal geometries. Consequently, one of the key challenges in neuro-
science is the robust conversion of tracked results into high-quality neuronal membrane
surfaces, which can then be used to generate tetrahedral meshes supporting reaction–
diffusion simulations across individual neurons or entire neural networks. Researchers
have compiled extensive databases of 3D models derived from realistic reconstructions
of neuronal morphology. These efforts offer valuable insights into the spatial structure
and morphology of neurons, thereby providing essential data and technical support for
advancing research in neuroscience and biology.

This study aims to integrate three-dimensional neuronal reconstruction with implicit
neural representation techniques, enabling the direct end-to-end extraction of neuronal
membrane surface meshes from volumetric image stacks. By leveraging a deep learning-
based framework that incorporates Graph Convolutional Networks (GCNs) and attention
mechanisms, our approach accurately captures the detailed reconstruction of local dendritic
branches and the global continuity of entire neuronal structures. The use of implicit repre-
sentations allows for smoother and more coherent modeling of fine neuronal morphology.
Figure 1 compares the traditional neuron reconstructing framework with our approach.
In traditional neuronal reconstruction workflows, the process typically begins with the
extraction of neuronal skeletons from volumetric image stacks. This is usually achieved
through skeletonization algorithms that trace the central paths of neurites. The resulting
skeleton data are subsequently transformed into a three-dimensional membrane surface
mesh using using explicit or implicit modeling algorithms from the field of computer
graphics. This two-stage pipeline relies heavily on the accuracy of intermediate representa-
tions and often suffers from cumulative errors, leading to potential loss of morphological
detail and structural discontinuities. Here, we employ an MLP as a continuous function
approximator that maps spatial coordinates to corresponding SDF values. The resulting
continuous representation allows for high-fidelity mesh reconstruction through iso-surface
extraction techniques such as Marching Cubes. Our approach not only guarantees the rapid
and efficient direct reconstruction of neuronal morphology from original image stacks
but also accommodates more complex neural network architectures. Through the precise
reconstruction of neuronal morphological structures, we can gain a deeper understanding
of the spatial characteristics and interconnections of neurons. These improvements provide
a robust technical foundation for high-resolution neuronal modeling and neural topology
analysis, contributing valuable insights into brain function and supporting a wide range of
neuroscience research and applied neurotechnological development.

The main contributions of our work are summarized as follows:

• We present a new deep learning framework capable of extracting neuronal membrane
surfaces from image stacks in an end-to-end manner.

• We propose a framework for neuronal reconstruction that integrates a GCN with
attention mechanisms to accurately extract neural structural features.

• The proposed method demonstrates superior performance in both the detailed recon-
struction of local dendritic regions and the global reconstruction of complete neuronal
dendritic structures.

The rest of this manuscript is organized as follows: We first review related work in
Section 2. The details of the network architecture are described in Section 3, encompassing
the specific method for fitting SDF using implicit neural representations. The test results
and reconstruction analysis are discussed in Section 4, followed by the conclusion and
discussion in Section 5.
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Figure 1. Comparison of traditional methods and ours. (a) Framework of conventional neuronal
reconstruction. (b) Our proposed reconstruction framework. (c) Examples of tracking result. It shows
projection of skeleton files in entire brain atlas.

2. Related Work
2.1. Neuron Tracing from Light Microscopy Images

Over the years, various methods have been developed for single-neuron reconstruc-
tion. Skeletonizations [8,9], while applicable to diverse image data, exhibit poor noise
resistance and often require manual refinement. Region-growing methods offer higher
reconstruction efficiency but struggle with reconstructing fragmented neurons [10–12]. To
address these challenges, variational methods [13,14] and graph-based approaches [15,16]
have been proposed. However, variational methods tend to be slow when processing
large-scale data and are prone to over-segmentation in noisy images, while graph-based
approaches are susceptible to misclassifying noise as valid tracking results [17]. The
Rivulet2 method [18] utilizes local neuronal features to trace neural signals within the
surrounding context at each processing stage. Similarly, the FMST method [19] employs a
two-stage approach: first, it over-reconstructs the neuron, then systematically refines the
reconstruction through targeted pruning to improve accuracy. Another two-stage tracking
approach, Automation-Following-Manual (AFM), integrates manual modifications and
annotations following the application of an automated tracking algorithm [20]. Despite
numerous optimization attempts from diverse research perspectives [21], automatic tracing
methods continue to face significant challenges. Specifically, they remain highly dependent
on precise foreground/background segmentation and struggle to capture the intricate
morphological details inherent in neural imaging.

Beyond these traditional methods, machine learning-based recognition models [22,23]
have been applied to neuronal morphology tracing. Deep learning-based image segmen-
tation models, particularly those built upon 3D U-Net architectures [24,25] have been
widely adopted for neuronal fluorescence imaging. However, the inherent complexity
of these images presents significant challenges. The intricate structures, coupled with
the persistent difficulty of achieving precise foreground/background segmentation, sub-
stantially constrains the generalizability of these approaches across diverse datasets and
biological species [26]. Techniques such as sparse dictionary learning [27] and supervised
learning [28] improve the detection of weak signals during reconstruction. However, these
approaches require substantial annotated data and computational resources to achieve
high recognition accuracy. Currently, the field of neuronal image analysis lacks a compre-
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hensive tracing algorithm capable of delivering consistently robust and accurate neuronal
reconstructions across diverse imaging modalities. Existing automated methods remain
fundamentally constrained, exhibiting significant vulnerabilities to noise interference and
signal discontinuities. Consequently, these approaches frequently necessitate extensive
manual intervention and post-processing to rectify reconstruction artifacts and validate
morphological accuracy [29,30].

2.2. Neuron Reconstruction from Morphology Skeletons

Significant efforts have been made in the three-dimensional reconstruction of neuronal
morphology from tracked images, yielding numerous scientific achievements. Several
software packages, such as Neurolucida [31], NeuroConstruct [32], NeuGen [33], and
Genesis [34], provide tools for constructing three-dimensional neuronal surfaces using
mesh-based methods. However, models generated by these methods often suffer from poor
mesh quality, with branching structures frequently prone to self-intersection during model-
ing. Other approaches, including Neuronize [35], NeuroTessMesh [36], AnaMorph [6], and
Neuromorphovis [37], have introduced various optimizations to improve the morphology
and mesh quality of the soma region. In addition, several studies have leveraged tradi-
tional computer graphics techniques to develop implicit surface reconstructions. Notably,
Abdellah et al. [38,39] introduced an innovative point-skeleton-based metaball approach,
achieving remarkable precision in constructing detailed vascular mesh models. In parallel,
Zhu et al. [40] proposed a sophisticated methodology that integrates line skeletons with a
progressive convolution approximation strategy, effectively generating high-fidelity surface
meshes that capture the intricate morphological features of neuronal structures. Neverthe-
less, the conventional two-state approach—first tracking skeleton information from images
and then generating membrane surfaces—remains cumbersome and indirect. Additionally,
the resulting membrane surfaces may not always accurately reflect the original pixel data.
As a result, the direct extraction of neuronal membrane surfaces from image stacks remains
an important research direction for further exploration.

2.3. Implicit Neural Representation

In recent years, implicit neural representations (INRs), exemplified by neural rendering
technologies such as Neural Radiance Fields (NeRFs) [41], have gained significant attention.
The core principle of this AI technology is to represent an object’s state using a continuous
function and approximate it through neural networks. MLPs play a crucial role in INR
by enabling neural networks to model the relationship between spatial coordinates and
geometric properties, thereby facilitating the representation of high-precision, continuous
3D shapes. In occupancy networks [42], MLPs are trained to map the relationship between
the input spatial point coordinates and object occupancy, outputting a binary probability to
efficiently and continuously represent 3D surfaces. In NeRFs, for a fixed viewpoint, MLPs
map 3D spatial coordinates to corresponding RGB color values and density values based
on position and viewing direction. This approach is used to reconstruct 3D scenes from
multi-view images, emphasizing how MLPs capture complex textures and reflective effects.
For 3D object reconstruction, methods such as DeepSDF [43] are widely used. DeepSDF
employs MLPs to fit a signed distance function, where 3D input coordinates yield the
distance from a point to the object’s surface, enabling the flexible representation of complex
3D shapes.

In the field of biosciences, INRs have gradually been applied to various tasks, including
undersampled image reconstruction [44–48], registration [49,50], compression [51,52], and
segmentation [53]. For instance, Wiesner et al. [54] improved the DeepSDF approach to
model live cell morphological changes using INR, accurately capturing surface details and
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topological variations under different cell growth modes. Similarly, Bernard et al. [55]
applied INR to model the development of abdominal aortic aneurysms, highlighting its
potential clinical value in simulating pathological changes. However, applying INR to fit 3D
objects with tree-like structures often yields suboptimal results. These structures are highly
fractal and hierarchical, with intricate geometric details such as small branches and irregular
curves that pose challenges for INR representations, particularly when network capacity is
limited. Additionally, branches within each hierarchical layer are closely interrelated with
both parent and child nodes. Since INR typically represents an object’s geometry using a
single implicit function, capturing the complex local details of hierarchical tree structures
within a global model remains a significant challenge.

3. Methods
We propose an implicit shape representation framework for neuron reconstruction,

leveraging a hybrid neural architecture. As shown in Figure 2, our approach consists of
two main components. First, we employ a 3D ResNet-based image encoder [56] to extract
hierarchical visual features from image stacks. The encoder, composed of multiple 3D con-
volutional layers with batch normalization and ReLU activations, encodes spatial patterns
into a latent representation, which is then passed to an MLP. Second, the network integrates
a Graph Attention Network (GAT) [57] and a GCN to encode the structural properties of
neurons, ensuring that the implicit neural representation captures both the geometric and
topological characteristics of neuron structures. These two feature representations—graph-
based structural encoding and image-based feature extraction—are fused and processed
through a sequence of layer normalization and fully connected layers to predict the signed
distance function of the neuronal membrane surface. By leveraging the interplay between
graph-based and image-based feature representations, our model effectively reconstructs
detailed neuronal morphology. The resulting implicit shape representation can then be
used to reconstruct a mesh using techniques such as Marching Cubes [58].

Figure 2. During network training, the input consists of image stacks and their corresponding
skeletons, which are processed by an image feature encoder and a graph feature encoder. These
extracted features are then jointly fed into an MLP with 12 hidden layers. These predictions are
compared against the ground truth obtained by voxelizing [59] the skeletons. The resulting loss is
computed and backpropagated through the network to optimize the model.

3.1. Using SDF to Represent Neurons

The implicit surface model naturally generates smooth surfaces with seamless tran-
sitions while effectively handling complex topological changes. This approach enables
neuron morphology reconstruction through isosurface extraction. In this model, the SDF
represents the distance between any point in space and the neuron membrane surface.
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Specifically, when the SDF value at a given point is zero, the point lies precisely on the
neuron membrane surface. By applying isosurface extraction techniques such as the March-
ing Cubes, the geometric structure of the neuron membrane can be reconstructed from the
SDF field. To further illustrate this concept, we define a three-dimensional spatial domain
P = [−1, 1]3, where each point p = (x, y, z) ∈ P is represented by the SDF. The signed
distance function is then defined as Equation (1).

SDF(p) =


d(p), if p is outside the surface;

0, if p is on the surface;

−d(p), if p is inside the surface.

(1)

The SDF value not only represents the Euclidean distance from a point to the neuron
membrane surface but also encodes directional information through its sign, indicating
whether the point lies inside or outside the membrane. This approach facilitates high-
precision neuron morphology reconstruction while preserving topological integrity and
geometric continuity.

3.2. Implicit Representation Modeling

To formalize our neuron reconstruction framework, we adopt an INR approach, where
the neuronal structure is modeled as a continuous function in 3D space. Specifically, we
learn a function fθ : Rd ×R3 → R, parameterized by an MLP, that maps a latent shape
code z ∈ Rd and a spatial coordinate x ∈ R3 to a signed distance value SDF(x) ∈ R as
function (2):

fθ(z, x) ≈ SDF(x), (2)

where z is jointly derived from the image stacks and the corresponding neuronal skeleton
graph structure. The input image stacks I ∈ RH×W×D can be processed through an image
feature encoder Φimg to obtain an embedding. The equation is shown as (3):

zi = Φimg(I). (3)

In parallel, to encode the graph structure, a GCN with three convolutional layers
further enhances feature learning by aggregating information from neighboring nodes.
Owing to the distinctive structure of neuron skeleton files, the input can be naturally
represented as a graph G = (x, E). Given input node features x and the graph’s edge
structure E (represented as an adjacency matrix or edge list), each GCN layer updates node
features through convolution operations as described in Equation (4).

h(1) = GCNConv(x, E), (4)

which can be further transformed into Equation (5).

h(1) = σ(ÂxW1). (5)

The same can be inferred for other convolutional layers as in Equations (6) and (7).

h(2) = σ(Âh(1)W2); (6)

h(3) = σ(Âh(2)W3), (7)

where Â is the adjacency matrix, Wl is the weight matrix, and σ is the activation function.
Based on the GCN, we intend to introduce an attention mechanism. In GAT, node feature
updates are achieved through weighted aggregation of neighboring nodes. Given a node v
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and its set of neighboring nodes N (v), the feature of each node is updated by performing
a weighted sum over the features of its neighbors, where the weights are dynamically
computed using an attention mechanism. Hence, in each layer of GAT, the node feature
update process can be represented by the following Equation (8):

h(l+1)
v = σ

 ∑
u∈N (v)

α
(l)
uv W(l)h(l)u

, (8)

where α
(l)
uv is the attention coefficients indicating the relevance between node v and its

neighboring node u. It is worth noting that we introduce a Top-K mechanism here, where
we first compute the attention weights for all neighbors, and then select the top-K highest
weights. The Top-K operation can be expressed as Equation (9):

α
(l)
uv =


exp(σ(aT [W(l)h(l)u ||W(l)h(l)v ]))

Zv
, if u ∈ Tv;

0, otherwise,

(9)

where Tv is the Top-K neighbor set of node v, selecting the Top-K largest attention weights.
Zv is the normalization factor which can be expressed as Equation (10):

Zv = ∑
u∈Tv

exp(σ(aT [W(l)h(l)u ||W(l)h(l)v ])). (10)

In this case, the updated GCN formula can now be represented as Equation (11):

h(l+1)
v = σ

(
∑

u∈Tv

α
(l)
uv W(l)h(l)u

)
(11)

The input skeleton morphology can be processed through a stack of GCN or GAT
layers to extract node embeddings, followed by global pooling shown as Equation (12):

zg = GlobalPool
(
{h(L)

v }v∈V
)

, (12)

The final latent code is formed by concatenating the two modalities as Equation (13):

z = [zg; zi] ∈ Rd. (13)

The model is trained by minimizing a reconstruction loss over sampled 3D points and
corresponding ground truth SDF values, combined with a regularization term on the latent
code shown as Equation (14):

L(θ, z) = ∑
x∈X

∥ fθ(z, x)− SDF(x)∥2 + λ∥z∥2, (14)

where X is the set of sampled 3D locations and λ controls the strength of latent code regu-
larization. This formulation not only ensures accurate and efficient neuron reconstruction
but also establishes a solid mathematical basis for the subsequent network architecture,
particularly in integrating graph and image-based feature encoding.

3.3. Neural Network Architecture

During training, image stacks and the corresponding tracked skeletons are fed into
the network as paired data. The image component first passes through a lightweight deep
residual network designed to extract essential three-dimensional features. This network
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consists of 3D convolutional layers, batch normalization, ReLU activation, max pooling, and
basic residual blocks. By incorporating skip connections within a shallow architecture, it
enhances gradient flow, stabilizing feature learning. The compact structure, with a reduced
number of layers, preserves strong feature extraction capabilities while mitigating the
vanishing gradient problem, ultimately improving convergence speed and generalization
performance.

Next, the network interprets the corresponding tracked skeletons as a graph. A three-
layer GAT module is first applied, consisting of three linear transformation layers for
feature conversion, followed by a graph attention layer that processes the dependencies
between nodes in the neuron tree structure. This attention mechanism enables weighted
information transfer, effectively capturing local features.

The feature vectors extracted by the GAT and GCN modules, along with the neuronal
coordinates and initialized high-dimensional feature vectors, are fed into a fully connected
MLP network. The network architecture consisted of 12 layers, each containing 128 units.
The model incorporated latent vector injections at layers 4, 7, and 10, and normalization was
applied to all layers. The latent vector dimensionality was set to 64 and initialized randomly
from a normal distribution N (0, 0.012). This deep feedforward neural network encodes
latent vectors and spatial coordinate information to generate SDF values corresponding to
these points. During training, multiple loss functions—including Binary Cross-Entropy
(BCE) loss, focal loss, and Dice loss—are combined to enhance model performance. Addi-
tionally, L2 regularization and gradient clipping are applied to improve the training stability.
Specifically, BCE loss [60] is used to evaluate the discrepancy between the predicted and
the ground truth SDF values. It is primarily employed when the label is negative, meaning
the point lies outside the object’s surface. The detail is given as Equation (15).

LBCE = − 1
N

N

∑
i=1

(
yi log(pi) + (1 − yi) log(1 − pi)

)
, (15)

where pi represents the i-th sample predicted by the MLP, and yi denotes its corresponding
label.

On this basis, focal loss is introduced to further improve BCE loss, addressing category
imbalance [61], especially for dealing with sparse labels in data preprocessing. This loss
functions adjusts the contribution of each sample based on the confidence of the predicted
probability, emphasizing misclassified samples. Additionally, Dice loss is employed to
measure the overlap between predictions and ground truth labels, making it effective for
mitigating data imbalance [62]. The combination of focal loss and Dice loss improves the
model’s performance on sparse data and misclassified samples, which can be expressed as
Equations (16) and (17).

Lfocal = −αt(1 − pt)
γ log(pt); (16)

Ldice = 1 − 2|A ∩ B|
|A|+ |B| ; (17)

where pt represents the predicted probability for each coordinate, |A ∩ B| denotes the
intersection area between the predicted region and the ground truth region, and |A| and
|B| correspond to the area of the predicted and ground true region, respectively.

Therefore, the overall loss can be expressed as Equation (18).

Ltotal = λLfocal + (1 − λ)Ldice. (18)
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4. Experiment Results
4.1. Data

We validated our approach using multiple datasets, including the dendritic mor-
phology provided by Peng [63]. This dataset contains 1741 single-neuron morphological
samples from a variety of molecularly defined cell types, primarily sourced from the mouse
brain. For our experiments, we specifically extracted the dendritic regions. The second
dataset, gold166 [64], is one of the largest neuron morphology datasets in neuroscience,
comprising brain and nervous system samples from multiple species, including mice,
Drosophila, zebrafish, and humans. The combination of these datasets demonstrates that
our proposed method not only achieves high-quality reconstruction in local dendritic
regions but also effectively reconstructs complete neuronal tree structures.

4.2. Reconstruction Analysis
4.2.1. Quantitative Analysis

To assess the reconstruction efficiency of our INR-based approach compared to tradi-
tional methods, we separately measured both training and inference times. Our implicit
shape representation models were trained using a single RTX 4090 GPU. Specifically, the
training was conducted for 1500 epochs, with each epoch taking approximately 100 s, result-
ing in a total training time of approximately 40 h. The network was implemented in Python
3.9.16 using PyTorch 2.5.0. We trained the model with periodic activation functions [65,66],
which demonstrated superior reconstruction of complex signals compared to non-periodic
alternatives [67]. The model weights were optimized using the Adam optimizer [68] with a
base learning rate of 1 × 10−4, which was decayed by a factor of 0.5 every 500 epochs, in
accordance with the defined step-based learning rate schedule.

During testing, we evaluated the model’s ability to reconstruct neurons from voxel-
based representations across samples with varying structural complexity. As shown in
Tables 1 and 2, we quantitatively compared the original and reconstructed neuron models
by measuring key morphological properties, including volume and surface area. The evalu-
ation encompassed neurons from multiple datasets, ensuring a comprehensive assessment
across diverse structural configurations.

Table 1. Quantitative analysis for volume reconstructed from 2 datasets using different methods.

Dataset Original Ours DeepSDF Wiesner

Peng 25,247.3 ± 16,013.2 27,081.7 ± 10,657.1 1504.0 ± 1151.8 2928.3 ± 1280.1
gold166 4,869,980.7 ± 3,471,001.5 4,957,674.0 ± 99,378.0 523,663.0 ± 5,430,585.7 165,344.0 ± 17,911.9

Table 2. Quantitative analysis for surface reconstructed from 2 datasets using different methods.

Dataset Original Ours DeepSDF Wiesner

Peng 25,122.3 ± 8887.2 28,860.0 ± 5462.3 1483.6 ± 824.2 3942.0 ± 943.1
gold166 887,116.5 ± 591,552.0 761,935.0 ± 46,552.1 326,129.7 ± 246,538.4 25,914.5 ± 26,041.1

Tables 3 and 4 compare the accuracy rates of various methods in reconstructing neu-
ronal volumes and surfaces. By analyzing these metrics, we aimed to validate the fidelity
of voxel-based neuron reconstructions and their ability to preserve fine morphological
details while maintaining topological consistency. Additionally, Tables 5 and 6 present
three commonly used metrics for evaluating 3D reconstruction quality, providing a com-
prehensive assessment of neuron reconstruction performance. Compared to other methods,
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our approach achieves a voxel-wise distance closer to the ground truth and demonstrates
superior performance in both global volumetric overlap and local consistency.

Table 3. The accuracy of volume reconstruction for the two datasets using different methods.

Dataset Ours Deepsdf Wiesner

Peng 92.7% 5.9% 11.6%
gold166 98.2% 10.8% 3%

Table 4. The accuracy of surface reconstruction for the two datasets using different methods.

Dataset Ours Deepsdf Wiesner

Peng 85.1% 5.9% 15.7%
gold166 85.9% 36.8% 2.9%

Table 5. Quantitative evaluation of 3D reconstruction performance on Peng’s dataset using three
complementary metrics: Chamfer-L1 distance (measuring point-wise surface accuracy, with lower
values indicating better performance), volumetric IoU (assessing overall shape similarity, with higher
values indicating better reconstruction), and localized volumetric IoU (evaluating accuracy in critical
regions). Together, these metrics provide a comprehensive assessment of reconstruction quality,
capturing both global shape accuracy and fine-grained geometric details.

Method CD ↓ IoU ↑ Localized IoU ↑
Ours 14.9 0.85 0.77

DeepSDF 94.1 0.05 0.045
Wiesner 84.3 0.10 0.09

Table 6. Quantitative evaluation of 3D reconstruction performance on the gold166 dataset using three
complementary metrics.

Method CD ↓ IoU ↑ Localized IoU ↑
Ours 14.1 0.90 0.81

DeepSDF 63.2 0.08 0.07
Wiesner 97.1 0.02 0.018

Reconstruction was performed at a resolution of [256, 256, 256], using 10,000 sampled
points per subset and one frame per sequence. To ensure a fair comparison with traditional
methods that do not require training, we only report inference-time reconstruction speed
for all approaches. Training time is considered an offline cost and excluded from the
runtime comparison. We integrated AFM [20] and the quasi-uniform surface meshing
method [40] to enable both neuronal skeleton tracing from image stacks and membrane
surface reconstruction. Using the former method, the average tracing time per neuron
is approximately 20 min, while the latter implicit surface method generates membrane
surfaces in an average of 34.3 min. Thus, the total estimated time required by the traditional
pipeline is approximately 54.3 min per neuron, as shown in Figure 3. In contrast, our
method achieves an average inference time of approximately 258.3 s per shape, representing
a more than 12-fold speed-up. This significant improvement highlights the practicality of
our approach for applications requiring rapid and repeated reconstructions, such as large-
scale neuron morphology databases. Although our method’s inference time is comparable
to other implicit reconstruction approaches, it significantly outperforms these methods in
reconstruction quality.
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Figure 3. A comparison of time consumption between different methods.

4.2.2. Visualization Analysis

Our experimental results demonstrate significant improvements over existing implicit
neural representation methods. Figure 4 compares our results with those produced by
DeepSDF and Wiesner’s method on Peng’s dataset, while Figure 5 presents test results
on the gold166 dataset. The ground truth is derived by voxelizing the traced output from
the original dataset, serving as a high-fidelity representation of neuronal morphology. In
neuron tracing, this is widely considered a gold standard due to its precision.

Figure 4a depicts a case where branch details and background noise appear similar.
Despite this challenge, our method (Figure 4g)—leveraging GAT and GCN—achieves
excellent reconstruction results, whereas Figure 4j,m fail to effectively identify the regions
requiring reconstruction. Figure 4b presents a scenario with coarser neuronal branching
and greater contrast between noise brightness and the neuron. Our method (Figure 4h) suc-
cessfully reconstructs the neuronal structure, while Figure 4k,n are only able to reconstruct
the soma region. Figure 4c illustrates a more challenging case involving finer branches
and complex topology. Our method (Figure 4j) preserves the topological structure more
effectively than the compared methods.

Further comparisons are detailed in Figure 5: Figure 5a shows a case with smaller
branches, where our method preserves connectivity well. Figure 5b represents a complex
scenario with dense and elongated branches. Our method (Figure 5j) effectively retains
both fine branch details and long branch connections. Figure 5c highlights a case where
the branches undergo significant angular twists, demonstrating our method’s ability to
maintain structural integrity. Figure 5d showcases the reconstruction capability in cases of
dense branching, further illustrating the robustness of our approach. These comparisons
underscore the advantages of our method in preserving fine details, connectivity, and
topological relationships across various challenging scenarios.

In conclusion, our approach more effectively captures intricate branching details and
preserves richer topological information. In contrast, DeepSDF tends to produce overly
smooth reconstructions that lack fine details, while Wiesner’s method often results in
scattered and fragmented structures. By maintaining fine, tree-like features, particularly in
regions with complex branching patterns, our approach enables a more accurate represen-
tation of neuronal geometry and topology. This enhanced capability is especially critical
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in cases where detailed connectivity and structural variations are essential. The superior
performance in both branch detail and topological fidelity underscores the effectiveness of
our method in capturing the nuanced complexities of neuronal structures.

Figure 4. (a–c) Raw image stacks cropped from the dendritic region of Peng’s dataset. (d–f) The
skeletonized file of the tracked region, serving as the ground truth after voxelization. (g–i) The 3D
neuron model reconstructed using our implicit representation method. (j–l) The reconstruction result
using the DeepSDF method. (m–o) The reconstruction result using the Wiesner method.

Figure 5. (a–d) Raw image stacks from the gold166 dataset. (e–h) The skeletonized file of the tracked
region, serving as the ground truth after voxelization. (i–l) The 3D neuron model reconstructed using
our implicit representation method. (m–p) The reconstruction result using the DeepSDF method.
(q–t) The reconstruction result using the Wiesner method.

Moreover, Figure 6 illustrates the robustness of the proposed network under challenging
imaging conditions, where input images contain substantial artifacts and noise, including
intensity fluctuations, background blurring, and scanning inconsistencies commonly found
in microscopy data. Despite significant image degradation, the model accurately reconstructs
the overall neuronal structure while preserving essential morphological features and spatial
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connectivity. Specifically, it successfully identifies the primary trajectories of dendrites
and axons, maintains precise diameter estimations along neuronal processes, and ensures
high structural fidelity at branch junctions, effectively mitigating common issues such as
discontinuities, misconnections, and volume inconsistencies. These results highlight the
model’s strong robustness and generalization ability, allowing reliable reconstruction even in
low-signal-to-noise-ratio (SNR) scenarios where conventional thresholding-based methods
typically fail. Quantitative analysis reveals that our method retains over 85% structural
completeness compared to the ground truth, even under significantly increased noise levels.
Notably, its implicit regularization properties help maintain structural integrity and biological
plausibility, underscoring its applicability in complex real-world imaging environments such
as in vivo imaging or thick-tissue sections where optical clarity is compromised.

Figure 6. Different morphological dendrites of neurons and their corresponding reconstructions.
(a–c,g–i) Raw image stacks. (d–f,j–l) The 3D neuron model reconstructed using our implicit represen-
tation method.

Notably, the proposed model shows strong reconstruction performance in the soma–
dendrite regions of neuronal voxel stacks. It can also complete neuron structures with
relatively high imaging quality. This strong performance is primarily due to the structural
constraints imposed by the Graph Feature Encoder. However, the SDF fitting process
remains sensitive to variations in raw image intensity and signal quality. As illustrated in
Figure 7a,b, two challenging scenarios highlight the limitations of the model. In Figure 7c,
the reconstruction result corresponds to a dendritic segment cropped from the image,
where extraneous branches originating from neighboring neurons are present. These
interfering structures are difficult to exclude accurately during SDF fitting, leading to the
reconstruction of redundant or false branches, which compromises structural precision.
In Figure 7b, the effective imaging region (highlighted by the red frame) occupies only a
small portion of the entire volume, thereby increasing the difficulty in accurately fitting
fine dendritic branches. As a result shown in Figure 7d, the reconstruction suffers from
discrete artifacts, such as scattered voxels or fragmented structures.

To address these issues, we incorporate a post-processing step based on the largest
connected component extraction. This step effectively removes spurious, unconnected
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fragments from the reconstruction results without affecting the integrity of the main struc-
ture. By applying this strategy, the overall structural completeness and continuity of the
reconstructed neurons are significantly improved in Figure 7e,f, yielding more reliable and
biologically interpretable outcomes.

Figure 7. (a,b) The original image stacks. Especially, the red frame indicates that the proportion of
the effective area in the original image is relatively small. (c,d) The reconstruction result. (e,f) The
optimized effect after post-processing.

4.3. Space of INR

In this work, we represent neurons extracted from image stacks using INRs. To analyze
the space of these INRs, we apply t-SNE to visualize how structurally similar neurons
cluster in the 2D t-SNE space. As shown in Figure 8, neurons with similar morphologies
tend to group together. To further quantify these relationships, we compute the matrix of
L2 distances between the INRs of neurons, where each neuron corresponds to a specific
structure in the image stack. Our observations reveal that neurons with similar structures
exhibit smaller L2 distances (closer to zero), indicating higher similarity in their INRs.
Conversely, as the structural differences between neurons increase, the L2 distance grows
accordingly, a pattern visually represented by the color gradient in the heatmap.

(a) (b)

Figure 8. Neuron statistics. (a) Two-dimensional t-SNE plot of the skeletons. (b) L2 distance between
INRs of neurons with similar structures.
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5. Discussion
The proposed approach, which utilizes INR for neuronal morphology reconstruction,

offers several key advantages over traditional mesh generation methods. By modeling
the SDF with an MLP, our method eliminates the need for explicit segmentation and inter-
polation, which are often prone to errors and computationally intensive. The SDF-based
modeling ensures the generation of smooth, continuous surfaces, maintaining high struc-
tural fidelity in the reconstructed neuronal membranes and avoiding common issues such
as over-segmentation or loss of fine details. Furthermore, implicit neural representations
provide a flexible framework capable of adapting to neurons with highly complex, tree-like
morphologies, ensuring that even intricate dendritic branches are accurately preserved. Our
evaluations demonstrate that this approach consistently outperforms traditional methods
in terms of surface continuity, topological accuracy, and robustness across diverse datasets.

In addition, conventional approaches for neuronal reconstruction often involve multi-
ple intermediate processing steps, such as manual tracing, automated segmentation, and
meshing via neuronal skeleton representations. While these methods have been widely
used, they are prone to artifacts such as discontinuities at segment junctions and inaccura-
cies due to the discrete nature of voxel-based processing. Furthermore, methods relying
on explicit mesh generation from skeletons can lead to loss of detail, particularly in highly
branched structures or regions with complex curvatures. In contrast, our proposed end-
to-end approach allows direct reconstruction of neuronal surfaces from raw image stacks,
eliminating the need for intermediate data conversion. The use of SDF provides an inherent
robustness against noise and inconsistencies in microscopy images, leading to a more stable
and precise reconstruction process. However, one potential limitation of our method is its
dependency on neural network training, which may introduce computational overhead.
While this approach significantly improves reconstruction accuracy, further optimization
of inference speed and memory efficiency will be necessary for large-scale applications in
neuroscience research.

It has been noted that different microscopy techniques may influence our method’s
performance. While confocal microscopy shares similar imaging properties with the data
used in this work, its increased precision may come at the cost of higher resource consump-
tion. This may necessitate adjustments in parameter configurations to accommodate larger
data sizes and computational demands. Regarding light-sheet microscopy, although it
offers a broader dynamic range and is commonly used for time-lapse imaging, our focus
on static reconstructions minimizes the impact of its dynamic capabilities on our method.
For electron microscopy (EM), its extremely high resolution introduces unique challenges
such as noise and data sparsity. Adapting our approach to handle EM data would likely
require specialized modifications, which we consider an import avenue for future research
aimed at extending our method for detailed reconstructions.

The ability to generate high-resolution, continuous neuronal surface meshes directly
from image stacks opens new possibilities for neuroanatomical studies, functional simu-
lations, and large-scale connectomics research. The improved accuracy in neuronal mor-
phology reconstruction can benefit downstream applications such as synapse modeling,
electrophysiological simulations, and brain connectivity analysis. Additionally, the adapt-
ability of implicit neural representations suggests potential extensions to other biological
structures beyond neurons, including glial cells and vascular networks. Future work may
focus on integrating our approach with multimodal imaging techniques to further improve
reconstruction accuracy, as well as extending the method to handle large-scale neuronal
datasets with higher computational efficiency. Moreover, incorporating domain-specific
constraints and neuroscientific priors into the neural network architecture could further
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improve the biological plausibility of the reconstructed models, ultimately leading to more
accurate representations of neuronal structures in computational neuroscience studies.

6. Conclusions
In summary, our method provides a new and effective solution for morphology

reconstruction using implicit neural representations. It addresses several limitations of
traditional approaches, including segmentation errors, discontinuities at segment junctions,
and loss of detail in complex regions. By directly reconstructing neuronal surfaces from
raw image stacks through an SDF-based neural network combined with image and graph
feature encoding, our approach offers a robust, accurate, and adaptable framework for
capturing intricate neuronal structures.
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