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Abstract—The introduction of human-centered artificial 

intelligence (HCAI) in the financial technology (FinTech) 

industry was borne out of the need to have an AI system that has 

the interest of humans at its heart. The deployment of HCAI 

thus heralded a new ease of doing work. This paper presents a 

conceptual model on the applications of human-centered AI 

within the FinTech domain, drawing on insights from an 

interactive management workshop. Three trigger questions 

were raised with experts in the field in developing a conceptual 

model for applying HCAI in the FinTech industry to understand 

the ongoing research efforts; current challenges, limitations and 

gaps that are restricting research in this domain; and key areas 

that should be prioritized in developing a strategic research 

agenda for HCAI in FinTech. Our findings, based on the output 

from the IM session revealed that focus in HCAI should focus 

more on areas such as ethics, fairness and bias, transparency 

and accountability, regulation and governance, cost of 

implementing AI-driven systems, cybersecurity, trust, 

maliciously developed AI systems, climate change challenges, 

and expertise of AI model developer. 
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I. INTRODUCTION 

Technological progress has been accelerated, leading to 
the development of big data analytics, machine learning (ML), 
and artificial intelligence (AI). These developments have 
made it possible to automate financial procedures, improve 
data analysis capabilities, and support better-informed 
financial decision-making. Financial technology (FinTech) 
applies technology and cutting-edge techniques to improve 
financial activities and automate financial services [1,2]. 
Hence, the FinTech sector has benefited greatly from the 
ongoing advances in AI. This is because the sector has 
continuously been at the forefront of technological innovation, 
quickly improving client experiences and preserving a 
competitive advantage in the market. Considering this, the 
banking industry’s adoption of AI has created new 
opportunities for breakthroughs in risk management, fraud 
detection, and regulatory compliance. AI technology is being 
adopted by financial institutions, whether internally, 
externally, or through ecosystem-based collaborations. 

Many advantages come with AI-powered solutions, 
including greater security measures, better customer 
identification procedures, real-time fraud detection, and 
thorough creditworthiness assessments. By utilizing AI, 
financial organizations may optimize their processes, cut 
expenses, and guarantee regulatory compliance. AI algorithms 
can analyze client data to create personalized financial apps 
that cater to individual needs, including risk profiles, 
investment objectives, and spending patterns. Financial 
institutions may now obtain deeper insights into the demands 
of their consumers by utilizing modern data analytics, ML, 

and natural language processing. This allows for the 
development of customized financial solutions that cater to 
specific requirements. 

Technology companies and e-commerce platforms are 
among the many new market entrants in the financial industry 
that are taking use of their technological prowess and 
customer-centric methods. FinTech is gaining traction among 
entrepreneurs, researchers, and regulators due to its 
revolutionary technologies like blockchain and AI, which are 
driving its rapid development. The term "AI-empowered" is 
becoming more and more common. Currently, machines make 
up a sizable fraction of the important players in modern 
finance rather than only humans. They take over systematic 
and regular duties like standard analysis.  

The integration of AI technologies within the financial 
technology sector, with a primary emphasis on enhancing user 
experience and prioritizing consumer needs and preferences, 
is referred to as human-centered AI (HCAI) in FinTech. 
Indeed, HCAI emphasizes the design of AI systems with the 
user’s needs and preferences at the core.  The main benefit of 
HCAI is its ability to provide personalized financial solutions, 
replacing the “one-size-fits-all” approach. As the FinTech 
industry rapidly evolves, the widespread adoption of AI 
technologies has become increasingly prevalent.  HCAI in 
FinTech now extends beyond the application of technology 
and underscores the significance of prioritizing user 
experience.  Thus, FinTech companies are deploying AI to 
customize their services and cater to the specific requirements 
of users, ultimately leading to improved customer satisfaction 
and loyalty. 

This approach involves a thorough understanding of 
human behavior, financial decision-making processes, 
preferences, demands, and the psychology of money 
management in addition to the development of sophisticated 
computing algorithms and forecasting models. FinTech 
businesses are creating AI-powered solutions that match how 
people think about and make financial decisions by combining 
insights from cognitive psychology and behavioral 
economics. Comprehending user emotions, objectives, and 
decision-making procedures to develop AI-powered financial 
services that are not only effective but also user-friendly and 
empowering results in a seamless user experience [3]. 
Financial institutions have revolutionized their consumer 
engagement and interaction strategies by integrating these 
insights into AI-based solutions. 

One notable example is the AI-driven robo-advisor, which 
is becoming more and more popular in the market due to its 
ability to offer individualized financial advice and portfolio 
management services. Studies conducted by Pal et al. [4] and 
Chen [5] demonstrate the increasing acceptance of these AI-
driven robo-advisors due to their ability to provide 



individualized investment advice and portfolio management 
services. Comparably, AI is used in fraud detection, 
emphasizing how it can spot suspicious patterns and instantly 
reduce financial risks [6]. Also, the integration of AI into 
mobile banking and online finance platforms enhances user 
experience by streamlining processes, providing real-time 
insights, and offering personalized recommendations.  This is 
achieved through the integration of natural language 
processing and machine learning algorithms, that personalize 
and automate customer interactions, ultimately benefiting 
users and enhancing trust in the financial system.  

Research has demonstrated how these AI algorithms 
improve user experience and decision-making processes in 
HCAI in FinTech solutions, featuring the disruptive potential 
of AI [6,7]. This paper seeks to develop a conceptual model 
that is based on outputs from an interactive management 
workshop held on HCAI in FinTech organizations to ensure 
better user experience. 

II. LITERATURE REVIEW 

The deployment of AI in FinTech is a field that has 
enjoyed considerable deliberation by scholars. Some scholars 
have even taken off by examining the impact of deploying 
technology in FinTech. Making informed decisions requires 
an understanding of how technology adoption in the financial 
industry affects things. It enables financial institutions to 
evaluate the possible advantages and dangers of integrating AI 
into their daily operations. AI can result in major 
advancements in several commercial banking domains such 
as lowering loan loss rates, boosting payment processing 
security, automating tasks linked to compliance, and 
enhancing client targeting [8]. Financial organizations can 
improve their risk management skills by utilizing AI and deep 
learning models. This involves anticipating stock market 
movements by analyzing and learning from past market 
situations, predicting loan defaults by analyzing borrowers’ 
financial histories, and integrating other data streams such as 
news articles and chat bots to offer a more proactive risk 
management approach. 

There is a lot of promise that comes with using AI in risk 
management in the financial industry. It makes it possible to 
analyze massive amounts of data and spot patterns that 
conventional models would miss. This results in proactive 
decision-making and more accurate risk assessments, which 
help businesses and financial institutions better anticipate and 
reduce future uncertainties. The accuracy, speed, and cost-
effectiveness of FinTech decision-making processes can all be 
improved by using AI and deep learning. The use of AI and 
deep learning to FinTech decision-making processes makes 
risk assessments more precise, increases regulatory 
compliance, strengthens fraud prevention strategies, and 
permits more focused consumer interaction. Consequently, 
risk can be significantly increased by FinTech decision-
making processes that use AI and deep learning models. 

The application of AI in the finance sectors may assist 
company leaders in automating labor-intensive and time-
consuming processes and allow enterprises to provide clients 
with novel services [9]. Organizations that were traditionally 
financial institutions are changing into information 
technology firms, and vice versa, as the industry is 
transforming [10]. Given these changes and AI’s potential, it 
will be critical for businesses to determine the tasks that must 
be completed for AI to reach its full potential. FinTech 

“encompasses innovative financial solutions enabled by IT” 
[11]. The newest wave of finance is being driven by AI and 
data analytics, which can uncover previously undiscovered 
correlations between variables [12]. As AI changes how 
financial organizations operate, participant interaction shifts, 
and new financial mechanisms arise, concepts and tasks in the 
FinTech space are redefined. 

A new era of risk management, lending, and intelligent 
digital currencies has been ushered in by AI-powered finance 
[13]. AI holds great significance due to the financial services 
industry’s vast amount and variety of data [14]. FinTech 
applications of AI, for instance, use neural networks to 
evaluate loan applications and rule-based expert systems to 
approve loans. By lowering costs, raising productivity, and 
encouraging more customized goods, the development of AI 
contributes to the improvement of financial organizations’ 
efficiency as well as the caliber of financial services and 
products [15]. For example, FinTech lenders make loan 
decisions fast by utilizing sophisticated AI algorithms [16]. 
Additionally, investors use AI to evaluate big data to 
determine client investment preferences and obtain 
information about customer demand [17,18]. 

Contrary to common perceptions, AI serves to enhance 
and augment the capabilities of financial professionals rather 
than replacing them, thereby improving the efficiency and 
accuracy of financial processes [19].  This collaborative 
approach emphasizes the importance of human judgment and 
ethical decision-making alongside AI-driven insights, 
ensuring a balance between technological advancements and 
human values.  The integration of AI and human expertise is 
therefore essential for the successful and responsible 
implementation of AI in FinTech.  By promoting an 
environment that values both human judgment and ethical 
deliberation, financial institutions can maintain ethical 
standards while leveraging the potential of AI technologies.  
This enables institutions to enhance human capabilities, rather 
than replace them, ensuring a balanced and responsible 
deployment of AI in financial services.  As a result, financial 
institutions should invest in training programs and resources 
to support this collaborative approach, emphasizing the ethical 
implications of AI-driven insights and promoting a human-
centric decision-making process. 

In addition, as HCAI in FinTech develops, exploring ways 
to incorporate AI into regulatory compliance, improve 
cybersecurity with AI-based solutions, and use AI for 
predictive customer analysis presents promising future 
opportunities and directions.  Also, ensuring the quality and 
integrity of data is fundamental to the responsible 
implementation of AI in FinTech.  Therefore, financial 
institutions should develop diverse and representative datasets 
while actively mitigating biases and discriminatory patterns.  
Lastly, robust data governance practices, including regular 
audits and transparent data sourcing, should be implemented 
to build trust and integrity in AI-driven decision-making. 

Previous studies have been able to identify the factors that 
are responsible for the successes associated with adopting AI 
in FinTech. These success factors include having the 
appropriate resources, like data, and support from top 
management [20], as well as employees’ behaviors and 
orientations before the adoption and integration of AI [21]. It 
must however be said that these literatures however failed to 
identify the actionable objectives that are needed if one will 
get top value from AI adoption.  



It must however be said that AI is a new technology that 
presents dangers and challenges for the FinTech. Wall [22] 
asserted that non-causative links might be identified by the AI 
algorithm. Biases against specific protected classes (such as 
gender and ethnicity) may result from this. Humans find it 
difficult to control and intervene in these complicated, 
imperceptible decision processes [15]. It can be challenging to 
persuade consumers to trust financial advice and services that 
are only offered by automated systems [21]. Additionally, 
researchers discovered that FinTech lenders might circumvent 
current financial laws. Consequently, laws that support 
consumer protection measures and stimulate the creation of 
innovative technologies must be further enhanced [15]. It will 
be critical to determine the value that AI can offer and the 
goals that can be met to realize this value if the technology is 
to fulfill its full potential. Other areas of AI in FinTech include 
algorithmic trading systems that incorporate investor 
dispositions [23] and investor dependence on humanized 
robo-advisors [7].  

III. METHODOLOGY 

The purpose of this study is to construct a conceptual 
model, based on the responses from the interactive 
management (IM) workshop on HCAI in FinTech. This 
approach supports consensus decision making through idea 
generation, structuring and conceptualizing design 
alternatives [24]. 

The methodology employed is a review of these responses 
in comparison with existing literature.  This will be a guide for 
future research and practice in designing a conceptual model 
for HCAI solutions for FinTech organizations. This paper 
presents an analysis of the diverse viewpoints expressed in 
response to the selected questions on current research in HCAI 
FinTech.  The key thematic areas that were identified from the 
participants’ inputs are discussed herein. 

IV. FINDINGS AND DISCUSSION 

Three trigger questions were raised in developing a 
conceptual model for HCAI application in the FinTech 
industry: (1) what are the current HCAI in FinTech research 
that people are working on; (2) what are the current 
challenges, limitations and gaps that are restricting research in 
this domain; and (3) what key areas that should be prioritized 
in developing a strategic research agenda for HCAI in 
FinTech. Participants (n=30) were researchers and 
practitioners in the FinTech domain. The first question was 
used as an icebreaker activity and resulted the research project 
outputs (n=15) such as usability and security trade-offs, anti-
money laundering, machine learning for transaction 
monitoring, Automated KYC (Know Your Customer) 
onboarding using AI, trustworthiness, explainable AI, data 
protection and ownership, human-centered risk assessment, 
HCAI in credit allocations, and loan default prediction, just to 
name some examples. The outputs from the second (n=16) and 
third (n=12) trigger responses were analyzed by using an excel 
spreadsheet and coding the key themes. The results from Q2 
and Q3 are presented below.  

A. Current Challenges, Limitations, and Gaps Restricting 

Research in HCAI in FinTech 

The second question asked during the Interactive 
Management session was on the current challenges, 
limitations and gaps that are restricting research in Human 
centered AI in FinTech.   In response to this, the panel 

mentioned areas of ethics, fairness and bias, transparency and 
accountability, regulation and governance, cost of 
implementing AI-driven systems, maliciously developed AI 
systems, climate change challenges, and expertise of AI model 
developer (Fig. 1). 

 

Fig. 1. Conceptual model of potential challenges of HCAI in FinTech.  

The position of the participants in the IM session that 
ethical considerations is one of the challenges restricting 
research in HCAI in FinTech aligns with previous research in 
this field. The intricacy of ethical considerations in AI is 
discussed by [25], who highlights issues like the multiplicity 
of ethical principles, cultural differences, regulatory 
challenges, and cognitive biases. These challenges highlight 
the difficulty of creating a universal ethical framework for AI 
applications, reflecting the diversity of societal norms and the 
rapid pace of technological advancement. Borenstein and 
Howard [26] explore the need for AI ethics education, arguing 
that the emerging challenges in AI necessitate a structured 
approach to ethics pedagogy. Their work indicates that the 
incorporation of AI ethics into educational curricula is 
essential for preparing future generations to deal with the 
ethical dilemmas presented by AI technologies. This method 
highlights how crucial it is to give people the information and 
abilities they need to evaluate the moral implications of AI 
systems. Rezwana and Maher [27] use a design fiction study 
to examine the moral conundrums and difficulties in human-
AI co-creativity. Their study highlights the need for 
frameworks that help direct moral decision-making in 
collaborative AI applications by offering insights into user 
perspectives on ethical issues in co-creative processes. This 
study emphasizes how crucial it is to comprehend user 
expectations and experiences while creating AI systems that 
are ethically sound. 

Mittelstadt [28], pointing out important distinctions 
between medical practice and AI research, contends that 
ethical AI cannot be ensured by principles alone. According 
to this viewpoint, a moral strategy might not work well in the 
case of AI, highlighting the bottlenecks in operationalizing 
ethical principles within AI, nay HCAI. With discussion of the 
operationalization of AI ethics principles, Canca [29] offers a 
framework for developers to comprehend the ethical and 
financial trade-offs. To ensure that ethical concepts are not 
only theoretical but are actively included into the decision-
making and operational processes of AI development, this 
method is essential for integrating ethical considerations into 
the design and development stages of AI systems. 
Transparency, accountability, equity, and privacy are just a 



few of the many factors that are considered by the ethical AI 
use principles.  

However, one of the main limitations in the current 
discourse on ethical AI in finance is the dynamic nature of 
technological evolution [30,31]. The rapid pace of 
technological evolution often outpaces the development of 
corresponding ethical frameworks and regulatory standards, 
highlighting the need for ongoing research into adaptive 
ethical guidelines that can keep up with technological 
advancements and ensure that AI applications in finance 
remain in line with societal values and norms. 

The mention of fairness and bias as one of the challenges 
identified by the participants in the IM session aligns with the 
position of previous research. The ethical landscape of AI is 
full of conundrums, particularly regarding bias and fairness. 
Weber [32] highlights the crucial role societal biases play in 
shaping AI technologies, highlighting the deficiencies and 
dangers posed by lack of diversity within the field. This 
absence of diversity does not only perpetuate the existing 
societal biases but also makes them more pronounced through 
HCAI systems, thereby accentuating the need for inclusive 
engineering teams more urgent than ever. Finding these biases 
and putting strong safeguards in place to lessen their influence 
on AI applications are both difficult tasks. The significance of 
matching AI principles to detect and lessen toxicity in online 
chats is covered by [33]. This strategy is a prime example of 
the larger problem of guaranteeing equity and responsibility 
in AI systems, where moral and social ramifications transcend 
the technical sphere. Navigating the issues of fairness and 
prejudice in AI requires careful human moderation in addition 
to machine learning. There is a need for collaboration of all 
stakeholders towards addressing issues of bias and fairness 
using both ethical rules as well as technological innovations 
[34]. The moral consequences of this are much and thus 
demands a multidisciplinary approach. 

For AI systems to foster confidence and support 
responsible decision-making, transparency and accountability 
are essential. As shown in Indonesian manufacturing 
organizations, [35] examined how trust and accountability in 
AI systems have improved. Their study emphasizes the 
importance of reliability and openness in promoting a high 
level of trust in AI technology. Robust perceived 
accountability frameworks are crucial for promoting 
responsible decision-making, highlighting the necessity of 
transparent and easily available processes for comprehending 
and assessing AI choices. The difficulty of guaranteeing 
accountability and transparency in AI applications is further 
highlighted in [36] by discussion of the ethical issues 
surrounding data privacy in AI and computer science. 

To address these difficulties, a thorough grasp of the 
complex data privacy and ethics issues is necessary, requiring 
cooperation among practitioners, researchers, and 
policymakers. To ensure that technological gains do not come 
at the expense of ethical standards, this cooperative approach 
is essential for creating solutions that meet the ethical 
concerns offered by computer science and AI. The different 
ethical issues that come up during the creation and application 
of AI systems are examined by [37]. The study emphasizes the 
significance of openness, accountability, and privacy in AI 
applications and the necessity of responsible governance to 
reduce adverse effects and foster favorable results. To solve 
these issues and guarantee that AI technologies are created and 
applied in ways that benefit society, ethical standards and 

governance frameworks must be established. Adhering to 
GDPR principles like data minimization, purpose limitation, 
and user control, institutions can also build trust with 
customers and protect individual rights as AI technologies 
advance in finance [38]. 

The participants also point to the expertise of the human 
stakeholders who will be interacting with and overseeing the 
AI systems. This aligns with recent research that as AI 
becomes increasingly integrated into the financial sector; it is 
imperative for researchers and industry leaders to 
comprehensively examine the expertise level of the human 
stakeholders who will be interacting with and overseeing these 
AI systems [39].  Additionally, the transparency and 
interpretability of the AI systems themselves must be carefully 
evaluated, alongside a diligent assessment of the cost-benefit 
trade-offs associated with the implementation of these 
advanced technologies [40].  Ensuring a good understanding 
of AI capabilities and limitations among all relevant 
stakeholders, as well as maintaining transparency around the 
inner workings of AI models, will build trust and mitigate 
potential risks in the deployment of AI within the finance 
sector.  Also, careful consideration should be given to data 
privacy and protection, as the aggregation and analysis of vast 
troves of consumer financial data by AI systems raises 
important ethical concerns around individual rights and 
consent [41,42]. 

Furthermore, in response to the cost of implementing AI-
driven systems in the finance sector, thorough cost-benefit 
analysis is essential, to ensure the responsible and ethical 
deployment of these systems in the financial industry [43,44].  
Some studies on cost analysis have revealed that the 
implementation of AI-based systems in the finance sector can 
incur significantly higher upfront expenses compared to 
traditional methods. This includes the initial investment 
required for hardware, software, and other technological 
infrastructure. A thorough evaluation of the long-term benefits 
and potential risks associated with their deployment is needed. 
Also, specialized talent often exceeds the expenses associated 
with these legacy systems (Fig. 2).  Additionally, the ongoing 
maintenance and update requirements for AI-driven 
technologies can add substantial long-term costs that should 
be factored into the overall cost-benefit analysis.  Therefore, 
careful consideration of the cost implications is a necessary 
aspect that must be addressed to promote the responsible and 
sustainable implementation of AI in the finance sector [45]. 
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Figure 2. Cost-Benefit Analysis 

The need to address issues of climate change in HCAI 
deployment was also raised by the participants. This aligns 
with current research on how AI could be utilized to facilitate 
more sustainable and environmentally conscious practices.  
Studies suggests that deploying AI-powered systems in 
financial institutions can enable optimization of energy 
consumption, reduction in waste and resource utilization, as 
well as the development and implementation of 
environmentally conscious investment strategies and financial 
products [46,47].  This highlights the potential for the finance 
sector to leverage AI capabilities to drive positive 
environmental impact, aligning their operational and 
investment decisions with the goal of transitioning towards a 
sustainable, low-carbon economy [48].  By integrating AI-
enabled solutions to enhance energy efficiency, minimize 
waste, and facilitate green financing, the finance sector could 
play a significant role in accelerating the transition to a more 
sustainable future [42]. 

The identification of policy regulation and governance as 
one of the gaps is corroborated in the literature. Additionally, 
the difficulties in maintaining ethical standards in AI 
applications highlight how difficult it is to create universal 
ethical frameworks in the face of swift technology 
breakthroughs and a wide range of cultural norms. 

B. Key Areas to Prioritize in Research on HCAI in FinTech  

In response to the question raised in this regard, the 
participants identified areas such as trust, cyber-security, bias, 
and governance as those to be prioritized. 

One of the key areas the participants hope is prioritized is 
the area of trust. The position of the participants aligns with 
previous research in this regard. Since trust is essential to the 
social capital that keeps society together and is a requirement 
for the sustainable data economy and usage of AI, it is crucial 
for societies, communities, and cultures developing social 
rules for implementing AI to understand the requirements for 
trust. According to Sutrop [44], there are two types of trust: 
social trust is created by having faith in AI service creators, 
while non-personal systemic trust is created by trustworthy 
procedures, structures, values, and culture. 

Social and technical frameworks that guarantee AI 
systems’ responsibility even in complicated use cases with 
unpredictable consequences are essential to establishing and 
preserving confidence. Trust is contextual and needs to be 

considered in relation to the local environment, institutions, 
stakeholders, and technologies [45]. This implies that to build 
confidence in AI systems, it is crucial to consider 
organizational procedures, structures, and technical elements 
[46]. Technical robustness, explainability, transparency, 
traceability, and accountability are therefore necessary for 
developing reliable AI systems at the organizational and 
technical levels. 

Trustworthy AI systems are necessary for both informed 
public discussion and critical public inspection [47,48]. To 
create stronger pillars for mutual trust, communication 
opportunities, and group decision-making, however, 
interdisciplinary discussion and a comprehensive grasp of the 
many viewpoints on the effects of AI are also required.  

The participants equally raised the need to prioritize focus 
on cyber-security. The need to focus more on cyber security 
has been raised in previous studies as well. Suffice that by 
enabling the processing of ever-larger data sets with more 
complex analytics, AI models can strengthen cyber security. 
By using AI techniques, users can put more proactive fraud 
prevention and cyber security measures into place. Because of 
our increasing reliance on increasingly sophisticated digital 
systems, the interconnected globe is more vulnerable to 
cybersecurity breaches and criminality, and as a result, 
cyberthreats are outpacing our existing capacity to effectively 
prevent and manage them [49]. As a result of more advanced 
algorithms, cyberattacks are becoming more frequent, faster, 
and more complicated as AI technologies advance [50]. 
Threats include malware attacks for data leaks, zero-day 
attacks, and social engineering produced by AI. As a result, 
cyberattacks themselves are growing more common, 
complex, and damaging [51]. But concentrating on cyber 
defense alone is insufficient; instead, attention should be 
directed toward creating and routinely testing resilience to 
successful cyberattacks. 

The adoption of HCAI broadens the scope for cyberthreats 
and introduces unique, specific risks [52]. In addition to the 
usual cyberthreats arising from software vulnerabilities or 
human error, HCAI systems face new forms of exploitation. 
These threats target inherent weaknesses in HCAI algorithms 
by altering data at various stages of the AI/ML lifecycle [53]. 
Such manipulations allow attackers to evade detection, extract 
sensitive information, or lead HCAI systems to produce 
incorrect conclusions. Given their complexity and the 
potential impact on financial sector organizations, HCAI 
models require continuous oversight to promptly identify and 
mitigate these attacks [54]. Cyberthreats to HCAI pose 
significant risks to the reliability and integrity of the FinTech 
industry. Corrupted systems may undermine the sector’s 
ability to accurately assess, price, and manage risks, 
potentially resulting in the accumulation of hidden systemic 
vulnerabilities [55]. Moreover, attackers could gain access to 
training data sets containing private and sensitive financial 
information [56]. Prior research has also emphasized the 
critical need to address bias in HCAI within the FinTech 
industry. Bias in training data—often originating from 
preexisting biased processes and datasets—can lead HCAI 
models to replicate and perpetuate these biases in decision-
making [57]. 

Inaccurate and inadequate information, or data biases, may 
lead to increased financial exclusion and foster mistrust of the 
technology, particularly among the poorest [58]. Bias could 
arise from data gathering in two ways. The system may have 
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been trained on incomplete or non-representative data. For 
instance, because there would be less uncertainty involved in 
the predictions made by predictive algorithms (like those for 
loan approval), they give preference to groups that are more 
represented in the training data [59]. When designing and 
training HCAI systems, human bias can lead to bias in the 
algorithm [60]. For example, a variety of psychological, 
social, emotional, and cultural factors can influence a 
researcher’s decision regarding which features to include or 
exclude in the HCAI model. 

Despite the possibility of prejudice, AI systems could aid 
in lessening existing biases. Miller [61] points out that while 
AI systems are prone to embedded bias, they can nevertheless 
enhance decision-making by reducing human bias. Lastly, 
even though many ML or AI systems may be seen as black 
boxes, biases could be recognized and lessened by closely 
examining their prediction and decision-making processes 
rather than those of people [62,63]. 

Participants in the IM session also suggested the need to 
prioritize governance and regulations. The need for 
governance has been a subject of earlier studies. Without a 
doubt, an autonomous system will eventually encounter a 
scenario where it must make a difficult ethical choice in 
addition to deciding whether to follow a certain rule [64]. The 
need for commercial possibilities, the need to safeguard 
customers and society from gadgets that could injure or 
negatively affect them, and the requirement for manufacturers 
to understand a legal framework within which they can 
function dependably are, therefore, some of the motivations 
for regulation [65].  

The lack of a uniform definition in domestic regulations is 
criticized as it fails to ensure compliance [66]. Although, 
domestic regulations only apply nationally when it comes to 
the deployment of HCAI, the regulation of the risks posed by 
AI should have a global dimension. Stakeholders, such as 
academics, attorneys, industry professionals, and national and 
international policymakers, must be involved in the process. 
The ultimate objective is to take business interests into 
account while striking a balance between safe innovation and 
public objectives. International cooperation is crucial since the 
HCAI sector is global, with networks and computer resources 
dispersed across numerous nations. Since HCAI entities are 
functioning legally under human supervision, states and 
companies should not be allowed to decide how they wish to 
use them since they might put their own interests ahead of 
other factors.  Given that countries compete for AI 
development and may enact insufficient laws, relying only on 
national measures could result in fragmented global 
regulations. Hence, organizations started to acknowledge the 
necessity of international AI legislation. 

V. CONCLUSION 

Following what the findings from the IM workshop has 
revealed, one can simply tell that the concern of researchers 
and practitioners in HCAI application in the FinTech industry 
has been largely around trust, data privacy, ethics, and 
regulation. These have also formed the focus of earlier studies 
in this regard and the call for urgent efforts to plug the 
leakages in the application of AI. These issues have also 
constituted the challenges posed to studies targeted at this 
segment of the finance sector. 

 

  



REFERENCES 

[1] P. Schueffel, ‘Taming the Beast: A Scientific Definition of Fintech’, J. 
Innov. Manag., vol. 4, no. 4, pp. 32–54, Mar. 2017, doi: 
10.24840/2183-0606_004.004_0004. 

[2] A.L. Mention, ‘The Future of Fintech’, Res.-Technol. Manag., vol. 62, 
no. 4, pp. 59–63, Jul. 2019, doi: 10.1080/08956308.2019.1613123. 

[3] A. Irimia-Diéguez, F. Velicia-Martín, and M. Aguayo-Camacho, 
‘Predicting Fintech Innovation Adoption: the Mediator Role of Social 
Norms and Attitudes’, Financ. Innov., vol. 9, no. 1, p. 36, Jan. 2023, 
doi: 10.1186/s40854-022-00434-6. 

[4] A. Pal, S. Gopi, and K. M. Lee, ‘Fintech Agents: Technologies and 
Theories’, Electronics, vol. 12, no. 15, p. 3301, Jul. 2023, doi: 
10.3390/electronics12153301. 

[5] Z. Chen, ‘Ethics and discrimination in artificial intelligence-enabled 
recruitment practices’, Humanit. Soc. Sci. Commun., vol. 10, no. 1, p. 
567, Sep. 2023, doi: 10.1057/s41599-023-02079-x. 

[6] A. Ashta and H. Herrmann, ‘Artificial intelligence and fintech: An 
overview of opportunities and risks for banking, investments, and 
microfinance’, Strateg. Change, vol. 30, no. 3, pp. 211–222, May 2021, 
doi: 10.1002/jsc.2404. 

[7] H. Wang and S. Yu, ‘Robo-Advising: Enhancing Investment with 
Inverse Optimization and Deep Reinforcement Learning’, in 20th IEEE 
International Conference on Machine Learning and Applications 
(ICMLA), Pasadena, CA, USA: IEEE, Dec. 2021, pp. 365–372. doi: 
10.1109/ICMLA52953.2021.00063. 

[8] F. Königstorfer and S. Thalmann, ‘Applications of Artificial 
Intelligence in commercial banks – A research agenda for behavioral 
finance’, J. Behav. Exp. Finance, vol. 27, p. 100352, Sep. 2020, doi: 
10.1016/j.jbef.2020.100352. 

[9] K. Siau et al., ‘Fintech empowerment: Data Science, AI, and Machine 
Learning’, Cutter Business Technology Journal, 31(11/12), 12-18, 
https://scholars.cityu.edu.hk/en/publications/publication(af798099 -
e9a6-4e16-b8a3-87bec439bdac).html, 2018. 

[10] T. Hendershott, X. (Michael) Zhang, J. L. Zhao, and Z. (Eric) Zheng, 
‘FinTech as a Game Changer: Overview of Research Frontiers’, Inf. 
Syst. Res., vol. 32, no. 1, pp. 1–17, Mar. 2021, doi: 
10.1287/isre.2021.0997. 

[11] T. Puschmann, ‘Fintech’, Bus. Inf. Syst. Eng., vol. 59, no. 1, pp. 69–
76, Feb. 2017, doi: 10.1007/s12599-017-0464-6. 

[12] L. D. Wall, ‘Some financial regulatory implications of artificial 
intelligence’, J. Econ. Bus., vol. 100, pp. 55–63, Nov. 2018, doi: 
10.1016/j.jeconbus.2018.05.003. 

[13] Y. Cao and J. Zhai, ‘A survey of AI in finance’, J. Chin. Econ. Bus. 
Stud., vol. 20, no. 2, pp. 125–137, Apr. 2022, doi: 
10.1080/14765284.2022.2077632. 

[14] M. Veloso, T. Balch, D. Borrajo, P. Reddy, and S. Shah, ‘Artificial 
intelligence research in finance: discussion and examples’, Oxf. Rev. 
Econ. Policy, vol. 37, no. 3, pp. 564–584, Sep. 2021, doi: 
10.1093/oxrep/grab019. 

[15] Organisation for Economic Co-operation and Development (OECD), 
‘STIP Compass Database’, OECD, Paris. 2021, 
https://stip.oecd.org/stip 

[16] J. Jagtiani and K. John, ‘Fintech: The Impact on Consumers and 
Regulatory Responses’, J. Econ. Bus., vol. 100, pp. 1–6, Nov. 2018, 
doi: 10.1016/j.jeconbus.2018.11.002. 

[17] Y. Qi and J. Xiao, ‘Fintech: AI powers financial services to improve 
people’s lives’, Commun. ACM, vol. 61, no. 11, pp. 65–69, Oct. 2018, 
doi: 10.1145/3239550. 

[18] H. Guo and P. Polak, ‘Artificial Intelligence and Financial Technology 
FinTech: How AI Is Being Used Under the Pandemic in 2020’, in The 
4th Industrial Revolution: Implementation of Artificial Intelligence for 
Growing Business Success, vol. 935, A. Hamdan, A. E. Hassanien, A. 
Razzaque, and B. Alareeni, Eds., in Studies in Computational 
Intelligence, vol. 935. , Cham: Springer, 2021, pp. 169–186. doi: 
10.1007/978-3-030-62796-6_9. 

[19] Y. Zhang and Y. Zhang, ‘Optimization of Financial Shared Service 
Center from the Perspective of Low Carbon Economy’, Popul. Resour. 
Environ. Econ., vol. 4, no. 2, 2023, doi: 10.23977/pree.2023.040202. 

[20] P. Hamm, and M. Klesel, ‘Success factors for the adoption of artificial 
intelligence in organizations: A literature review’, In 27th Americas 
Conference on Information Systems, AMCIS, Digital Innovation and 
Entrepreneurship Association for Information Systems, 2021 

[21] Y.-T. Chiu, Y.-Q. Zhu, and J. Corbett, ‘In the hearts and minds of 
employees: A model of pre-adoptive appraisal toward artificial 
intelligence in organizations’, Int. J. Inf. Manag., vol. 60, p. 102379, 
Oct. 2021, doi: 10.1016/j.ijinfomgt.2021.102379. 

[22] Wall, L. D. "Some financial regulatory implications of artificial 
intelligence," Journal of  Economics and Business (100), 2018, pp. 55-
63. 

[23] M. Fenwick, and E.P.M. Vermeulen, ‘How to respond to artificial 
intelligence in Fintech’, Japan Spotlight, pp. 16–20. 2017. 

[24] R. Fu, Y. Huang, and P. V. Singh, ‘Crowds, Lending, Machine, and 
Bias’, Inf. Syst. Res., vol. 32, no. 1, pp. 72–92, Mar. 2021, doi: 
10.1287/isre.2020.0990. 

[25] R. Gómez Martínez, M. Prado Román, and P. Plaza Casado, ‘Big Data 
Algorithmic Trading Systems Based on Investors’ Mood’, J. Behav. 
Finance, vol. 20, no. 2, pp. 227–238, Apr. 2019, doi: 
10.1080/15427560.2018.1506786. 

[26] J. Borenstein and A. Howard, ‘Emerging challenges in AI and the need 
for AI ethics education’, AI Ethics, vol. 1, no. 1, pp. 61–65, Feb. 2021, 
doi: 10.1007/s43681-020-00002-7. 

[27] J. Rezwana and M. L. Maher, ‘User Perspectives on Ethical Challenges 
in Human-AI Co-Creativity: A Design Fiction Study’, in Creativity and 
Cognition, Virtual Event USA: ACM, Jun. 2023, pp. 62–74. doi: 
10.1145/3591196.3593364. 

[28] B. Mittelstadt, ‘Principles alone cannot guarantee ethical AI’, Nat. 
Mach. Intell., vol. 1, no. 11, pp. 501–507, Nov. 2019, doi: 
10.1038/s42256-019-0114-4. 

[29] C. Canca, ‘Operationalizing AI ethics principles’, Commun. ACM, vol. 
63, no. 12, pp. 18–21, Nov. 2020, doi: 10.1145/3430368. 

[30] E. Almustafa, A. Assaf, and M. Allahham, ‘Implementation of 
Artificial Intelligence for Financial Process Innovation of Commercial 
Banks’, Rev. Gest. Soc. E Ambient., vol. 17, no. 9, p. e04119, Sep. 
2023, doi: 10.24857/rgsa.v17n9-004. 

[31] H. H. Al-Baity, ‘The Artificial Intelligence Revolution in Digital 
Finance in Saudi Arabia: A Comprehensive Review and Proposed 
Framework’, Sustainability, vol. 15, no. 18, p. 13725, Sep. 2023, doi: 
10.3390/su151813725. 

[32] C. Weber, ‘Engineering Bias in AI’, IEEE Pulse, vol. 10, no. 1, pp. 15–
17, Jan. 2019, doi: 10.1109/MPULS.2018.2885857. C. Weber, 
‘Engineering Bias in AI’, IEEE Pulse, vol. 10, no. 1, pp. 15–17, Jan. 
2019, doi: 10.1109/MPULS.2018.2885857. 

[33] L. Vassermann, ‘AI Principles in Identifying Toxicity in Online 
Conversation: Keynote at the 3rd Workshop on Fairness, 
Accountability, Transparency, Ethics and Society on the Web’, in Web 
Conference 2021, Ljubljana Slovenia: ACM, Apr. 2021, pp. 237–237. 
doi: 10.1145/3442442.3452307. 

[34] G. Gautam, H. Arora, J. Choudhary, and A. Raj, ‘Data Privacy and 
Ethical Concerns in AI and Computer Science’, Ind. Eng. J., vol. 51, 
no. 08, pp. 25–31, 2022, doi: 10.36893/IEJ.2022.V51I8.025-031. 

[35] E. Mardiani, L. Judijanto, and A. Y. Rukmana, ‘Improving Trust and 
Accountability in AI Systems through Technological Era 
Advancement for Decision Support in Indonesian Manufacturing 
Companies’, West Sci. Interdiscip. Stud., vol. 1, no. 10, pp. 1019–
1027, Oct. 2023, doi: 10.58812/wsis.v1i10.301. 

[36] N. Gupta, ‘Artificial Intelligence Ethics and Fairness: A study to 
address bias and fairness issues in AI systems, and the ethical 
implications of AI applications’, Rev. Rev. Index J. Multidiscip., vol. 
3, no. 2, pp. 24–35, Jun. 2023, doi: 10.31305/rrijm2023.v03.n02.004. 

[37] R. Tiwari, ‘Ethical And Societal Implications of AI and Machine 
Learning’, Int. J. Sci. Res. Eng. Manag., vol. 07, no. 01, Jan. 2023, doi: 
10.55041/IJSREM17519. 

[38] Y. Han, J. Chen, M. Dou, J. Wang, and K. Feng, ‘The Impact of 
Artificial Intelligence on the Financial Services Industry’, Acad. J. 
Manag. Soc. Sci., vol. 2, no. 3, pp. 83–85, May 2023, doi: 
10.54097/ajmss.v2i3.8741. 

[39] B. Hadji Misheva and J. Papenbrock, ‘Editorial: Explainable, 
Trustworthy, and Responsible AI for the Financial Service Industry’, 
Front. Artif. Intell., vol. 5, p. 902519, May 2022. 

[40] E. Hohma, A. Boch, R. Trauth, and C. Lütge, ‘Investigating 
accountability for Artificial Intelligence through risk governance: A 
workshop-based exploratory study’, Front. Psychol., vol. 14, p. 
1073686, Jan. 2023, doi: 10.3389/fpsyg.2023.1073686. 

[41] C. Bremer, G. Kamiya, P. Bergmark, V. C. Coroama, E. Masanet, and 
R. Lifset, ‘Assessing Energy and Climate Effects of Digitalization: 
Methodological Challenges and Key Recommendations’, SSRN 
Electron. J., 2023, doi: 10.2139/ssrn.4459526. 

[42] L. Chen et al., ‘Artificial intelligence-based solutions for climate 
change: a review’, Environ. Chem. Lett., vol. 21, no. 5, pp. 2525–2557, 
Oct. 2023, doi: 10.1007/s10311-023-01617-y. 

[43] B. Bodó, ‘The commodification of trust’, SSRN Electron. J., 2021, doi: 
10.2139/ssrn.3843707. 

[44] M. Sutrop, ‘Should We Trust Artificial Intelligence?’, Trames J. 
Humanit. Soc. Sci., vol. 23, no. 4, p. 499, 2019, doi: 
10.3176/tr.2019.4.07. 



[45] M. Langer, C. J. König, C. Back, and V. Hemsing, ‘Trust in Artificial 
Intelligence: Comparing Trust Processes Between Human and 
Automated Trustees in Light of Unfair Bias’, J. Bus. Psychol., vol. 38, 
no. 3, pp. 493–508, Jun. 2023, doi: 10.1007/s10869-022-09829-9. 

[46] R. V. Zicari et al., ‘Z-Inspection® : A Process to Assess Trustworthy 
AI’, IEEE Trans. Technol. Soc., vol. 2, no. 2, pp. 83–97, Jun. 2021, doi: 
10.1109/TTS.2021.3066209. 

[47] V. Dignum, Responsible Artificial Intelligence: How to Develop and 
Use AI in a Responsible Way. in Artificial Intelligence: Foundations, 
Theory, and Algorithms. Cham: Springer International Publishing, 
2019. doi: 10.1007/978-3-030-30371-6. 

[48] A. Buhmann and C. Fieseler, ‘Deep Learning Meets Deep Democracy: 
Deliberative Governance and Responsible Innovation in Artificial 
Intelligence’, Bus. Ethics Q., vol. 33, no. 1, pp. 146–179, Jan. 2023, 
doi: 10.1017/beq.2021.42. 

[49] M. Vučinić and R. Luburić, ‘Fintech, Risk-Based Thinking and Cyber 
Risk’, J. Cent. Bank. Theory Pract., vol. 11, no. 2, pp. 27–53, May 
2022, doi: 10.2478/jcbtp-2022-0012. 

[50] I. Aldasoro et al., ‘Generative Artificial Intelligence and Cyber 
Security in Central Banking’, BIS Paper. No 145, 2024, Retrieved 
from: https://www.bis.org/publ/bppdf/bispap145.pdf. 

[51] M.S Barr, ‘Opening Remarks at Conference on Measuring Cyber Risk 
in the Financial Services Sector, Boston, Massachusetts’, 2024, 
Retrieved from: https://www.federalreserve.gov/newsevents/speech/-
files/barr20240117a.pdf. 

[52] K. Liu, B. Dolan-Gavitt, and S. Garg, ‘Fine-Pruning: Defending 
Against Backdooring Attacks on Deep Neural Networks’, in Research 
in Attacks, Intrusions, and Defenses, vol. 11050, in Lecture Notes in 
Computer Science, vol. 11050. Cham: Springer, 2018, pp. 273–294. 
doi: 10.1007/978-3-030-00470-5_13. 

[53] H. Wang, Z. Xu, H. Fujita, and S. Liu, ‘Towards felicitous decision 
making: An overview on challenges and trends of Big Data’, Inf. Sci., 
vol. 367–368, pp. 747–765, Nov. 2016, doi: 10.1016/j.ins.2016.07.007. 

[54] M.R. Sahay et al., ‘The promise of fintech: Financial inclusion in the 
post COVID-19 era’, International Monetary Fund, 2020. 

[55] B. Goodman and S. Flaxman, ‘European Union Regulations on 
Algorithmic Decision Making and a “Right to Explanation”’, AI Mag., 
vol. 38, no. 3, pp. 50–57, Sep. 2017, doi: 10.1609/aimag.v38i3.2741. 

[56] K. Hao, ‘This is how AI bias really happens – And why it’s so hard to 
fix’, MIT Technology Review, 2019. 

[57] A.P. Miller, ‘Want Less-Biased Decisions? Use Algorithms,’ Harvard 
Business Review, July 26, 2018, https://hbr.org/2018/07/want-less-
biased-decisions-use-algorithms. 

[58] L. Dennis, M. Fisher, M. Slavkovik, and M. Webster, ‘Formal 
verification of ethical choices in autonomous systems’, Robot. Auton. 
Syst., vol. 77, pp. 1–14, Mar. 2016, doi: 10.1016/j.robot.2015.11.012. 

[59] C. Holder, V. Khurana, F. Harrison, and L. Jacobs, ‘Robotics and law: 
Key legal and regulatory implications of the robotics age (Part I of II)’, 
Comput. Law Secur. Rev., vol. 32, no. 3, pp. 383–402, Jun. 2016, doi: 
10.1016/j.clsr.2016.03.001. 

[60] C.J Ratcliff, ‘Who will write the rules for AI? How Nations are Racing 
to Regulate Artificial Intelligence’ The Conversation, 2023, 
https://theconversation.com/who-will-write-the-rules-for-ai-how-
nations-are-racing-to-regulate-artificial-intelligence-216900. 

[61] S. Cha, ‘Towards an international regulatory framework for AI safety: 
lessons from the IAEA’s nuclear safety regulations’, Humanit. Soc. 
Sci. Commun., vol. 11, no. 1, p. 506, Apr. 2024. 

[62] F. Pesapane et al., ‘Legal and Regulatory Framework for AI Solutions 
in Healthcare in EU, US, China, and Russia: New Scenarios after a 
Pandemic’, Radiation, vol. 1, no. 4, pp. 261–276, Oct. 2021, doi: 
10.3390/radiation1040022. 

[63] T. Burri, ‘International Law and Artificial Intelligence’, Ger. Yearb. 
Int. Law, vol. 60, no. 1, pp. 91–108, Jan. 2018, doi: 
10.3790/gyil.60.1.91. 

[64] P. Cihon, ‘Standards for AI governance: international standards to 
enable global coordination in AI research & development’ Future of 
Humanity Institute. University of Oxford, 40(3), 340-342, 2019. 

[65] M. Veale, K. Matus, and R. Gorwa, ‘AI and Global Governance: 
Modalities, Rationales, Tensions’, Annu. Rev. Law Soc. Sci., vol. 19, 
no. 1, pp. 255–275, Oct. 2023, doi: 10.1146/annurev-lawsocsci-
020223-040749. 

[66] R. Nindler, ‘The United Nation’s Capability to Manage Existential 
Risks with a Focus on Artificial Intelligence’, Int. Community Law 
Rev., vol. 21, no. 1, pp. 5–34, Mar. 2019, doi: 10.1163/18719732-
12341388.

 


